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1. INTRODUCTION 

The cold vortex is a major rain-bearing 
circulation system that can exist over 
northeastern China and can lead to severe 
convective weather and floods, especially 
in summer. Nimbostratus (Ns) clouds occur 
extensively in cold vortices and are known 
to cause stratiform precipitation, generating 
long periods of light precipitation. Previous 
studies have not addressed cloud structure 
or crystal growth in stratiform rainfall 
associated with the cold vortex however. 
The evolution of ice crystals in 
nimbostratus is thought to begin with 
depositional growth in the upper regions of 
the cloud, followed by aggregation after a 
sufficient number of large particles have 
formed (Field, 1999; Gordon and Martwitz, 
1986; Lo and Passarelli, 1982). Evidence 
for this sequence of particle formation was 
derived by observations from aircraft that 
determined ice crystal size spectra in 
frontal clouds to explore the processes 
responsible for precipitation. These 
physical processes are summarized by 
previous authors (e.g., Mitchell, 1988).  

The dominant processes of particle 
formation in nimbostratus are relatively 
simple and provide a good basis for 
generalized descriptions of this type of 
cloud. However, specific characteristics of 
a given precipitation event have not been 
documented. This study uses airborne 
observations of a nimbostratus cloud to 
investigate the relationship between cloud 
structure, particle size spectra parameters,  
and ice crystal evolution. 

2. OBSERVATIONS AND METHODS 
Between 2000 LST 20 June and 2000 

LST 21 June 2005, a synoptic scale 
northeast cold vortex generated a wide 
distribution of light and moderate rainfall in 
the center of Jilin Province, with heavy 
precipitation in a localized small area. The 
vortex appeared to have passed maximum 
strength and turned into the depression 
stage. The aircraft data was obtained from 
flights around the Yitong (43.35°N, 
125.28°E, sea level elevation of 249 m) in 
an Ns cloud associated with moderate to 
heavy stratiform precipitation on 21 June 
2005. Most of the measurements reported 
in this study were collected from 
instruments mounted on the Y-12 aircraft. 

Three Particle Measuring Systems 
(PMS) instruments were available to 
measure the cloud microphysical 
properties. The two-dimensional cloud and 
precipitation probes (hereafter ‘2D-C’ and 
‘2D-P’) nominally measure ice-phase and 
precipitation hydrometeors with diameters 
ranging from 25–800 μm and 200–6400 
μm, respectively, and provide an array 
resolution of 50 μm and 400 μm, 
respectively (see Knollenberg, 1970). The 
PMS Forward Scattering Spectrometer 
Probe (FSSP)-100 was used to detect and 
count cloud particles in the diameter range 
of 2–47 μm (Cerni, 1983). The King probe 
(King et al., 1978) uses a heated wire to 
measure liquid water content (LWC). This 
instrument is relatively simple and accurate 
for samples with high LWC. While droplets 
between 5 and 40 μm diameter are 



efficiently sampled by the King probe (King 
et al., 1981), ice particles do not adhere 
and are not detected. 

Drops smaller than or equal to 125 μm 
in diameter detected in the first two 
channels of the 2D-C instrument were 
discarded because of the significant sizing 
errors that occur in these channels 
(Korolev et al., 1991, 1998). Also, we note 
that only the 2D-C and 2D-P data (with the 
minimum particle size of 125 μm) were 
used in quantitative evaluations of particle 
spectral characteristics. 

 
Figure 1 (a) Time series of aircraft altitude 

and (b) horizontal projection of the aircraft flight 
track on 21 June 2005. The star denotes the 

location of Changchun. 
The flight pattern shown in Fig. 1a was 

designed to obtain the vertical distribution 
of microphysical properties in the cloud. 
The stepwise route included repeated 
ascents and horizontal-level (labeled in Fig. 
1a); the total ascent from ~1 to 5.6 km was 
nearly 70-min in duration. The following 
discussion focuses on the vertical 
distribution data obtained during this 
ascent. The data were averaged in 
sequential 30-s intervals, corresponding to 
a mean horizontal length scale of 1.8 km. 
The 30-s averaging scale was chosen to 
provide a short averaging scale and to 

allow sufficient PMS measurements for 
statistical significance. 

Particle spectra are approximately 
exponential in form such that 

DeNDn λ−= 0)(  

where n is particle number concentration 
per unit size interval, N0 is the intercept, 
and λ is the distribution slope controlling 
the shape of the curve. Here D is the actual 
particle size measured by the 2D probe.  
 
3. RESULTS 
3.1 HYDROMETEOR DATA 

The vertical profile of LWC is plotted in 
Fig. 2. LWC was highest in the middle of 
the cloud near 3 km, with a maximum 0.48 
g m-3. LWC was concentrated in the warm 
region, averaging about 0.23 g m-3. There 
were several spikes in LWC observed in 
this region of the rainband, in which values 
exceeded 0.40 g m-3, indicating active 
upward motion in this part. In regions that 
were below 0°C, there was a thick layer of 
supercooled cloud where LWC ranged from 
0.06 to 0.3 g m-3, averaging about 0.13 g 
m-3 with an LWC maximum near -2°C. As 
shown in Fig. 2, droplets with diameters 
greater than 24 μm were more 
concentrated in regions below 0°C. 

 

 



 
Figure 2 Vertical profiles of (a) liquid water 

content measured by King liquid water probe, 
(b) FSSP concentration of drops larger than 24 
μm, particle concentration and mean diameter 
(dashed line) measured by the (c) FSSP, (d) 
2D-C and (e) 2D-P probe during the ascent. 

Particle concentration and mean 
diameter are also shown in Fig. 2. At 
temperatures below 0°C, the mean 
in-cloud FSSP concentrations were on the 
order of 0.7-47 cm-3, with an average of 21 
cm-3 and a mean diameter that ranged from 
about 7 to 16 μm. A relatively large region 
of concentrated supercooled cloud drops 
(up to 36 cm-3) with LWC up to 0.14 g m-3 
was observed near the top of the cloud 
(about -10°C). The most substantial region 
of cloud droplets was observed in the warm 
layer, with a mean of 77 cm-3 and a mean 
diameter that was generally smaller than 
10 μm. 

Mean concentrations from the 2D-C 
probe varied from 4 to 238 L-1, 
corresponding to a mean diameter in the 

range 195-400 μm. Droplets detected by 
the 2D-P probe were in the range of 0.7-21 
L-1 and ranged in mean diameter from 317  
to 1175 μm. A very high concentration 
(~238 L-1) of ice particles was observed in 
the region that ranged from -3°C to -6°C. 
Maximum ice particle concentrations were 
recorded in the layer near -6°C, where 
needle crystals and aggregates were 
detected as observed in 2D-C images. The 
maximum concentration measured by 
2D-P reached 21 L-1 at a temperature of 
about -3°C. Raindrop concentrations below 
the melting layer were <7 L-1.  

The observed increase in ice crystal 
concentrations (with maximum values up to 
238 L-1) with increasing altitude suggests 
the possibility that active ice enhancement 
was occurring. The FSSP recorded 
supercooled cloud droplets larger than 24 
μm in diameter at concentrations ranging 
from 3 to 7 cm-3 when the aircraft passed 
through the temperature region -3°C and 
-6°C (Fig. 2b). The conditions for 
Hallett-Mossop (H-M) rime-splintering ice 
multiplication mechanism (Hallett and 
Mossop, 1974; Mossop, 1985) were 
satisfied in the -3°C to -6°C region, 
assuming that the FSSP only responded to 
water drops. However, the occurrence of 
the H-M mechanism under these 
conditions is speculative given the time and 
space variations of natural cloud 
characteristics that escape detection by in 
situ measurements. 

Between altitudes of 4.3 and 5.5 km 
(-10 to -2°C), ice particle concentrations 
measured by 2D-C and 2D-P (averaged 
over 0.6 km horizontal distances, 
corresponding to 10s) gradually decreased 
with increasing altitude (Fig. 3). Ice particle 
concentration was highly variable, with 
mean concentrations ranging from 7-130 
L-1 and 3-14 L-1 for the 2D-C and 2D-P 
probes, respectively. 

 



 
Figure 3 Particle number concentrations 

measured by the 2D-C (solid line) and 2D-P 
(dashed line) probes across the horizontal legs. 
Temperature and altitude of the horizontal flight 

legs are also indicated. 
 

3.2 PARTICLE SPECTRA 
In accordance with earlier studies 

(Gordon and Martwitz, 1986; Lo and 
Passarelli, 1982), particles >125 μm 
exhibited ice particle spectra that were 
adequately described by an exponential 
relationship. Figure 4 shows a logarithmic 
plot of N0-λ for 2D-C and 2D-P data 
collected during the spiral ascents. There is 
a high correlation between λ and N0 that is 
best described by a power law; however, 
there is scatter about this relationship and it 
is not clear if individual N0-λ relationships 
are defined by environmental conditions. 

The ability to assess growth processes 
and the evolution of ice crystals was limited 
by the flight pattern used in this study, 
which was not designed to follow particles 
developing at the top of the cloud. As Lo 
and Passarelli (1982) have proposed, 

particle aggregation results from decreases 
in both λ and N0 in exponential size 
distributions. Growth by deposition would 
tend to increase only N0; λ would remain 
relatively constant. In the data set 
described here, a strong correlation was 
found between λ and N0 (see Fig. 4), which 
is consistent with the pattern expected for 
aggregation. 

 
Figure 4 A log-log plot of slope parameter 

(λ) and intercept parameter (N0) during the 
ascent on 21 June 2005 by (a) 2D-C, (b) 2D-P. 
 
4. CONCLUSIONS 

In situ measurements were performed 
in a nimbostratus precipitation band which 
was associated with the depression of 
northeast cold vortex in Jilin Province. 
Aircraft observations indicated large LWC 
and droplet concentration in the warm layer. 
There was a thick layer of supercooled 
cloud that had a LWC as high as 0.3 g m-3, 
whereas the number concentration was 
small. High ice particle concentrations were 
observed at temperatures ranging from 
about -3°C to -6°C, which was explained by 
the Hallett-Mossop ice multiplication 
process. Ice particle concentrations varied 

 



 

on a relatively small scale for different 
horizontal legs. Ice particle spectra were 
exponentially correlated and a power law 
expression described the relationship 
between N0 and λ parameters. These data 
suggest that aggregation of the crystals led 
to the final shaping of the precipitation size 
spectra. 
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1. INTRODUCTION 
 

A prominent unsolved problem in 
Cloud Physics is the observation in some 
clouds of a much higher concentration of ice 
crystals than would be expected from ice 
nucleation, alone (Hobbs and Rangno, 1985). 
This suggests that extra-nucleation processes 
contribute to the high concentrations of ice 
crystals required for heavy snowfall and high 
cloud electrification. Hallett and Mossop 
(1974) proposed that secondary ice particles 
are produced during riming at temperatures 
between -3°C and -8°C and that this process 
contributes to the high ice crystal 
concentrations observed in certain Florida 
clouds (Hallett et al., 1978). However, Hobbs 
and Rangno (1990) found it difficult to use this 
mechanism to explain their observations of a 
high rate of ice crystal production in winter 
maritime cumuli near the Washington state 
coast. 

In Hokuriku winter clouds, ice crystal 
production was especially high when both 
large and small graupel were present, as 
observed using an aircraft-mounted, video-
based, particle counter (Takahashi, 1993). 
Consistent with this, in cold room experiments, 
colliding two ice spheres with different growth 
modes produced very large numbers of ice 
particles (Takahashi et al., 1995). Here, we 
present an improved description of graupel 
and ice crystal distributions in Hokuriku winter 
clouds based on extensive videosonde 
observations. These data also increase our 
understanding of the precipitation processes   
which generate heavy snowfall in these 
clouds, including ice multiplication.  
 
2. OBSERVATIONS 
    a. INSTRUMENTS 

The principal instrument used was the 
videosonde, a balloon-borne surveyor of 
precipitation particle morphology and charge 

(Fig. 1, Takahashi, 1990). Particles entering 
through an aperture at the top, first pass 
through an induction ring which measures 
particle charge. Signals are logarithmically 
amplified (0.1-200 pC). Particles next pass 
through a video recording system. An infrared 
light is mounted above a video camera with its 
beam parallel to the camera’s line of sight. 
Interruption of the beam by any particle larger 
than 0.5 mm in diameter triggers a flash lamp 
mounted just above the camera lens. Very 
small particles (below ~ 0.2 mm), fall below 
the resolution limit of the camera. As a result, 
the particle concentrations which we report 
here probably underestimate the actual totals 
by an order of magnitude. Only the observed, 
uncompensated counts are reported here. An 
LED array is positioned at the bottom of the 
camera’s field of view. The first two LEDs 
indicate the sign of the electric charge and 

 
Fig. 1. Videosonde 
 

the rest indicate its magnitude (refer Fig. 3). 
Video is transmitted to the ground on a 1680 
MHz carrier wave, its frequency modulated 
between 10 Hz and 1 MHz according to image 
signal intensity. The received video signal is 
recorded on tape and displayed on a monitor. 
Particle shape and charge were analyzed by 
frame-by-frame inspection. Particle size was 
measured as pixel count in jpeg frame-
captures . 



b. OBSERVATION SITE 
In typical winter monsoons, strong 

northerly winds transport cold, Siberian air 
over the warm Japan Sea, forming cloud 
bands 5-6 km high, a process most active 
near the coast (Fig. 2). These bands often 
produce heavy snowfall and lightning near the 
coast. In Jan-Feb 2010, and Dec 2010-Jan 
2011, 55 videosondes were launched into 
snow clouds ~3 km inland from the coast at 
Kashiwazaki in Hokuriku, Japan. Videosondes 
were launched during strong winds into cloud 
centers guided by radar images provided by 
the Japan Meteorological Agency. 

 
 
Fig. 2. Winter monsoon clouds in Japan 

 
 
 Fig. 3 Graupel and ice particles of # 16 sonde 

3. RESULTS 
In-cloud videosonde images displayed 

brittle-looking graupel, often in the midst of 
small ice particles (Fig. 3). In the course of 
cloud development, as peak graupel 
concentration exceeded 100 m-3, peak ice 
crystal concentration increased sharply and 
became very high (Fig. 4).  

Peak graupel number concentration 
and peak ice crystal number concentration  
were observed least frequently at around – 
10°C. 

 
 
Fig. 4. Peak ice crystal and graupel numbers,  
           and lightning activities 
 
When peak graupel concentration was plotted 
against peak ice crystal concentration for each 
videosonde launch, the sampled areas could 
be grouped into three basic types (Region I-III 
in Fig 4).  

In Region I, graupel concentration was 
less than 100 m-3. Here, graupel size was 
small, and the graupel size distribution was 
narrow.  

In Region II, graupel concentration was 
100-1000 m-3. The graupel size distribution 
was broad, suggesting an active riming 
process (Fig. 5). This region exhibited the 
highest conversion rate of rimed ice crystals to 
graupel, the highest precipitation 
(>30mm/day), and the most frequent lightning 
activity (>40 events/day). Interestingly, 
snowflake formation was also very active here 
at all altitudes (Fig. 6). 



In Region III, graupel concentration was >1000 
m-3. Ice crystal concentration was also 
relatively high. The graupel size distribution 
was dominated by two peaks: small and large.  
 
4. DISCUSSION 

Graupel imaged in-cloud were highly 
brittle in appearance. As graupel concentration 
exceeded 100 m-3, ice crystal concentration  

 

  
   Fig. 5 Graupel size distributions 
 
increased sharply; it is at this critical graupel 
concentration that 1-mm diameter graupel 
falling through a 3 km cloud depth are 
expected to begin to collide with each other. In 
these clouds, ice branches growing from the 
surface of small graupel, probably by 
deposition, are likely to be broken during 
graupel-graupel collisions, ejecting new ice 
particles (Takahashi et al., 1995). In our 
observations, peak graupel and peak ice 
crystal numbers were least frequently 
observed at around – 10°C. This may 
correspond to the minimum ice crystal growth 
rate at -10 °C in the laboratory (Ryan et al., 
1976), suggesting the importance of ice 
branch growth for ice ejection. 

In the active riming area (Region II), 
both lightning and precipitation processes are 
active. This is consistent with the theory that 
the riming electrification process is the main 
charge separation mechanism in 

thunderstorms (Takahashi, 1978, and others). 
Rimed ice particles are the main precipitation 
particles during heavy snowfall 
(Meteorological Research Institute, 2005).  

Surprisingly, in Region II, high 
snowflake formation was observed throughout 
the entire cloud depth regardless of 
temperature where ice crystal concentration 
exceeded 1000 m-3. High snowflake formation 
suggests the presence here of the cloud 
droplets important to this process.  

We propose that Hokuriku snowfall is 
generated as follows (Fig. 7): In small 
convective clouds over the ocean, cloud 
droplets freeze and grow ice crystals. Through 
riming, they develop into rimed ice crystals 
and then into graupel. As these clouds 
approach the coast, clouds grow taller. 
Graupel within the increased height through 
which they fall, increases the probability of 
graupel-graupel collisions. These collisions 
eject new ice particles. Ice crystals also 
agglomerate, aided by supercooled drops, and 
form snowflakes. Graupel tend to be charged 
negatively and ice crystals positively above -
10 °C level while graupel changed sign below 
-10 °C level. The area of high ice crystal and 
graupel concentration is where electric 

 
 

Fig 6. Precipitation particle distribution of # 24   
          sonde. 



 
charge separation is most active. Because of 
intense wind shear, graupel and snowflakes 
separate horizontally in space and fall 
adjacent to each other. 
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                                     Fig. 7. Hokuriku snowfall microphysics model. 
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ABSTRACT: 

The effectiveness of aerosols as 

immersion freezing nuclei in the South 

Pole station was investigated during a 

campaign that took place in January and 

February 2009. Twelve samples were 

collected, nine from the rooftop and three 

from a balloon. The effectiveness of the 

sampled aerosols as immersion freezing 

was measured using the drop freezing 

technique in the FRIDGE-TAU (FRankfurt 

Ice-nuclei Deposition freezinG Experiment, 

the Tel Aviv University version). The 

freezing nuclei (FN) were found to be 

effective from -19 to -26ºC and their 

concentrations varied from 0.1L−1 to 53L−1, 

respectively, with a concentration of 1L-1 

observed at -23ºC. The strongest 

correlation of FN concentration was found 

with wind speed. FN concentrations were 

almost five to nine times higher when the 

wind increased from 4.4 to 9 ms-1.   

 

1. INTRODUCTION: 

Much attention has been given to 

condensation nuclei (CN) characteristics in 

the Antarctic continent (Saxena, 1983; 

Gras et al., 1985; DeFelice et al., 1997), 

yet the characteristics of ice-forming 

nuclei, their origin, composition and 

concentrations have only seldom been 

studied (Bird et al., 1961; Bigg and 

Hopwood, 1963; Kumai, 1976; Saxena 

and Weintraub, 1988; Junge and 

Swanson, 2008). Most of the above 

studies were conducted along the coast of 

Antarctica and only a very few reported on 

measurements at the South Pole (e.g. 

Kumai, 1976).  

 

Bigg and Hopwood (1963) reported on ice 

nuclei concentrations at McMurdo station 

located near the coast of Antarctica. They 

found that freezing occurred between -14 

to -26°C, with concentrations of 0.5-13L-1 

of active nuclei at -20ºC. Most of the nuclei 

had a diameter of around 0.01μm, while 

some had a diameter of 0.1μm. Bigg 

(1973) measured IN concentrations at -10, 

-15 and -20°C with mean concentrations of 

1-5x10-3, 10-20x10-3 and 0.1 (L-1) 

respectively. Saxena and Weintraub 

(1988) used drop freezing measurements 

at Palmer station over the temperature 

range of -5ºC to -17ºC. They reported on 

the presence of high concentrations of IN 

(0.01 to 10L-1) even at temperatures as 

high as -5 to -7ºC. They also reported 

finding good correlation between ice nuclei 

concentrations and the presence of 



Potassium, Silicon and Zinc. Carpenter et 

al. (2000) and Warren and Hudson (2003) 

reported on the existence of bacteria in the 

South Polar snow. However, their 

effectiveness as IN is still unclear. Junge 

and Swanson (2008) suggested that 

immersion-freezing of marine psychro-

active bacteria and viruses would not be 

important for heterogeneous ice nucleation 

processes in polar clouds nor for the 

formation of sea ice, because they would 

nucleate ice at temperatures very close to 

the homogeneous nucleation temperature 

(-42.2±0.3ºC). The present report is a 

short summary of the paper by Ardon-

Dryer et al (2011). 

 

2. METHODS: 

The measurements were conducted 

during January and February 2009 at the 

Amundsen-Scott station at the 

geographical South Pole (Latitude 

89°59.77′S, Longitude 92°1′E, Fig. 1) on a 

polar plateau at an altitude of 2850m (for 

more information about the campaign see 

Lawson et al., 2011).  

 
Fig. 1: Location of the Amundsen-Scott station 

at the South Pole, in Antarctica, marked in 

black circle (Geology, 2010 with modification). 

 

Twelve filter samples (Nitrocellulose 

Membrane Black filters of 47mm diameter 

and 0.45μm pore size) were collected; 

nine from the rooftop and three from a 

balloon (see Table 1) the inlet of the filter 

holder was positioned with the wind to its 

back. The effectiveness of the sampled 

aerosols as immersion-freezing was 

measured using a drop freezing technique, 

based on Vali (1968). In this technique the 

collected aerosols were removed into a 

test-tube containing 10ml of double 

distilled water by placing the tube in an 

ultrasonic bath for 30 min. The resulting 

mixture of water and aerosols was the 

source of the drops tested for immersion-

freezing. Each test consisted of about 120 

drops (1µl; 0.8mm diameter) that were 

placed on the temperature controlled 

stage in the FRIDGE-TAU (see Fig. 2), A 

thin layer of vacuum oil was first put on the 

stage in order to prevent ice from forming 

on the surface during cooling, thus 

affecting the measurements. The 

temperature of the cooling stage was 

lowered at a constant rate of 1°min-1 and 

the numbers of drops that froze at each 

temperature were recorded by the CCD 

camera. 

 
Fig. 2: Schematic diagram of the immersion-

freezing method. 



Two unexposed filters were tested under 

identical procedures as reference for 

comparison with the exposed filters. 

 

 Table 1: Description of sampled filters. 

 
In order to estimate the concentrations of 

immersion Freezing Nuclei (FN) in the air 

we converted Vali’s (1971) equation taking 

into account the amount of air that had 

been sampled in each measurement.  The 

equation is composed of two parts: the 

first is an integration of the differential 

probability that a drop will freeze at 

temperatures between θ and θ −∆θ due to 

the presence of a single active nucleus in 

it over the temperature range from 0ºC to 

θ. The result of the integration is the 

cumulative nucleus concentration K'(θ), 

which represents the number of nuclei 

active at all temperatures warmer than θ. 

In order to obtain the actual concentrations 

of ice nuclei in the sampled air, 

consideration must be given to the total air 

sampled. This is presented in the last part 

of the equation: 

 
y

x
NN

V
K  )(ln()ln(

1
)( 0

'         (1) 

K'(θ) - Cumulative concentration of FN in 

the air active at temperature θ (L-1) 

V - Volume of drop (L) 

No - Total number of drops measured 

N (θ) - Number of unfrozen drops at 

temperature θ 

x - The volume of water used to remove 

the aerosols from the filter (L)   

y - The volume of air sampled through the 

filter (L) 

 
3. RESULTS AND DISCUSSION: 

Twelve samples containing a total of 1459 

drops were analyzed. The analysis was 

carried out between 0 to -27ºC within 

which all the drops froze (see Fig. 3). Most 

drops in most samples began to freeze 

only at -18ºC. The freezing occurred at 

warmer temperatures as compared to 

water drops taken from pure water. It is 

apparent that although freezing of drops 

started at -18ºC most froze at 

temperatures lower than        -20ºC. 50% 

of the drops in all the samples froze 

between -23 to -24.5ºC. The average 

temperature in which 50% of the drops 

froze occurred at -24ºC, much warmer 

than reported by Junge and Swanson 

(2008) where near homogeneous freezing 

temperatures were observed for specific 

bacterial isolates. 

 

Drop freezing experiments using water 

with blank filters revealed that most of the 
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drops froze at temperatures well below 

those from the exposed filters. However, 

there was a small overlap between the 

blank filters and the others from -23ºC to -

27ºC (see Fig. 3). In order to calculate the 

concentrations of FN in the air the fraction 

of drops from the blank that froze at each 

temperature was deducted from the 

corresponding frozen drops on the 

sampled filters. The effect on the 

calculated concentrations was minimal 

(from ~0.06 to 5.9% over the temperature 

range in the experiment). 

 
Fig. 3: The cumulative freezing spectrum of all 

the South Pole samples and the average 

spectrum of freezing temperature from clean 

(blank) filters and pure water. The bars 

represent the standard deviation. 

 

The concentrations of FN in the sampled 

air were calculated using Eq. 1. The 

concentration of freezing nuclei in the air 

calculated for the different samples 

between -19 to -26ºC varied from 0.1L−1 to 

53L−1, respectively, as can be seen in Fig. 

4. As expected, the number of active 

nuclei increases as the temperature 

decreases. A concentration of 1L−1 was 

observed in all the filters between -21ºC to 

-25ºC. 

 
Fig. 4: Concentration of FN in the air for the 

different samples calculated from Eq. 2.2. The 

first number in the parenthesis represents the 

number of drops used in the experiment and 

the second is the one used for the present 

calculations after subtracting the drops that 

froze on the blank filters (see text for 

explanation). 

 

Based on the meteorological data 

collected at the measuring site, it appears 

that the aerosols samples were collected 

under different meteorological conditions. 

Wind speed was found to be a dominating 

factor in the measured concentrations of 

FN. Each filter sample was collected under 

different wind speeds, as can be seen in 

Table 2. High correlation between wind 

speed and FN was found for all measured 

temperatures (Fig. 5a). Similarly, the 

correlation of wind speed with total aerosol 

concentrations was high also (Fig. 5b). It 

should be noted that the aerosol 

concentrations shown in Table 2 refer to 

total aerosols greater than 0.01μm 



(measured by the TSI CPC 3760). Most of 

these aerosols may not be so relevant for 

the FN measurements because they are 

much smaller than the expected size of 

the IN (e.g. DeMott et al., 2010), however, 

this was the only reliable and available 

data on aerosol size and concentration. 

 

Table 2: Average surface meteorological 

conditions during sampling period. 

  

           
Fig 5a: Concentration of freezing nuclei at -23ºC as 

a function of wind speed 

 

 
Fig. 5b: Concentration of aerosols > 0.01µm as a 

function of wind speed. 

 
 
Lawson et al. (2006) reported that at the 

South Pole Station blowing snow is 

observed when the wind speed exceeds 

about 4ms−1. Knuth et al. (2010) measured 

a threshold of between 6.6 to 7.5ms−1 at 

10m height for blowing dry snow at the 

Ross Ice Shelf. The threshold for blowing 

wet snow was higher at 8.5 to 9.6ms−1. 

Threshold for blowing snow on the Ross 

Ice Shelf is likely to be different than at the 

South Pole since the type of precipitation 

is quite different. For our purpose here 

6ms−1 was chosen as a threshold for 

blowing snow. Based on that, our filter 

samples were divided into two groups, 

above and below the wind speed of 6ms−1. 

For example, filters 1-4 were exposed to 

higher wind speed (average of 9ms−1) and 

had 2.9L−1at      -23ºC. Filters 8-12, which 

were exposed to lower average wind 

speeds of about 4.4ms−1 had only 0.4L−1 at 

-23ºC. One explanation for this 

observation was based on the suggestion 

by Hogan (1979) who showed that strong 

winds in the South Pole increased the 

mixing of air near the surface, leading to 

higher concentration of larger particles at 

higher elevations, implying higher 
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concentrations of FN. During the sampling 

time of filter 9-11, the station was affected 

by falling ice crystals and broken clouds 

that occurred from 30 January 2009 to 1 

February 2009 (see decrease in FN 

concentration in Fig. 4.31). These falling 

ice crystals undoubtedly scavenged 

aerosols in the lower atmosphere, thus 

reducing the measured FN concentrations. 

The possibility that sublimated ice crystals 

in the air affected the IN measurements 

was ruled out because the relative 

humidity was far above ice saturation. The 

only possible effects could be the 

collection of some of the ice crystals on 

the filters, which sublimated later, leaving 

the ice nuclei on the filters. However, the 

chance for this to happen was considered 

low because of (a) the sampler was facing 

away from the average wind direction, 

thus making it difficult for the ice crystals 

to enter the inlet and (b) the inlet air speed 

was about 5.6ms−1, which implies that we 

under-sampled the large particles (see Su 

and Vincent, 2004) and reduced the 

potential for collecting blowing ice crystals. 

However, we cannot rule out the possibility 

that on the balloon ice crystals were 

collected. This is because the position of 

the inlet could not be fixed with respect to 

the wind direction. 

 

An average parametric equation for FN 

concentrations was calculated, for this 

remote site, something that could be 

helpful in numerical models. For this 

purpose all the rooftop measurements 

were combined and a best fit line was 

calculated (Fig. 6). The resulting best-fit 

line is: 

    
T

FN eN  66.07103           (2)  

Where NFN represents the number 

concentrations of FN (L-1) and ΔT 

represent supercooling in ºC (0–T). 

. 

 
Fig. 6: The FN concentrations of all rooftop 

samples in the air. The equation 

represents the best fit line to the rooftop 

data. 

 

From the figure one can see that FN 

concentration of ~1L−1 is found at -23ºC, 

which is a little lower than what Bigg and 

Stevenson (1970) reported as average 

concentrations at higher latitudes (~1L−1 at 

-20ºC). The FN concentrations obtained 

from Eq. 2 are slightly lower than those 

reported by Bigg (1973) for measurements 

near the coast of Antarcticaat -15ºC 

(~0.015L−1). Eq. 2 also gives lower 

concentrations than those reported by 

Saxena and Weintraub (1988) for 

measurements at Palmer Station. These 

differences are not surprising since in the 



past 37 years the anthropogenic activity in 

and around Antarctica have increased 

dramatically, leading to more pollution 

from ships and other activities next to the 

sea shore (Graf et al., 2010). 

 

Overall the IN concentrations that were 

found in the South Pole station are in 

agreement with other IN concentrations 

that were measured in other locations 

around the globe, as can be seen in Fig.7. 

The parametric equation we obtained 

gives lower FN concentrations than any of 

the other parametric equations of 

Fletchers (1962), Cooper (1986) or 

Meyers (1992), but it falls well within the 

data points presented in Fig 7.  

 
Fig. 7: Ice nuclei concentrations as a function 

of temperature from DeMott et al. (2010) with 

the present measurements shown in black 

squares. 

 

4. CONCLUSIONS: 

Immersion Freezing Nuclei were 

measured from samples collected at the 

South Pole station during late January 

early February 2009. FN was found to be 

effective from -18ºC down to -27ºC, with 

concentrations ranging from 0.1 to 53 L−1. 

The temperature at which 50% of the 

drops froze occurred at -24ºC. 

Concentration of 1 L−1 was observed at -

23ºC.  

 

The meteorological conditions, such as 

wind speed appear to have affected the 

FN concentrations at the South Pole 

station. A strongest correlation of FN 

concentration was found with wind speed. 

FN concentrations were almost five to nine 

times higher when the wind increased 

from 4.4 to 9ms−1. 

 

Using the data, a parametric equation was 

calculated for the mean concentrations of 

FN as a function of temperature for a 

remote location such as the South Pole 

station. Since the measurements vary with 

meteorological conditions, more 

measurements under different conditions 

are needed to improve the parametric 

equation derived here. 

 

5. ACKNOWLEDGMENT 

We want to thank Patrick J. Sheridan, from 

NOAA, Dr. Alexei Korolev from 

Environment Canada, Dr. Chris Roden 

and Pat Zmarzly of SPEC Inc. for their 

support in collecting the data. The analysis 

of thedata was carried out with partial 

support from the Virtual Institute on 

Aerosol-Cloud Interactions, supported by 

the Helmholtz-Gemeinschaft (HGF) and by 

the German Israeli Foundation (GIF) grant 

number 1-860-27. The South Pole field 

project was sponsored by Grant OPP-



0337876 to SPEC Incorporated from the 

U.S. National Science Foundation. 

 

6. REFERENCES: 

Ardon-Dryer, K. Levin, Z. and 

Lawson, R.P.: Characteristics of 

immersion freezing nuclei at the 

South Pole station in Antarctica, 

Atmos. Chem. Phys., 11, 4015-

4024, 2011.  

Bigg, E.K.: Ice nucleus measurements in 

remote areas, J. Atmos. Sci., 30, 

1153-1157, 1973. 

Bigg, E.K. and Hopwood, S.: Ice Nuclei in 

the Antarctic, J. Atmos. Sci., 20, 

185-188, 1963. 

Bigg, E.K. and Stevenson, C.M.: 

Comparison of ice nuclei in 

different parts of the world, J. 

Rech. Atmos., 4, 41-58, 1970. 

Bird, I. Cresswell, G. Humble, J. Norris, 

I.D. and Bigg, E.K.: Atmospheric 

Ice Nuclei in high southern 

latituder, J. Meteor., 18, 563-564, 

1961. 

Carpenter, E.J. Lin, S. and Capone, D.G.: 

Bacterial activity in South Pole, 

Appl. Environ. Microbiol., 66, 4514-

4517, 2000. 

Cooper, W.A.: Ice initiation in natural 

clouds. Precipitation 

Enhancement-A Scientific 

Challenge, Meteorology 

Monographs, Amer. Meteor. Soc, 

43, 29-32, 1986. 

DeFelice, T.P. Saxena, V.K. and Yu, S.: 

On the measurements of cloud 

condensation nuclei at Palmer 

Station, Antarctica, Atmos. 

Environ., 31, 4039-4044, 1997. 

DeMott, P.J. Prenni, A.J. Liu, X.  

Kreidenweis, S.M. Petters, M.D.  

Twohy, C.H. Richardson, M.S.  

Eidhammer, T. and Rogers D.C.: 

Predicting global atmospheric ice 

nuclei distributions and their 

impacts on climate, Proc. Natl. 

Acad. Sci. USA., 107, 11217-

11222, 2010. 

Fletcher, N.H.: The Phys. of Rainclouds, 

Cambridge University Press, 

Cambridge, U.K, 1962. 

Geology.: Map of Antarctica and Southern 

Ocean, landsat image mosaic of 

Antarctica (LIMA) project. 

Retrieved April 17, 2010, from: 

http://geology.com. 

Graf, H.F. Shirsat, S.V. Oppenheimer, C. 

Jarvis, M.J. Podzun, R. and Jacob, 

D.: Continental Scale Antarctic 

deposition of sulphur and black 

carbon from anthropogenic and 

volcanic sources, Atmos, Chem. 

Phys., 10, 2457-2465, 2010. 

Gras, J.L.  Adriaansen, A. Butler, 

R.  Jarvis, B.  Magill, P. and 

Lingen, B.:  Concentration and size 

variation of condensation nuclei at 

Mawson, Antarctica, J. Atmos. 

Chem., 3, 93-106, 1985. 

Hogan, A.W.: Meteorological transport of 

particulate material to the South 

Polar Plateau, J. Appl. Meteor., 18, 

741-749, 1979. 

http://www.citeulike.org/group/13619/author/DeMott:PJ
http://www.citeulike.org/group/13619/author/Prenni:AJ
http://www.citeulike.org/group/13619/author/Liu:X
http://www.citeulike.org/group/13619/author/Kreidenweis:SM
http://www.citeulike.org/group/13619/author/Kreidenweis:SM
http://www.citeulike.org/group/13619/author/Petters:MD
http://www.citeulike.org/group/13619/author/Twohy:CH
http://www.citeulike.org/group/13619/author/Twohy:CH
http://www.citeulike.org/group/13619/author/Richardson:MS
http://www.citeulike.org/group/13619/author/Eidhammer:T
http://www.citeulike.org/group/13619/author/Eidhammer:T
http://www.citeulike.org/group/13619/author/Rogers:DC
http://geology.com/


Junge, K. and Swanson, B.D.: High-

resolution ice nucleation spectra of 

sea-ice bacteria: implications for 

cloud formation and life in frozen 

environments, Biogeosciences. 5, 

865-873, 2008.  

Knuth, S.L. Gregory, J.T. Jonathan E.T. 

and George, A.W.: The Influence 

of Blowing Snow and Precipitation 

on Snow Depth Change across the 

Ross Ice Shelf and Ross Sea 

Regions of Antarctica, J. Appl. 

Meteorol. Clim., 49, 1306-1321, 

2010. 

Kumai, M.: Identification of nuclei and 

concentrations of chemical species 

in snow crystals sampled at South 

Pole, J. Atmos. Sci., 33, 833-841, 

1976. 

Lawson, R.P. Baker, B.A. Zmarzly, P. 

O’Connor, D. Mo, Q. Gayet, J.F. 

and Shcherbakov, V.: 

Microphysical and optical 

properties of ice crystals at South 

Pole Station, J. Appl. Meteor., 45, 

1505-1524, 2006. 

Lawson, R.P., Stamnes, K., Stamnes, J., 

Zmarzly, P., Koskuliks, J., Roden, 

C., Mo, Q., and Carrithers, M.: 

Deployment of a Tethered Balloon 

System for Cloud Microphysics and 

Radiative Measurements at Ny-

Ålesund and South Pole, J. Atmos. 

Ocean. Tech., 28, 656-670, 2011. 

Meyers, M.P. DeMott, P.J. and Cotton, 

W.R.: New primary ice nucleation 

parameterizations in an explicit 

cloud model, J. Appl. Meteor., 31, 

708-721, 1992. 

Saxena, V.K.: Evidence of biogenic nuclei 

involvement in Antarctic coastal 

clouds, J. Phys. Chem., 87, 4130-

4134, 1983. 

Saxena, V.K., and Weintraub, D.C.: Ice 

forming nuclei concentrations at 

Palmer Station, Antarctica In: 

Wagner, P.E. and Vali, G. (Eds): 

Atmospheric Aerosols and 

Nucleation, Springer-Verlag, New 

York, 1988. 

Su, W.C. and Vincent, J.H.: Towards a 

general semi-empirical model for 

the aspiration efficiencies of 

aerosol samplers in perfectly calm 

air, J. Aerosol Sci., 35, 1119-1134, 

2004. 

Vali, G.: Filter - Elutriation experiments for 

the measurement of airborne 

freezing nuclei, J. de Rech. 

Atmos., 3, 175-177, 1968. 

Vali, G.: Quantitative evaluation of 

experimental results on the 

heterogeneous freezing nucleation 

of supercooled liquids, J Atmos. 

Sci., 28, 402-409, 1971. 

Warren, S.G. and Hudson, S.R.: Bacterial 

Activity in South Pole Snow Is 

Questionable, Appl. Environ. 

Microbiol., 69, 6340-6341, 2003. 



NEW EVIDENCE FOR LIQUID AMORPHOUS WATER IN COLD CLOUDS 
 

Anatoly N. Nevzorov 
 

Central Aerological Observatory. Dolgoprudny 141700, Russsia 

Email: an-nevzorov@yandex.ru; Website: www.anevzorov.com  
 

●The world-wide measurements with the high-sensitive Nevzorov LWC probe actually indicate that a 
liquid fraction is permanently present in virtually every piece of ice-containing stratiform clouds, thereby 
convincingly signifying its being in condensational equilibrium with ice. To argue against A-water con-
ception by supporting the conventional Vegener – Bergeron – Findeisen mechanism of cloud phase 
formation, some authors assign this important data to a residual effect of ice on the LWC’s cylinder-
shaped hot sensor. This explanation proves to be inadequate as it is based on speculative, physically 
invalid quantitative estimation of this effect, wittingly meant only to achieve the preset result of “zero 
LWC”. ●A comparison in various properties between a natural glory in clouds, theoretical models of glo-
ry formation on droplets with n=1.33 (ordinary water), and this with n=1.81 (liquid amorphous water, or 
A-water) evinces that the version with n=1.33 is inherently erroneous, while the true natural glory is ac-
tually produced by A-water droplets of >20 µm in diameter. Hence the presence of A-water droplets in 
clouds with T < 0

o
C appears as common as the occurrence therein of a colored ring around a shadow 

cast by a sun-lit airplane. ●Every like failure to negate the cloud A-water conception can thus be con-
sidered as an auxiliary convincing argument in favor of its validity. 
 

 

1. INTRODUCTION 

 

In the current knowledge of the physics 
of cold (with temperatures below 0оС) 
clouds, the problems connected with the 
presence of a liquid water fraction in ice-
containing clouds (ICC) remain both the 
least investigated and the most disputable. 
This concerns its nature, repeatability, and 
physical role in cloud processes. The con-
ventional notions based on Vegener – Ber-
geron – Findeisen principles consider su-
percooled liquid water in mixed-phase 
clouds to be an unstable, short-lived sub-
stance. Meanwhile, more and more world-
wide experimental data on the liquid frac-
tion behavior in the ICCs furnishes increas-
ingly more solid arguments against this 
conventional approach. Namely, they as a 
rule are clearly indicative of an abnormally 
steady coexistence of liquid and ice dis-
perse phases. Moreover, in mixed-phase 
clouds most of liquid water tends to be con-
tained in much larger droplets (>30 µm) 
than in purely water clouds (<30 µm). 

Initially, similar data was referred to oc-
casional (“case study”) observations, 
whose results were only considered as an 
exception from the general rule, applicable 
to very rare situations. The results would 
then be explained by possible spatial isola-
tion of each of the two phases, or by vapor 
super saturation over water, e.g. in ascend-
ing or turbulent air, and even by the specif-
ic chemistry of cloud water. The abnormally 
big sizes of ICC droplets – up to hundreds 

micrometers – were conventionally ex-
plained in terms of their coalescence 
growth. Theoretical researches in this area, 
e.g. by Korolev et al. (2006b, 2007), are as 
well concerned with specific dynamical 
processes, strictly time-limited by their re-
laxation, and is far from being able to ex-
plain the permanent character of a mixed-
phase structure of usually quiet, long-live 
stratiform clouds. 

In our aircraft measurements (Nevzorov, 
1992, 2000), the large-droplet liquid frac-
tion was found in practically all stratiform 
ICCs at temperatures from 0°С down to, at 
least, –55°С (in Cirrus). A thorough analy-
sis of complex microphysical measure-
ments and literary data available concern-
ing insufficiently investigated problems of 
the physics of water and clouds at T<0oC, 
has led us to the following conclusion. The 
ICC liquid water considerably differs in its 
properties from the universally known ordi-
nary water (hereinafter water-1), and is in a 
specific, amorphous phase, named А-
water. The details of the analysis, a discus-
sion of the properties of А-water, its nature, 
and its role in the physics of cold clouds 
are presented in the papers of Nevzorov 
(1993, 2006b, 2009). Most importantly, А-
water is in stable condensation equilibrium 
with ice phase, and can directly condense 
and remain in its metastably liquid state 
even at temperatures below -40°C. Its re-
fractivity, as specified by the value of n = 
1.81÷1.82 for yellow light, corresponds to 
Н2О substance density of about 2.1 g.cm–3. 
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Its specific evaporation heat is estimated to 
be approximately 5 times less than that of 
water-1. 

The essentially novel and unusual re-
sults above were hard to obtain and remain 
hard to reproduce for technology reasons, 
all the more needing independent confirma-
tion. So far the conception of cloud А-water 
is far from being generally acknowledged, 
and instead arouses open discussions and 
counterarguments (Korolev et al., 2003a; 
Mayer and Emde, 2007; Romanov and 
Doubnichenko, 2010). The ideas put for-
ward by these opponents are critically con-
sidered below.  
 
2. LIQUID WATER OR ICE? 
 

Numerous measurements in cold strati-
form clouds using the IVO device, best 
known as Nevzorov TWC/LWC probe 
(Korolev et al., 1998), invariably indicate 
the presence of a liquid phase in practically 
any ICC. Paradoxically, the data regularly 
obtained the world over contradicts We-
gener – Bergeron – Findeisen principles 
those deny the possibility of ubiquity and 
permanent presence of liquid water drop-
lets in clouds at Т <0оС owing to physically 
proved processes of their freezing and re-
condensation on ice particles with the for-
mation of stable purely ice clouds. This 
paradox still needs realistic explanation. 

In the paper of Korolev et al. (2003a) 
and in consequent papers of same and 
other authors sharing the traditional notion 
of a single liquid state of water, that 
“anomaly” is considered as a residual effect 
of ice particles on the LWC’s hot collector. 
The estimation of “share of ice” in LWC 
readings WL was made from measurements 
in clouds a priory taken as purely ice. In 
data of (Korolev et al., 2003a), the relation  
WL / WT where WT is the TWC output, in 
instant readings showed a spread from 0 
up to 1 often in the same cloud, while the 
cloud-averaged values varied between 0.1 
and 0.5. 

Such a significant and variable effect of 
ice particles on the streamline-shaped 
LWC collector can only be accounted for by 
no other reason than the assertion the au-
thors of proceed from, and cannot be phys-
ically feasible. Indeed, in contrast to the 
surface-film mechanism of liquid droplet 
evaporation on colliding with the collector, 

any ice particle rises over its surface like a 
sail, and is instantly swept away by an air 
flow. This effect is promoted by the repul-
sion action of a thinnest layer of vapor 
formed between the contact spot of ice par-
ticle and the hot collector surface. 

As early as in 1980s, we followed an-
other approach to estimating the residual 
effect of ice on the LWC collector. On hun-
dreds meters of visual records made at a 
rate of 2.5 mm/sec., the sites or sections 
with WL = 0 at WT > 0 were selected. For 
each of them the relation R0 = ΔWL / WT 
was determined, where ΔWL is possible 
absolute error caused by a "dry" drift of the 
LWC output. The minimal value R0 = 0.03 
thereby obtained implies that the real ice 
effect is at least less than the measurement 
error caused by the output drift.  

Fortunately, in typical ICCs the main 
contribution to liquid А-water content 
(LAWC) is generally made by droplets of a 
large enough size and density (Nevzorov, 
2009) to result in collection efficiencies 
close to unity for both sensor-collectors. 
This circumstance extremely simplifies the 
calculation of the cloud disperse phases 
content from the IVO outputs: 
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Here Ex is the specific energy of evapora-
tion of phase x. Based on own experience, 
we confidently assert that these working 
formulas are not only quite simple and ob-
vious, but, in essence, the most adequate.  

The experimental corroboration of the 
view shared by the authors of (Korolev et 
al., 2003) by means of comparing synchro-
nous outputs of the IVO and the icing sen-
sor RICE cannot be correct because of the 
essential difference in their threshold sensi-
tivity to liquid phase. As theoretically evalu-
ated by Mazin et al. (2001), the RICE sen-
sitivity threshold must be about 10 mg-3, 
while actually it is much higher, as can be 
seen from the example taken from (Korolev 
et al. ,2003) and shown in Fig. 1. 



In Fig.1, the characteristic intervals of 
the records of both devices are positioned 
between the vertical lines. The intervals 
Nos 1, 3 and 5 correspond to the events 
where RICE indications (increase of icing 
of its sound pin) denote the presence of 
liquid water. It can be seen that they occur 
only when WL values surpass 0.08÷0.1 
g.m-3 (horizontal line). This value does be 
the true sensitivity threshold of RICE in the 
water-1 scale. It implies that RICE provides 
no information on the liquid phase at WL 
less than ~0.1 g·m-3 and according to (3), 
at LAWC values less than 0.5 g·m-3, i.e. in 
most of cold stratiform clouds (Nevzorov, 
2009). 

 

 
  
Fig.1. An example of simultaneous records of RICE 

(a) and IVO (b) probes. Copied from (Korolev et 
al., 2003) and lined as in the text. 

 
Note that the highest peaks within in-

terval #2 in the IVO TWC record do not af-
fect the behavior of the LWC record, which 
directly contradicts the declared “ice effect” 
on the LWC sensor. 

Thus, only a single example of other 
similar ones seems to be enough to show 
the groundlessness of the speculative idea 
of distorting LWC measurement by the “ice 
effect”.  

 
3. A-WATER AND GLORY 
 

The most convincing confirmation of the 
existence and specific properties of А-
water in the ICCs has been acquired from 
the analysis of an optical phenomenon of 
glory on cold clouds (Nevzorov, 2006, 
2009). However in the papers by Mayer 
and Emde (2007) and Romanov and 
Doubnichenko (2011) our conclusion about 
glory formation on of А-water droplets is 
criticized on the main ground that its for-
mation on water-1 droplets has already 

been proved. Really, a number of papers 
beginning from that by Hulst (1957), do 
consider this problem. They all follow simi-
lar methodologies and present similar re-
sults, which makes it possible to consider 
them together within a united virtual model 
of glory on spheres with n = 1.33. 

This model is based on the notion that 
the glory always consists of several con-
centric rings. The theoretical descriptions of 
this phenomenon are largely focused on 
the relative position of the rings. Having 
failed to find any realistic explanations of 
the physical nature of secondary rings, van 
de Hulst (1957) has put forward an idea of 
“superficial waves” which supposedly de-
flect the beams tangentially incident onto a 
spherical surface, by a small discrete an-
gle. Despite the absence of a sound proof, 
and for lack of any alternative approach, 
this idea is still supported by some authors.  

In fact, all observations of natural glory 
(see e.g. photos in Internet) show that far 
not always the external rings do accompa-
ny the ring of the glory itself. If occurring, 
their number rarely reaches a mere two; 
they are much weaker and successively 
decreasing in brightness, In other words, 
the abstract notion of secondary rings as 
an integral attribute of the glory is not true 
in fact, and thus the hypothesis of "superfi-
cial waves” does not actually make sense.  

Calculations by Mie theory of a 
backscattering indicatrix at n = 1.33 yield 
ambiguous results. In (Mayer and Emde, 
2004) as well as in papers of some other 
authors, harmonic oscillations are revealed 
in the form of attached "ripple", adjacent to 
the peak on the indicatrix as shown in Fig.2 
copied from the cited paper. Their peaks 
are interpreted as belonging to glory rings. 
Meanwhile, in our calculations with similar 
conditions no such oscillations have arisen 
as shown in Fig.3. 

This distinction allows an explanation 
such as follows. The rigorous Mie theory 
solution for each combination of the scat-
tering angle θ, the diffraction parameter x, 
and the refractivity n of glory-forming parti-
cles is the sum of infinite and weakly con-
vergent sign-variable series. In common 
real practice, the number, N, of the sum-
mands in a series is limited. When N value 
is fixed, the residual series Δ (the differ-
ence between the sums of truncated and 
infinite series) is naturally harmonically de-
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pendent on all the parameters, including 
the scattering angle θ. The dependence of 
both amplitude and period of Δ fluctuations 
on the angle θ and droplet size range 
(Fig.2) is nothing but a purely mathematical 
effect. Thus the theoretical glory model un-
der consideration does not build upon Mie 
theory alone, but also allows for a sign-
alternative computational error. 

 

 
 
Fig.2. Full  indicatrix of light scattering by 12 µm 

sphere as calculated by Mayer et al. (2004). 
The "ripples" on the graph result from the trun-
cation of Mie series, i.e. are in fact the calcula-
tion error.  

 

Our Mie calculations were made with 
the computer program developed by 
Petrushin (1989), where the number N of 
summands in every point of θ is not fixed, 
but increases until the residual Δ becomes 
less than the desired low value. This algo-
rithm permits model results to be as close 
to rigorous Mie theory as possible. 

 

 

 
Fig.3. Scattering indicatrixes for spheres with n=1.33 

(top) and n=1.81 of diameters (µm) given in the 
legends. Calculated by the Petrushin program. 

  
In Fig.3 the results of the calculation of 

full scattering indicatrixes for monodisperse 

droplets with n = 1.33 and n = 1.81 are 
shown. The absence of the characteristic 
"ripples" as in Fig.2 on the graphs of Fig.3 
confirms their abovesaid “artificial” nature.  

All the functions of relative scattering in-
tensity in Fig.3 are normalized to the light 
flow per a droplet optical section, and plot-
ted on the same logarithmic scale.  

It is important that a distinct visual im-
age of the backscattering phenomenon is 
formed not in the whole depth of cloud 
body, where diffuse (multiple) scattering 
suppresses directed beams, but in its fron-
tier layer with effective optical thickness of 
no more than an unity. This implies that the 
droplet collectives directly responsible for 
the image formation are of identical total 
cross-section areas irrespective of droplet 
refractivity, size, and concentration. Hence 
it follows from Fig.3 that the glory on A-
water in ICCs must be almost two orders 
brighter than on water-1 clouds.  

Note that on the scattering indicatrixes 
for n=1.33 (Fig.3) the rainbow peak at 
θ~140o is not less in height than that at 
θ~180о with droplet diameter being of more 
than 5 ÷ 10 µm. This implies that glory if 
occurring on a cloud containing water-1 
droplets must be accompanied by a con-
centric luminous ring with its angular radius 
of about 40о. In fact, the natural glory is ex-
tremely rarely accompanied by such a ring 
which, when occurs, informs of the tempo-
rary simultaneous presence of both liquid 
disperse phases in a cloud. 

The details of the indicatrixes of yellow 

( = 0.58 µm) light scattering by the drop-
lets of different nature and size  within the 
angle range, adjacent to 180o and including 
the glory peaks, are plotted in Fig.4 and 
Fig.5 on same linear scale for both models. 
The experimental limits are marked of vari-
ability by Nevzorov (2006a) of the radial 
angles of natural glory. As before, no peak 
corresponding to additional ring around a 
natural glory was found on the indicatrixes 
for both models. In view of their incidental 
occurrence, variability in brightness, and 
certain geometric features, it is inferred in 
(Nevzorov, 2006a) that they are created by 
the peaks of secondary forward scattering 
of glory-forming beam by cloud ice crystals 
of specific shapes. 

The calculations reveal a great differ-
ence between the two virtual models. First 



of all, it is in unlike dependence of the peak 
angle on droplet diameter.  

The model with n=1.33 (Fig.4) is es-
sentially restricted in feasibility by the re-
quirement that a cloud consists only of al-
most monodisperse droplets of ~8 to ~16 
µm modal diameter. In fact, as follows from 
a great number of experimental data avail-
able, the probability of occurrence of such 
tropospheric clouds is at least quite negli-
gible as compared with the natural glory on 
high clouds. 

 

 
Fig. 4. Zoom pieces of backscattering indicatrixes for 

sphere diameters as in the legend, at n = 1.33. 
 

 
Fig 5. As in Fig.4, for n=1.81. 
 
 

At n=1.81 (Fig.5) a single backscatter-
ing peak of an indicatrix appears with drop-
let diameter exceeding somewhat less than 
20 µm. All peaks of >20 µm droplets go into 
the angle variability range of natural glory, 
By their absolute height over the back-
ground, these peaks surpass the peaks in 
the 1.33-model by as much as almost two 
orders. With droplet size increasing, the 
peak becomes narrower and higher, its 
scattering angle decreasing. In addition, 
the presence of droplets <20 µm and ice 
crystals in a glory-forming cloud layer is 
able to noticeable obscure the image. In-

deed, smallest natural glories look as a rule 
much more pallid. All this is why the visible 
(angular) size, brightness, and color con-
trast of the natural glory as observed are in 
general directly correlated. 

Unlike this, the n=1.33 model doesn’t 
follow those natural glory features as well.  

In the nature, only a single type of glo-
ry occurs as respect to its definition and 
properties. And it is only in cold clouds 
where even a portion of liquid droplets can 
steadily coexist with the ice fraction, the 
conditions favor the formation of the optical 
phenomenon called “glory”. Thus the glory 
phenomenon is intimately connected with 
А-water, signifying its presence in a cloud. 
The experimental example presented in 
(Mayer et al., 2004) cannot be sufficient to 
prove the opposite, because of cloud tem-
perature and phase structure omitted, 
whereas the brightness contrast and spatial 
stability of the phenomenon described fit-
ting the inherent features of glory on a cold 
stratiform cloud. 

It seems obvious that the presence of 
A-water droplets in ICCs appears as com-
mon as the occurrence of a colored ring 
around a shadow cast by a sun-lit airplane.. 
 
4. CONCLUSION 

 
The problem of the occurrence, dynam-

ics and properties of a liquid disperse 
phase in cold (with Т < 0oC) and especially 
ice-containing clouds is one of the most 
important, but at the same time the least 
studied and the most disputable of all topi-
cal problems in cloud microphysics. The 
lack of key experimental data required for 
its solving gives rise to speculative concep-
tions and theories. In spite of the fact that 
such abstract reasoning builds upon the 
commonly assimilated utilitarian knowledge 
of water properties and  classical ideas of 
Vegener – Bergeron – Findeisen in the 
physics of phase-mixed clouds, it fails to 
explain even more frequently observed 
anomalies of  liquid phase behavior in cold 
stratiform clouds. In any event, our high-
sensitive measurements of cloud phase 
components have managed not only to de-
tect such anomalies, but also to prove that 
practically all cold clouds are of mixed 
phase. 

Logically, the futility of the attempts to 
explain the nature of such anomalies on an 



aprioristic classical basis must lead one to 
dismiss habitual dogmas and seek for new 
solutions. Our recent research has re-
vealed specific properties of liquid disperse 
phase in ICC that distinguish it from the 
ordinary supercooled water. In particular, 
its condensation equilibrium with ice is a 
true reason of stable coexistence of liquid 
and ice fractions in a cloud. The estab-
lished set of physical properties of the sub-
stance of amorphous water (А-water) drop-
lets helps, on the physical basis alone, to 
fill almost every gap in the ICC microphys-
ics without sophisticated theoretical rea-
soning. 

We have considered the most notable 
arguments against our finding of the exist-
ence of liquid amorphous water in natural 

cold clouds. These arguments refer to dif-
ferent aspects of the phenomenon, but fol-
low the same logic, proceeding from such 
assumptions that wittingly lead to expected 
orthodox results, thus supposedly support-
ing a preconceived position of the oppo-
nents. Unfortunately, this artificial approach 
(apropos, not so infrequent in science) 
builds upon dogmatic statements that may 
actually be or prove objectively wrong. 

Here we tried to prove that every failure 
to negate or ignore the A-water conception 
in the microphysics of cold clouds can thus 
be considered as an auxiliary convincing 
argument in favor of its validity. 

 To finalize, the author is hopeful that 
the critical analysis presented above is suf-
ficiently justified, objective and convincing. 
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1.  INTRODUCTION  
 

 Wintertime cloud cover in the 
troposphere over the Arctic ranges between 
40 to 50% (Wyser et al., 2008), and low-
level mixed phase clouds and optically thin 
ice clouds dominate. Thin ice clouds are 
difficult to detect by passive imagery and 
this results in a substantial underestimation 
of cloud cover (Curry et al., 1996; Wyser 
and Jones, 2005; Karlsson and Dybbroe, 
2010). Grenier et al. (2009) have shown that 
there are two types of optically thin ice 
clouds. The first one is formed by a large 
concentration of small ice crystals and the 
second one is formed by larger precipitating 
ice crystals in smaller concentration. The 
latter cloud type is correlated with aerosol 
concentration (Grenier et al., 2009). These 
results suggest that there might be a 
relationship between the second type of thin 
ice clouds and large aerosol concentrations 
possibly of anthropogenic sources.  

The Arctic is highly polluted during the 
cold season with high concentrations of 
aerosols often observed (Schnell, 1984, Yli-
Tuomi et al., 2003, Law and Stohl, 2007). 
These aerosols, which are mainly emitted 
over northern European cities, China, and 
Siberia (Shaw, 1995), are transported from 
the mid-latitudes to the Arctic by large-scale 
atmospheric circulations (Bourgeois and 
Bey, 2011, Fisher et al., 2011, Barrie et al., 
1989, Shaw, 1995). This transport is 
favoured by the southward progression of 
the polar front during winter in the Northern 
Hemisphere. Anthropogenic aerosols are 
emitted north of the front in an environment 

with little precipitation, resulting in limited 
loss of aerosols by wet deposition. The 
aerosol component consists of a significant 
fraction of highly acidic sulphate, and 
previous work has shown that most of the 
submicron aerosol particles are coated with 
this highly acidic sulphate (Bigg, 1980, 
Cantrell et al., 1997).  

Laboratory experiments and field 
observations suggest that acid coatings on 
ice nuclei (IN) can have an important effect 
on heterogeneous ice nucleation, which can 
occurs either in the deposition, 
condensation-freezing, immersion and 
contact modes (Pruppacher and Klett, 
1997). In the immersion mode, ice 
nucleation occurs on a solid particle 
immersed in either an aqueous solution in 
subsaturated air with respect to liquid water 
or in an activated cloud water droplet.  In the 
condensation-freezing mode, ice nucleation 
occurs on a solid particle immersed in an 
aqueous solution and above liquid water 
saturation.  In the deposition mode, ice 
nucleation occurs on a solid particle or a 
solid particle only partially immersed in an 
aqueous solution. Finally, in the contact 
mode, ice nucleation occurs on a solid 
particle in contact with a water droplet.   

Archuleta et al. (2005) have shown that 
the decrease of ice nucleation at 
temperatures below –400C by immersion 
and condensation modes due to sulphuric 
acid coating is variable and depends on the 
IN chemical composition. Other laboratory 
experiments performed at temperatures 
ranging between –10 and –40oC also show 
that the heterogeneous freezing temperature 



initiated by immersion of various mineral 
dust particles decreases as the percentage 
by weight of sulphuric acid in the particle 
increases (Ettner et al., 2004). More 
recently, Eastwood et al. (2009) have shown 
that deposition ice nucleation on kaolinite 
particles is considerably altered at 
temperatures below 243K, requiring an 
additional 30% ice supersaturation for ice 
nucleation to occur when compared to 
uncoated particles. According to Sullivan et 
al. (2010a), the de-activation effect of 
sulphuric acid on dust particle is irreversible 
and is still active once the acid has been 
neutralized with ammonia. Chernoff and 
Bertram (2010) have shown that other 
coatings such as ammonium bisulphate also 
increases the onset relative humidity for ice 
nucleation when compared to uncoated dust 
particles but to a lesser extent than 
sulphuric acid coating. Other laboratory 
experiments on coated and uncoated 
mineral dust particles have been performed 
by Knopf and Koop, (2006), Salam et al. 
(2007), Cziczo et al. (2009), Niedermeier et 
al. (2010), and Sullivan et al. (2010b). The 
coating effect on ice nucleation was also 
indirectly observed during the Arctic Gas 
and Aerosol Sampling Program (AGASP) by 
Borys (1989).  In this study the authors 
showed that the IN concentration is 
decreased by 3 to 4 orders of magnitude 
during highly polluted (Arctic haze) events 
(Borys, 1989). While deposition ice 
nucleation seems strongly affected by acid 
coating, immersion freezing of activated 
cloud water droplets does not seem to be 
affected (Sullivan et al., 2010b). 

Blanchet and Girard (1994; 1995) were 
the first to hypothesize that the ice 
nucleation inhibition effect of acid coatings 
on aerosols can have an important effect on 
cloud microstructure and on the surface 
energy budget during winter in the Arctic. 
According to their hypothesis, the decrease 
of the IN concentration leads to the 
formation of fewer but larger ice crystals. 
This process leads to the formation of 
optically thin ice clouds recently identified by 
Grenier et al. (2009). Acid coating on IN and 

the resulting larger ice crystals dehydrate 
the troposphere by increasing the 
precipitation over large areas. This results in 
the decrease of the greenhouse effect due 
to the strong effect of water vapour, primarily 
in the broad rotational band in the far 
infrared. The reduced greenhouse effect 
further promotes dehydration and cooling 
(Blanchet and Girard, 1995; Curry et al., 
1995). This hypothesis is referred to as the 
dehydration-greenhouse feedback. 

This process was first evaluated by 
Girard et al. (2005) using a single-column 
model. They simulated 4 cold seasons over 
Alert (Canada) using observed aerosol 
composition and concentration. The acid 
aerosol scenario shows a tropospheric 
cooling ranging between 0 and 2K when 
compared to an uncoated aerosol scenario. 
Girard and Stefanof (2007) have used a 
regional climate model with prognostic 
aerosols to evaluate the effect of acid 
aerosols on the Arctic surface radiative 
budget for February 1990. They have 
assumed 2 aerosol scenarios: (1) an acid 
scenario in which the reduction of the IN 
concentration depends on the sulphate 
concentration and (2) a natural aerosol 
scenario in which the IN concentration is 
unaltered. Their results show an increase of 
precipitation and dehydration of the 
troposphere and up to 3K in cooling in the 
coldest part of the Arctic.  

In these previous investigations, the acid 
aerosol scenario was treated rather 
subjectively and crudely since few laboratory 
studies on the effects of coating on ice 
nucleation were available. The decrease of 
IN concentration due to acid coating was a 
function of the sulphate concentration using 
an exponential function and was based on 
Borys (1989) observations of IN decrease in 
polluted events. The choice of an 
exponential function was made to produce 
substantial IN reduction for cases where the 
sulphate concentration was large. 
Furthermore, it was assumed that all ice 
nucleation modes were altered equally by 
the presence of acid coatings. Finally, the 
one-moment microphysics scheme used in 



the Girard and Stefanof (2007) investigation 
was relatively simple with no detailed 
representation of the ice crystal 
sedimentation process.   

 

This research aims to refine the 
representation of the effects of acid coating 
on IN to get a more realistic evaluation of 
the potential effect of anthropogenic 
aerosols on arctic wintertime clouds and 
radiation budgets. Laboratory data from 
Eastwood et al. (2008; 2009) on ice 
nucleation properties of uncoated and 
sulphuric acid-coated kaolinite particles are 
used to develop a more physically-based 
and refined parameterization of ice 
nucleation in sub-saturated air with respect 
to liquid water. This new treatment of 
heterogeneous ice nucleation is 
implemented into an elaborate two-moment 
cloud microphysics scheme.  

 

2.  MODEL DESCRIPTION  
 

The limited-area version of the Global 
Environmental Multiscale (GEM) Model is 
used in this study. A detailed description of 
GEM can be found in Côté et al. (1998). The 
microphysics scheme used in this study is 
from Milbrandt and Yau (2005). Two 
versions of this scheme are available in 
GEM-LAM (single and double moments). In 
this study, we use the two-moment version. 
The scheme includes the following 
prognostic variables: the mixing ratio and 
the number concentration of cloud liquid 
water, cloud ice water, rain, snow, hail and 
graupel. The description of the various 
microphysical processes is available in 
Milbrandt and Yau (2005). In this section, 
the emphasis is put on the parameterization 
of ice crystal nucleation due to the 
importance of this microphysical process in 
this investigation.  

 
Homogeneous freezing of cloud liquid 

droplets is based on the parameterization of 
DeMott et al. (1994) in which the ice 
nucleation rate is a polynomial function of 

temperature. The fraction of cloud droplets 
that freeze homogeneously gradually 
increases from 0 at -30oC to 1 at -50oC. 
Therefore, both homogeneous and 
heterogeneous freezing processes can 
occur simultaneously in this temperature 
range. Contact freezing is parameterized 
following Young (1974), in which the number 
concentration of contact IN is parameterized 
as a function of temperature. Immersion 
freezing of activated rain and cloud water 
droplets follows the parameterization of Bigg 
(1953). The representation of 
heterogeneous ice nucleation by water 
vapour deposition and condensation 
freezing is particularly important in this 
investigation. In the original version of the 
Milbrandt and Yau (2005) microphysics 
scheme, deposition and condensation 
freezing depends on the ice supersaturation 
following the empirical relationship of 
Meyers et al. (1992). This parameterization 
for deposition ice nucleation has been 
modified to distinguish ice nucleation on 
sulphuric acid-coated IN from ice nucleation 
on uncoated IN.  

 
The new parameterization for ice nucleation 
in subsaturated air with respect to liquid 
water is based on the classical theory of 
heterogeneous ice nucleation of Fletcher 
(1962). The new parameterization can 
represent both deposition nucleation on 
uncoated IN and immersion freezing of haze 
droplets in subsaturated air with respect to 
liquid water which will be referred to as the 
deposition-immersion nucleation mode in 
this study. It is assumed that the surface of 
the ice nuclei is energetically uniform for ice 
nucleation. The only additional unknown 
parameter is the contact angle (Θ) between 
the ice embryo and the IN. Following the 
single contact angle approach (Chen et al., 
2008; Chernoff and Bertram, 2010; 
Eastwood et al., 2008, 2009; Fornea et al., 
2009; Hung et al., 2003), the contact angle 
has been derived using the results of the 
laboratory experiments of Eastwood et al. 
(2008; 2009) for uncoated kaolinite particles 
(Θuncoated=12o) and for kaolinite particles 



coated with sulphuric acid (Θcoated=27o). The 
following equation is then used to determine 
the number of ice crystals (Nice) nucleated in 
a given time step (Dt): 
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where B is the pre-exponential factor 
(Pruppacher and Klett, 1998), ΔG* is the 
critical Gibbs free energy for the formation of 
an ice embryo, k is the Boltzman constant, 
σιv is the surface tension between ice and 
water vapour, ri is the bulk ice density, Rv is 
the gas constant for water vapor, T is the 
temperature and Si is the saturation ratio 
with respect to ice. f(cos Θ) is a function that 
depends on the contact angle as defined by 
Pruppacher and Klett (1998) for an infinite 
plane surface.  

 
3. DESIGN OF THE EXPERIMENT 
 

The months of January and February 
2007 are simulated. This choice was 
motivated by the fact that the transport of 
aerosols was particularly effective during 
this time period with the presence of a 
series of uncommon strong extra tropical 
storms over the North Atlantic and Northern 
Europe (Fink et al., 2009). These storms 
have contributed to enhance the transport of 
pollution emitted over Northern Europe and 
Siberia to the Arctic. Two aerosol scenarios 
are considered. In the first scenario 
(hereafter aerosol scenario A), it is assumed 
that dust particles are uncoated. In the 
second aerosol scenario (hereafter aerosol 
scenario B), dust particles are coated with 
sulphuric acid. The appropriate contact 
angle for deposition-immersion ice 
nucleation (see previous section) is used in 

each aerosol scenario. Note that the same 
parameterizations for contact freezing and 
immersion freezing of activated cloud water 
droplets are used for both aerosol scenarios. 
Since the model does not simulate explicitly 
the aerosol composition and concentration, it 
is assumed that the concentration of dust 
particles is constant in time and space with a 
value of 0.38 cm-3. This value is based on 
observations taken during field experiments 
in the Arctic, which shows variable dust 
mass concentrations ranging between 50 ng 
m-3 and 3000 ng m-3 (Winchester et al., 
1984; Franzén et al., 1994) depending on 
the air mass origin. The assumed number 
concentration of dust particles (Nkaolinite) and 
surface area of kaolinite particles (Akaolinite) in 
our simulations corresponds to a mass 
concentration of 500 ng m-3 and a diameter 
of 0.5 µm. The chosen concentration is 
representative of the dust concentration over 
the Arctic during winter (Quinn et al., 2007).  

 
The integration domain is centred 

over the Arctic and covers all areas north of 
500 N, which include most of Europe, North 
Asia, Northern Canada, Siberia, and the 
North Atlantic and Pacific Oceans. The 
simulation domain has 364 by 304 grid 
points with a horizontal resolution of 0.25o. 
There are 53 vertical levels with the highest 
resolution in the lower troposphere. Initial 
and boundary conditions for atmospheric 
fields are provided by the European Centre 
for Medium-range Weather Forecast 
(ECMWF) ERA-Interim reanalysis on a 2.5o 
by 2.5o longitude/latitude grid. Monthly mean 
sea surface temperature and sea ice 
concentration are from the Atmospheric 
Model Intercomparison Project (AMIP II) 
(Hurrel et al., 2008) reanalysis on a 1o by 1o 
grid. These values are interpolated on the 
grid used for our simulations. 

 
4. RESULTS 
 
4.1 Cloud microstrucutre 
 
Figure 1 shows the JF mean liquid and ice 
water path anomaly (an anomaly is defined 
as the difference between aerosol scenarios 



B and A). Over the Arctic, the ice water path 
is generally slightly smaller in aerosol 
scenario B compared to aerosol scenario A 
except for small isolated areas where it is 
larger. Over the mid-latitudes and sub-Arctic 
regions, the ice water path anomalies are 
also negative and larger (absolute values). 
The increase of the liquid water content is 
the largest in the lower troposphere at about 
850 hPa. This is the height corresponding to 

the highest occurrence of mixed-phase 
clouds (discussed at the end of this section). 
However, the increase of the liquid water 
path is also positive higher in the 
troposphere up to 600 hPa. The decrease of 
the ice water content in aerosol scenario B 
spreads over the whole troposphere from 
the surface to 300 hPa with a maximum at 
500 hPa.   

 

   
Figure 1: JF mean cloud (a) liquid and (b) ice water path anomaly (*0.1 kg m-2). Shadowed 
areas indicate that anomalies are statistically significant with a confidence level of 95%. (after 
Girard et al., 2012) 
 
 

Figure 2 shows the spatial and 
temporal average of the vertical profile of 
the ice crystal number concentration and 
mean diameter. Below 500 hPa, the ice 
crystal number concentration is smaller 
and the ice crystal mean diameter is larger 
in aerosol scenario B. This result is 
consistent with the hypothesis formulated 
in the previous section. However, above 
500 hPa, the ice crystal number 
concentration increases and the mean 
diameter of ice crystals decreases in 
aerosol scenario B.  
 

The different effects of acid coating 
on cloud microstructure above and below 
500 hPa is related to temperature. At the 
upper levels, above 500 hPa, 
temperatures are generally below -40oC. 
At these temperatures, the homogeneous 
freezing rate of cloud water droplets is 

relatively large. In these conditions, the 
decrease of ice nucleation in the 
deposition-immersion mode in aerosol 
scenario B leads to the formation of more 
water droplets. A large fraction of them 
freeze homogeneously as soon as they 
are nucleated. This results in an increase 
of the ice crystal concentration and a 
smaller mean ice crystal diameter in 
aerosol scenario B. In aerosol scenario A, 
the nucleation rate of ice crystals in the 
deposition mode prevents the saturation 
ratio to reach the saturation point with 
respect to liquid water as often as in 
aerosol scenario B. The concentration of 
ice crystals remains smaller when 
compared to aerosol scenario B since the 
contribution of homogeneous freezing of 
water droplets is much smaller in this 
scenario.



  
Figure 2: Vertical profiles of cloud ice crystal (a) number concentration (kg-1) and (b) mean 
radius (mm) for aerosol scenarios A and B averaged over time and spatially averaged over a 
mask delimited by sea ice boundaries (after Girard et al., 2012). 
 

Below 500 hPa, the JF mean air 
temperature remains mostly above -40oC 
over much of the Central Arctic. The 
homogeneous freezing of water droplets is 
not dominant at these temperatures. The 
Central Arctic is characterized by the 
presence of either anticyclones or cold 
decaying low-pressure systems in which 
very weak ascents or subsidence of air 
prevail. In such an environment, 
deposition ice nucleation can be significant 
since the air mass slowly cools by infrared 
radiation and thus can stay long periods of 
time oversaturated with respect to ice but 
sub-saturated with respect to liquid water. 
In aerosol scenario A, the nucleation rate 
of ice crystals by water vapor deposition is 
larger than in aerosol scenario B. Ice 
crystals are therefore smaller compared to 
aerosol scenario B since more ice crystals 
can absorb the available water vapor.  

 
In aerosol scenario B, the 

heterogeneous ice nucleation rate is much 
smaller when the atmosphere is sub-
saturated with respect to liquid water. This 
results in a smaller concentration of larger 
ice crystals as shown in Figure 2. The 
reduced concentration of ice crystals in 
this scenario has also a consequence on 
the mean relative humidity with respect to 
ice (RHi).  The total flux of water vapor 
onto the existing ice crystals is smaller, 

thus allowing the relative humidity to 
increase. Figure 3 shows the JF mean 
relative humidity with respect to ice (RHi) 
anomaly at 850 hPa.  

 

 
Figure 3: JF mean relative humidity with 
respect to ice (%) at 850 hPa anomaly. 
Shadowed areas indicate that anomalies 
are statistically significant with a 
confidence level of 95% (after Girard et al., 
2012) 

 
The RHi increase in aerosol 

scenario B is the largest over the Arctic, 
Siberia and Northern Canada where the 
temperatures are the coldest. The JF RHi 
anomaly at 850 hPa reaches values up to 
14% in the Canadian and Central Arctic. 
Although smaller, a RHi increase is also 



obtained higher in the troposphere (not 
shown). It is noteworthy to mention that 
the positive RHi anomaly covers more or 
less the Arctic air mass, characterized by 
the persistence of cold decaying lows and 
anticyclones. This suggests that weak 
cooling rate associated to either weak air 
ascent and/or infrared radiative cooling is 
a necessary condition for acid coating on 
IN to have an effect on cloud 
microstructure through RHi increase. At 
lower latitudes, synoptic systems are more 
active and air ascent velocity is larger. In 
these conditions, the air cooling rate is 
much larger when compared to the Arctic 
air mass. Consequently, ice nucleation in 
sub-saturated air with respect to liquid 
water is not as important since the ice 
crystal concentrations are typically not 
large enough to deplete the available 
water vapor. Therefore, in both aerosol 
scenarios, large RHi values are reached 
and the cloud microstructure is similar. 
This explains why the RHi anomalies are 
close to 0 south of the Arctic front. 
 

Figure 4 shows the JF mean 
frequency of mixed-phase clouds for both 
aerosol scenarios at 850 hPa and the 
difference between scenarios B and A (the 
anomaly).  In both aerosol scenarios, the 
frequency of mixed-phase clouds is very 
large over Northern Europe and 
Northeastern Asia, where the Icelandic 
and Aleutian lows respectively are 
predominant. These baroclinic zones are 
characterized by the development of low-
pressure systems with strong vertical 
ascents. Therefore, the effect of deposition 
ice nucleation is negligible. This is why the 
differences between both aerosol 
scenarios over these two areas are 
relatively small. However, differences are 
much larger in the Arctic air mass, which 
corresponds to the region where the RHi 
increase in aerosol scenario B is the 
largest. In aerosol scenario A, the 
frequency of mixed-phase clouds in the 
Arctic air mass varies between 0 and 20% 
compared to a frequency ranging between 
30% and 50% for aerosol scenario B. The 

mixed-phase cloud frequency anomaly is 
positive at all levels between 600 hPa and 
the surface (not shown). 

 
4.2 Radiation and temperature 
 

The energy budget at the surface 
and at the top of the atmosphere (TOA) is 
mostly driven by terrestrial radiation owing 
to the quasi-absence of solar radiation 
during January and February. The net 
infrared radiation at the surface or at the 
TOA strongly depends on the presence of 
clouds and their microphysical properties. 
According to Shupe and Intrieri (2004), the 
downward longwave radiation at the 
surface can increase by as much as 40 
Wm-2 if liquid water is present in low-level 
arctic clouds compared to an ice cloud. 
Modeling studies have also shown a large 
sensitivity of infrared radiation fluxes to 
cloud microstructure (e.g. Du et al., 2011, 
Simjanovski et al., 2011). It is therefore 
expected that changes induced by acid 
coating on the cloud microphysical 
properties in aerosol scenario B will have 
an impact on the energy budget both at 
the surface and at the TOA.  
 
 To estimate the effect of clouds on 
the radiation budget, cloud radiative 
forcing (CRF) was proposed by 
Ramanathan et al. (1989) to characterize 
the cloud effect on the net radiation either 
at the surface or at the TOA. CRF is 
defined as the difference between the net 
radiative flux in the presence of clouds and 
the net radiative flux without the presence 
of clouds. It can also be separated into its 
longwave and shortwave components. 
Figure 5 shows the JF mean CRF 
anomaly at the TOA. In our analysis, only 
the longwave componennet of the CRF is 
discussed since the shortwave radiation is 
quasi absent during winter. In both aerosol 
scenarios, the CRF is positive with smaller 
values varying between 0 and 20 W m-2 
over the Arctic and higher values of up to 
60 W m-2 south of the Arctic air mass (not 
shown). The CRF anomaly at the TOA is 
negative over most of the Arctic with 



values ranging between 0 and -6 W m-2.  
Relative to the CRF absolute values of 
about 20 W m-2, the CRF anomalies 

represent a substantial reduction of the 
CRF at the TOA.  
 

 

             
   (a)       (b) 

 
   (c) 
Figure 4: JF mean mixed-phase cloud frequency at 850 hPa in aerosol scenarios (a) A, (b) B 
and (c) the anomaly. In (c), shadowed areas indicate that anomalies are statistically 
significant with a confidence level of 95% (after Girard et al., 2012). 
 

Mixed-phase clouds are mostly 
located in the lower troposphere. Their 
temperatures are warmer than the surface 
skin temperature. Therefore, the presence 
of these clouds leads to an increase of 
upward longwave radiation emission when 
compared to the surface. Assuming the 
same amount of mid and upper level ice 
clouds, the increase of low-level liquid (or 
mixed) phase clouds will enhance the CRF 
at the TOA.  
 

In aerosol scenario B, the 
increased frequency and optical thickness 
of mixed-phase clouds combined to the 
reduced cloud optical thickness in the mid 
and high troposphere contribute to 
increase the upward infrared radiation 
fluxes at the TOA.  

 



 
Figure 5: JF mean cloud radiative forcing 
(W m-2) at the TOA anomaly. Shadowed 
areas indicate that anomalies are 
statistically significant with a confidence 
level of 95% (after Girard et al., 2012). 
 

Figure 6 shows the JF mean air 
temperature anomaly at 1000, 850 and 
500 hPa. The Central Arctic is colder in 
aerosol scenario B with a decrease of the 
temperature by up to -3K near the surface. 
This cooling, which spreads over much of 
the Arctic air mass, is also obtained higher 
in the troposphere with values ranging 
from -2K to -4K at 850 and 500 hPa . 
Enhanced atmospheric cooling in aerosol 
scenario B also leads to a decrease of the 
vertically integrated water vapor (not 
shown) owing to the decrease of the 
saturated water vapor pressure with 
temperature. This also contributes to the 
cooling of the surface by a decrease of the 
water vapor greenhouse effect.  

 
SUMMARY AND CONCLUSIONS 
 

In this study, the effects of acid-
coated IN on the Arctic cloud 
microstructure and radiation is 
investigated for January and February 
2007. A new parameterization for 
heterogeneous ice nucleation is 
implemented into the 2-moment 
microphysics scheme of the Canadian 
Global Environmental Multiscale (GEM) 
model. The main objective of this study is 
to assess the impact of the wintertime 

long-range transport of anthropogenic 
sulphate on Arctic clouds and energy 
budget.  
 

Results show that acid coatings on 
IN have an important effect on ice 
nucleation with the coatings modifying 
both ice and mixed-phase cloud 
microstructures. The primary effect of acid 
coating on IN is to significantly decrease 
the nucleation rate at a given ice 
supersaturation. The consequences of this 
change are a function of temperature as 
illustrated in Figure 7.  

 
In the upper part of the troposphere 

the temperature is often below -40oC and 
homogeneous nucleation is the dominant 
freezing mechanism. .In this case, the 
inhibition effect of acid coatings on 
deposition ice nucleation leads an 
increased concentration of water droplets, 
which freeze homogenously.. In the 
uncoated aerosol scenario, larger 
heterogeneous ice crystal nucleation rates 
in sub-saturated air with respect to liquid 
water prevents  liquid water saturation 
more often than in the coated aerosol 
scenario. As a result, the ice crystal 
concentration is lower and their size is 
larger when compared to the coated 
aerosol scenario. Since a very high ice 
supersaturation is needed to nucleate ice 
crystals in the acid coated aerosol 
scenario, the JF mean ice water content is 
lower than the uncoated aerosol scenario 
at these levels.  
 

In the mid and lower part of the 
atmosphere, heterogeneous ice nucleation 
dominates over homogeneous freezing. In 
the uncoated aerosol scenario, larger ice 
crystal nucleation rates by deposition 
nucleation more oftenprevents the 
atmosphere from becoming saturation with 
respect to liquid water compared to the 
coated aerosol scenario. This leads to the 
an increased frequency of mixed-phase 
clouds in the coated-aerosol scenario with 
an increase of the liquid water content and 
a decrease of the ice water content when 



compared to the uncoated aerosol scenario. This effect, associated with 
warmer temperatures, peaks at 850 hPa. 

 

             
   (a)       (b) 

 
   (c) 
Figure 6: JF mean temperature anomaly (K) at (a) 500 hPa, (b) 850 hPa and (c) 1000 hPa. 
Shadowed areas indicate that anomalies are statistically significant with a confidence level of 
95% (after Girard et al., 2012). 
 
 

These two different effects have a 
common impact on the infrared radiative 
budget at the top of the atmosphere. 
Optically thinner mid to upper ice clouds in 
the coated aerosol scenario increase the 
atmospheric transmissivity of terrestrial 
radiation. At the same time, the upward 
infrared radiation flux is increased in the 
coated aerosol scenario due to optically 
thicker and more frequent mixed-phase 
clouds when compared to the uncoated 
aerosol scenario. The end result is a 
decrease of the cloud radiative forcing at 

the top of the atmosphere ranging 
between 0 and -6 Wm-2. This leads to an 
atmospheric cooling that varies between 0 
and -4K. The atmospheric cooling further 
promotes the formation of clouds in the 
coated aerosol scenario leading a 
decrease in the water vapor greenhouse 
effect and precipitation for January and 
February. . Results show that this Arctic 
cooling is large enough to strengthen the 
large-scale tropospheric circulation 
associated with the polar front through the 
intensification of the baroclinic zone.  



 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Flowchart showing the linkage between acid coating on ice nuclei, cloud 
microstructure, temperature and radiation at the TOA (after Girard et al., 2012). 

 
 

The results obtained in this study 
show that ice nucleation plays an 
important role for both mid and upper ice 
clouds and low-level mixed-phase clouds 
in the Arctic, which in turn has an effect on 
radiation and atmospheric circulation. 
Quite interestingly, acid coatings have little 
effect on cloud and radiation south of the 
arctic air mass. This suggests that 
deposition ice nucleation is important 
mainly in stable air masses that cool 
slowly, thus preventing the relative 

humidity from reaching liquid water 
saturation rapidly.  
 

The tropospheric cooling resulting 
from acid coatings on IN obtained in this 
study may be conservative. In our study, 
ice nucleation in the contact mode is 
assumed to be un-altered by acid coating. 
Hoose et al. (2008) and Storelvmo et al. 
(2008) in their modeling studies have 
assumed that acid coating on dust 
particles inhibits contact ice nucleation. 
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Such an alteration of contact nucleation by 
acid coating can only enhance the cloud 
microstructure changes obtained in our 
study, that is an increase of the cloud 
liquid water and a decrease of the ice 
crystal number concentration.  

 
Using a refined treatment of the IN 

de-activation effect based on laboratory 
experiment, this research has confirmed 
the results obtained in previous modeling 
investigations (Girard et al., 2005; Girard 
and Stefanof, 2007) on the effect of acid 
coating on the Arctic clouds and radiative 
budget during winter. This indirect effect of 
acid aerosols on arctic clouds and the 
resulting atmospheric cooling could 
explain, at least in part, the unexpected 
observed cooling trend of surface air 
temperature over the Arctic Ocean during 
winter in the period 1979-1999 as 
observed by boys (Rigor et al., 2000) and 
by satellite remote sensing (Wang and 
Key, 2003).  
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1. INTRODUCTION 

 

   Aerosol particles may be scavenged in- 
and below-cloud  by water drops and ice 
crystals via impaction scavenging, 
including  impaction,  Brownian diffusion, 
thermophoresis, diffusiophoresis, and, in 
the presence of charges, electric effects. 
Thermophoresis is the phenomenon 
whereby a small particle suspended in a  
gas with a temperature gradient, 
experiences a force called thermophoretic 
force and moves towards the region of 
lower temperature. Diffusiophoresis is the 
movement of particle due to the gas 
momentum transfer process in an 
isothermal gas mixture with concentration 
gradients of chemical species.  In the case 
of a binary mixture in a steady condition 
(pure diffusiophoresis),  the aerosol 
particle should move in the direction of the 
diffusive flux of the heavier gas molecules 
(Waldmann, 1959).  
  A case of great interest in the 
atmosphere occurs when vapour 
molecules evaporate or condense from or 
to a surface, diffusing through the resting 
air. The average mass and molecular 
velocities are then different from zero and 
a hydrodynamic flow (the Stefan flow) 
necessary to maintain a uniform total 
pressure, comes into existence (Stefan, 
1881). 
  In the case of diffusiophoresis with 
Stefan flow, the direction of motion of the 
particulate should be the same as that of 
the water vapour flux (Waldmann and 
Schmitt, 1966). In clouds or during the  fall 
of hydrometeors, when growth or 
evaporation of droplets and ice crystals  
occur, there is the simultaneous  presence 
of  thermo- and diffusiophoretic forces, 
which act in opposite ways. 
  Theoretical models agree that Brownian 
diffusion appears to dominate scavenging 
of aerosol  in the size range r<0.1 µm (r is 
the radius of the aerosol particles), while 

inertial impaction dominates scavenging in 
the size range r>1 µm. Thus, there is a 
minimum collection efficiency for particles 
in the approximate range of  0.1µm - 1 µm, 
where phoretic and electric effects are felt.  
  Concerning the contribution of phoretic 
forces in the scavenging process, it is 
important to evaluate  the strength of 
thermophoretic and diffusiophoretic forces, 
in order to assess which force is prevalent. 
Phoretic forces strongly depend on the 
thermal and water vapour concentration 
gradients between the drop or ice crystal 
surfaces and the ambient air. Theoretical 
and experimental papers have addressed 
the problem of the contribution of phoretic 
forces to the aerosol scavenging process 
in- and below-clouds, but the results are 
contradictory.  
  The prevalent goal of this research is to 
evaluate experimentally whether there is a 
prevalence of thermo- or diffusio-phoretic 
force on aerosol particles, during the 
evaporation of water drop in stationary 
conditions. The presented experiments 
were performed in microgravity conditions. 
In such conditions the problem is less 
complex, as  the motion of particles due to 
gravitational force is removed.  
 
2. EXPERIMENTAL  ARRANGEMENT  

 

  The microgravity experiments were 
carried out in the Bremen Drop Tower 
facility, which provides a weightless stage 
of about 4.7 s under free fall conditions 
with  residual acceleration of about 10-5g0.  
The Drop Tower system  consists of a 110 
m high drop tube with an internal diameter 
of 3.5 m, and a 10 m high shaft 
deceleration chamber at its foot. The drop 
tube and the deceleration chamber form a 
vacuum system with a volume of 1700 m3, 

which can be evacuated down to a 
residual pressure of 1 Pa in about 2.5 



hours. The drop tube is built into a tower of 
146 m height.  
  The experimental apparatus was housed 
within a special pressurized capsule. The 
temperature and pressure inside the 
capsule were continuously monitored. A 
specially constructed tank filled with fine-
graded polystyrene was used to 
decelerate the capsule. The complete 
electronic system of the Bremen Drop 
Tower (ground station computer system, 
telemetry- telecommand-transmission line 
and capsule computer system inside the 
capsule itself) allows  the control and  
automatization of  the experiment. 
  The small cell used here in the Bremen 
Drop Tower for  experiments concerning 
evaporating  drops consisted of two flat 
plates at a fixed distance, one at the top 
and one at the bottom of the square mono-
block vessel of optically polished Pyrex. 
The distance between the plates was 7 
mm and the internal dimension of the cell 
was 20x20x9 mm3. 
  A needle  (Dinter=0.20 mm; Dext=0.30 mm) 
was inserted in the top plate penetrating 
into the cell by 0.9 mm. The generation of 
drop occurred through a micro-litre syringe 
(Hamilton company, USA) connected to 
the needle. The plunger of the syringe (d= 
0.15 mm) was moved  by a motor, set by 
an electronic device (EL-MO electronic, 
Milan) which allows the variation of drop 
diameter. Liquid water was used (Milli-Q, 
resistivity ∼ 18 MΩ cm), previously 
degassed in order to avoid bubbles.   
  The bottom plate of the cell had a square 
cavity of the same area as the cell, filled 
with silica gel, and covered with a net. 
Silica gel  adsorbs water vapour, causing 
the evaporation of the generated water 
drop, due to the water vapour gradient 
inside the cell. The problem may be 
considered equivalent to the evaporation of 
a stationary drop into a still atmosphere. 
  Paraffin aerosol was generated by a new 
generator (MINIMAGE), a modified version 
of MAGE (Prodi, 1972). A sintered plate 
imbued with paraffin is heated, and the 
vapours condense heterogeneously. 
Nitrogen was used as carrier gas. The 
aerosol diameter can be varied by 
changing the temperature of the sinterized 
plate. Calibration of the system was 
performed preliminarily in a ground 
laboratory by sampling the generated 

aerosol on Nuclepore filters and by 
examining them with an electronic 
microscope.  
  The inlet and the outlet of the aerosol 
occur through two small holes located on 
the bottom plate, which shut immediately 
after the introduction of the aerosol, 
assuring a good seal. Using the electronic 
system of the Bremen Drop Tower, the 
aerosol in nitrogen carrier gas was 
automatically injected into the cell until 11 
s before the capsule free fall (beginning of 
microgravity). The drop was produced 
after the introduction of the aerosol and 
shutting of the cell. The drop generation  
started 5 s and stopped 4.4 s before the 
start of the fall. The relaxation time of the 
aerosol,  measured by examining the 
images stored at the beginning   of   
microgravity,   was about  0.25 s.  
  A red light laser (wavelength  of  650 nm, 
10 mW) was used to light the aerosol, 
which   was observed throught an optical 
device (Tamron lens, AF 70-300 mm, 
MACRO mod.372D, field of view 3.2x2.5 
mm2).  Images  were  recorded (15 frames  
s-1) by an Allied Vision Technologies, AVT-
D1 digital video-camera, controlled during 
drops by means of a computer installed 
within the capsule.   
  The goal of the experiments performed in 
the Bremen Drop Tower was to  evaluate 
whether there is a prevalence of thermo- 
or diffusio-phoretic force during the 
evaporation of  the water drop, for the 
considered aerosol diameter.               
 
3. RESULTS AND DISCUSSION 

 
  Table 1 shows the results of the  tests 
performed by changing the diameter of the 
water drop (D) and of the aerosol (d), i.e. 
the measured aerosol velocity (Vaer) and 
the standard deviation (S.D.),  the 
temperature of the nitrogen gas inside the 
cell (Ta), and the calculated equilibrium 
temperature reached by the drop due to 
evaporation (Tequil).  The tests were limited 
in number, as each run involved  the 
complex procedure shown in the 
experimental part. 
  Fig. 1 a-b shows a picture of the test no. 
7, showing the water drop (D=2.15 mm) 
and the aerosol particles (d=1.9 µm) a few 
frames   after   the   beginning   of      the  



 
(a) 

 
 
 
 
 

 
(b) 

Fig. 1. Water drop and aerosol at the beginning (a)  and at the end of  the microgravity (b). 
 
 



 
Test 
no. 

Drop 
D, mm, 
±0.01 

Aerosol, 
d, µm 
±0.05 

Vaer, 
µm s-1 

S.D. 
µm s-1 

Tcell, 
°C 
 

Tequil. 
°C 

dp/dx, 
mbar cm-1 

± 0.3 
        

1 1.11 0.80 53.7 9.4 20.4±0.2 8.8 12.7 
2 0.48 0.40 18.1 4.9 22.5±0.2 10.1 12.1 
3 1.07 0.40 25.9 6.5 23.2±0.2 10.6 13.6 
4 1.07 1.00 54.5 7.8 21.1±0.2 9.3 12.8 
5 1.16 1.00 50.9 9.5 23.7±0.2 10.9 14.0 
6 1.16 2.00 73.4 9.5 20.3±0.2 8.7 12.8 
7 2.15 1.90 97.7 10.6 27.5±0.2 13.3 19.0 
8 0.96 1.90 57.0 10.6 27.4±0.2 13.2 14.9 
9 1.35 1.20 45.9 8.0 24.0±0.2 11.1 14.6 

 
Table 1. Results of  the microgravity experiments 

 
 
microgravity, and at the end of the capsule 
free fall. It is evident that the aerosol is 
moving away during the drop evaporation.  
  The water vapour pressure gradient 
inside the cell (dp/dx) was theoretically 
evaluated by assuming a linear variation of 
the water vapour pressure between the 
surface of the drop and  the bottom of  the 
cell, where a hollow filled with  silica gel is 
placed. 
  The initial temperature of the water drop 
is considered to be equal to the measured 
temperature of the nitrogen in the cell. The 
equilibrium temperature reached by 
evaporating  liquid drop was calculated by 
assuming that the drop reaches a steady 
state, in which the heat loss due to the 
latent heat of evaporation balances the 
heat gained by the drop from the gas. Due 
to the small area of contact between drop 
and the needle, the heat transmission 
between the drop and the capillary during 
the period of the capsule fall (4.7 s) was 
considered  to be negligible.  
  The drop  temperature in a steady state 
can be calculated by solving the following 
equations: (Pruppacher and Klett, 1997). 
 

Td  =  Ta  +  (L/ 4 π kg) * dm/dt         (1) 
 

dm/dt = 4 π r D ( ρv, ∞ - ρv, R)            (2) 

where: Td  is  the drop temperature; Ta, is 
the nitrogen temperature in the cell;  L, 
latent heat of vaporization of water;  kg, 

thermal conductivity of nitrogen; D, bulk 
molecular  diffusivity  of  water  in  nitrogen;  
ρv, ∞  and ρv, R , water vapour density at the 
bottom of the cell and at the surface of the 
water drop; dm/dt, rate of change of the 
drop mass m. 
  Equation 1) assumes a uniform 
temperature of the drop, since thermal 
diffusivity in water is much higher than gas 
thermal diffusivity. The time constant τT  
that characterizes the time required for 
droplets to reach the  thermal equilibrium 
in air is about 20 times greater  than  the 
time required to reach a uniform 
temperature. In addition, as the time 
constant for thermal exchange τT  is much 
lower than the one for moisture exchange 
(τr), the drop temperature reaches 
equilibrium with air  long before the droplet 
radius does (Andreas, 1989).  Water 
vapour density at the bottom of the cell, 
where silica gel absorbing water vapor 
was located, was calculated by assuming 
a 20% r.h.  The variation in drop radius 
during the fall, both theoretically calculated 
and measured from the recorded images, 
turned out to be lower than 10 µm.  
  The most important  outcome of the 
experimental runs performed was a 
prevalence of the diffusiophoretic  with 
respect  to  thermophoretic  force,  for  the  
considered aerosol (diameter in the range 
0.4 – 2 µm).   
  Additional outcomes should be 
mentioned. By considering runs which 
show similar values of estimated vapour 



gradient, i.e. test no. 1-2-3-4-5-6,  and  the 
same for runs 8-9, it appears that the 
measured values of particle velocity 
increase with increasing aerosol diameter. 
This result agrees with theoretical and 
experimental approaches, which evidence 
an increase of aerosol thermophoretic 
velocity by decreasing the aerosol 
diameter (Talbot et al., 1980; Yamamoto 
and Ishihara, 1988; Prodi et al., 2006), 
while diffusiophoretic velocity has a small 
dependence on the aerosol diameter 
(Schmitt and Waldmann, 1960; Chernyak 
et al., 2001, Prodi et al., 2006).  From runs 
7-8  performed with a constant aerosol 
diameter, an increase appears in the 
measured velocity with increasing vapour 
pressure gradient.  
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1 INTRODUCTION 

In China, frontal stratiform cloud precipitus 

is the main object of artificial precipitation. 

Understand the structure of the cloud system, 

especially structures and precipitation 

mechanism of "seeding-feeding” is the key to 

choose artificial precipitation conditions. 

Research shows that, distribution of cloud water 

resources in "seeding-feeding" cloud can be 

helpful precipitation form, also be helpful for 

artificial precipitation enhancement, is an 

important element of the potential of artificial 

precipitation [1]. Research shows on temperate 

cyclones that precipitation from the warm front 

cloud system is mainly formed by 

“seeding-feeding” mechanism, in which 

super-cold water drops and ice crystals coexist 

and ice crystals in this layer rapid growth[2-4], 

and the layer may have been the key of 

precipitation formation[5].The cloud concept 

model in the northern region of China shows 

that "seeding -feeding" cloud is the most typical 

characteristics of stratiform cloud precipitus[6]. 

The transformation conditions of cloud 

water are related to distribution of cloud water 

resources, i.e. cloud structure. In the pure cold 

cloud process or pure warm cloud process, the 

cloud water hard to transform into rain. This 

shows that formation mechanism of precipitation 

is related to distribution characteristics of cloud 

water resources. The "seeding-feeding” cloud is 

a distribution system of cloud resource, it 

actually represent a typical physical mechanism 

of the precipitation formation. 

This paper attempts to analysis cloud 

structure and precipitation mechanism of a 

stratiform cloud system produced by a low 

trough and a cold front (hereinafter referred to 

as 0405 cloud system) on 5 April 4, 2002,using 

the observed data and the numerical simulation 

result [7,8]. 

 
2 STRUCTURE IN THE FRONT AREA 
OF 0405 CLOUD SYSTEM 
2.1 The Weather Situation 

The large range precipitation happened in 

Henna province on 4-5 April 4, 2002.There is a 

trough line At 500 hpa and 700 hpa levels 

respectively and a cold front on ground. The 

cold front reached Zhengzhou station at 05:00, 

April 5. The rainfall is from 05:00 to 15:00 at 

Zhengzhou station. 

2.2 Layered Structure of the Cloud 
According to observed, there are two cloud 

layers (table 1) over zhengzhou station on 20 

April 4. Among them, top height of the high 

cloud of about is 13.3 km, and it corresponding 

temperature is 49.2 ℃, its bottom high 7.4 km; 

The top height of lower cloud layer of is  about 

7.0 km, corresponding temperature is 16.7 ℃ 

and the cloud base height is 1.5 km and the 

temperature of 11.5 ℃ . The cloudless area 

between two clouds less than 400 m thickness. 

At 08:00 on April 5, the cold front pass through 

Zhengzhou station and the high cloud and low 

cloud connected into one, height of the cloud 

base is close to the ground, only about 100 m, at 

this time the cloud produces precipitation. 

Statistics indicate that low through and cold front 

cloud system two over two layer cloud is 69.1% 

in spring of henna area. 

 



 
Table 1 Height and temperature of cloud top and cloud base at Zhengzhou station. 

 

 

 

 

 

2.4 Microphysical Structure 
Distribution of water content in the 

simulated cloud system [8] is given in Fig.1. It 

can be seen that structure vertically of cloud is 

different in different position of the cloud system. 

 (1) Near by 300 hpa level, there is a wide 

range of clouds which should be mainly 

composed by ice crystals. For example there 

are the ice cloud in area with 106°E~108°E  

in figure 1 b2 and area with in 35°N~39°N in 

fig.1b3, with horizontal scales of hundreds of 

kilometers, larger thickness and 0.2 g/kg the 

water content. 

 

 (2) Below 300 hpa level, there is cloud 

body which continuous on the vertical direction, 

water content center is located in 600-650 hpa 

layer, as shown in 35°N ~37°N range in figure 

1b3. 

 (3) In the some part of the cloud system, 

there is only mid –low cloud and do not exist 

high cloud (ice clouds), as shown in range of 

108°E~111°E in figure 1 b2 and area with 30

°N~32°N in figure 1b3. 

 (4) In the some part of the cloud system, 

there is only warm cloud. 

in the some part of the cloud system, there is only mid –low cloud 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

General look, the cloud system can be 

divided into 3 levels of the high, medium and low. 

In some parts of the cloud system, there are the 

two levels and in some other parts three levels; 

there is a cloudfree area between some cloud 

layers; three cloud layers are connected into 

one body in other part of the cloud system which 

is "seeding-feeding” cloud. Water content center 

of upper cloud layer is at 300 hpa level, water 

content center of middle cloud layer is located 

Time Height (m) of 

cloud top 

Height (m) of 

cloud base 

Tem. (°C) of 

cloud top 

Tem. (°C) of cloud 

base 

20:00 on April 4 13313/7016 7000/1500 -49.2/-16.7 -18.4/11.5 

08:00 on April 5 12077 100 -14.6 13.6 

（b1）08:00 

（b3）08:00 
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Figure1. The horizontal section (b1) of water 
content (g/kg) at 700 hpa level and zonal 
vertical section (b2) and meridional vertical 
section (b3) at zhengzhou stand in the 
simulations cloud.   
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600-650 hpa level and low cloud layer is 

between 800-900 hpa levels. Figure 2 shows 

vertical distribution of atmospheric condensation 

rate calculated by NCEP data. From 20:00 

4April to 14:00 5April, in high, middle and low 

atmospheric layers, the lager condensation 

rates are mainly in 300-400hpa level, 

500-600hpa level and 700-800hpa level, 

respectively. The lager values of condensation 

rate correspond to the water content centers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
The microphysical features of the multilayer 

cloud can be seen from fig.3.Combined with 

figure 1 and figure 3, according to cloud physical 

structure and height of the water content center, 

the vertical ranges (see dotted line in fig.3) of 

the three layers are determined. The upper layer 

of cloud, consisting of ice crystal and snow, 

located mainly above 500 hpa level; the middle 

layer cloud is located in range from 500hpa level 

to 0°C layer, where exist snow, graupel, cloud 

droplet and raindrop. The low cloud layer to be 

in below 0°C layer consists of cloud droplet 

and raindrop. Isoline with 0.01 g/kg of water 

content of graupel close to 0°C layer level,  so 

low-level of clouds also contain a small amount 

graupel particles. The upper layer of the cloud is  

 

called ice phase layer of "seeding-feeding" 

cloud and the middle layer, mixing layer with ice 

and water, and the low layer of the cloud, liquid 

water layer or warm layer.  

It can be shown from the structures analysis 

that the multilayer cloud is macro structure 

features of the cloud system. There is 

"seeding-feeding" cloud in the front area and 

this system is the main precipitation mechanism. 

Because the structure is different in different 

parts of the cloud system and transformation 

condition of the cloud water resources is 

different, so that the condition and potential for 

artificial enhancement precipitation are also 

different. But certainly, "seeding-feeding" cloud 

is beneficial to transformation of cloud water 

resources and cloud type producing 

precipitation. 

3 WATER TRANSFER AND 
PRECIPITATION MECHANISM FOR 
THE CLOUD SYSTEM 
3.1 Water Transfer  

As for 0405 cloud system [7], 71% of the 

water vapor inputted in the cloud system 

transforms to hydrometeor by condensation and 

sublimation process, and efficiency of the 

hydrometeor to produce precipitation is about 

43%. 29% of the cloud droplets is converted into 

precipitation particles, in which about 55% are 

due to ice phase process, and accretion growth 

by ice particles is the main processes for cloud 

water converting into precipitation. About 49% of 

ice crystals are transformed into snow and 

graupel, converted ice crystals are almost 

become snow and ice crystal is main source of 

snow. About 92% of the snow becomes 

graupels. 96% of the graupels are melted into 

rainwater that accounting for 57% of the total 

amount of rain water. Finally, rainfall amount on 

ground is 7.6 kg/m2 and the precipitation 

efficiency 60%. The ice water of 2.5 kg/m2 is 

detained in the cloud. 

Figure 2 Vertical distribution of atmospheric 
condensation rate (mm/100h) on 5 April . 
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Figure3. Time-height  section of  water content of the rain (qr), ice crystals (qi), snow (qs), graupel (qg) 
and their total water content (qt) in the simulation cloud from April 4 to 5 at Zhengzhou station. 

（a）qc 

 

（b）qr

（c）qi

 

（d）qs

 

（f）qt 

0°C 

level 

（e）qg

 
3.2 Precipitation Formation Mechanism in 
Different Position of the Cloud System  

At 20:00, April 4, yinchuan station is the 

back area far away from the cold front, 

zhengzhou station is located in the front of the 

cold front. At 05:00, April 5, zhengzhou sation is 

in the front area. The precipitation mechanism in 

the front area has been studied[7].  

Parameters of the simulation clouds in 

different positions of the cloud system are given 

in Table 3. It can be seen from these parameters 

that the precipitation formation mechanisms 

may be different in the frontal different parts. 

MLxr in the table is accumulative rainwater 

amount formed by melting of ice particles at 

300th min of the cloud development and Qr 

represents the rain accumulate quantity. The 

ratio MLxr/Qr can indicate importance of the 

cold cloud processes in formation of rain water. 

The data in the table show that, precipitation in 

the back area far away from the cold front is 

formed by the cold cloud process and 

condensation-coalescence process is a very 

small role process. As for formation and growth 

way of the particles, snows in the back area far 

away from the front are mainly sublimation 

  



process (VDvs) and growth process (CLcs) by 

accretion is weak, and in other parts of the cloud 

system, accretion growth process is stronger; 

graupels is formed mainly by frozen of small 

raindrops (CLrig) and in the other positions 

mainly by auto-conversion of snow (CNsg). 50% 

or more of the precipitations in the front area is 

formed by the cold cloud process, namely the 

cold cloud process advantage in the formation of 

precipitation. And in the front of the cold frontal 

cloud system, precipitation is formed mainly by 

warm cloud process. In addition, there is higher 

water vapor condensation rate in the front area 

and lower in the front of the cold front and 

extremely low in the back area of the front. 

In other words, in the back part to be far 

away from the front，snow is mainly grown by 

sublimation process and can not be converted 

into graupel. Graupel is formed by freezing little 

raindrop and grown by collecting snow. 

Sublimation growth on the ice particles has a 

significant contribution to mass of the ice particle, 

precipitation mainly is formed by melting of ice 

particles. Compared with the front area, in the 

front area of the cold front, the warm cloud 

process has a larger contribution to rain water 

and 60% of the rain is produced by the warm 

cloud process; and contribution of cold cloud 

process to the formation of rain is significant. It 

follows that in different parts of the frontal cloud 

system, precipitation formation mechanisms are 

different and contributions of the cold cloud and 

warm cloud process to precipitation are 

different. 

Table3. Precipitation formation characteristics in different parts of 0405 cloud system. 

station MLxr/Qr Generation and 

growth of snow 

Generation and 

growth of graupel 

Condensation 

rate 

Back area of front 100.0 CNis VDvs CLcs CLis CLrig   CLsg 1.5 

Front area 57.1 CLis VDvs CLcs CNsg CLsg CLcg 56.4 

Front area of cold front 39.5 CLis CLcs VDvs CNsg CLcg CLsg 32.1 

 

4 ANALYSIS ON CONDITIONS OF 
ARTIFICIAL PRECIPITATION  

Conditions for artificial precipitation of the 

stratiform cloud are discussed from research 

results of cloud structure and precipitation 

mechanism. It has been shown from analysis 

about vertical structure of the "0405" cloud 

system that the cloud water resources is layered, 

precipitation is formed by the "seeding-feeding” 

mechanism and cold cloud process plays an 

important role, melting of the ice particles has an 

important contribution for rainfall. Pure cold 

cloud or warm clouds do not produce larger 

precipitation and they have small precipitation 

enhancement. Therefore, "seeding-feeding" 

cloud is basic structure conditions for artificial 

precipitation of stratiform cloud. 

In 040505 "seeding-feeding" clouds at 

zhengzhou, ice crystals are elementary particles 

to initiate precipitation, nearly 50% of ice 

crystals are transformed into snows and snow of 

90% into graupels. The cold cloud precipitation 

is mainly formed by graupel melting. It is can be 

seen from generating process of the snow and 

graupel that ice crystals are the precipitation 

source, so the number of snow and then graupel 

is directly effected by the number of cloud ice. 

Ice crystals transformed into snow are almost 

entirely grown by sublimation, so in the area 

producing ice crystals, water vapor 

supersaturated with respect to ice is rich; In the 

snow region, there is must rich super-cooled 

water, snow transformed into graupel must be 

grown by accreted; Snows are grown mainly by 

the sublimation and collection; The growth of 

graupel depends on snow and super-cooled 

water. Thus, ice crystal concentration, water 

vapor supersaturated with respect to ice and 

super-cooled water content are main conditions 

  



conducive to produce rainfall. 

Research shows that [7], in the stratiform 

cloud,  in which ice phase physical process has 

a significant contribution to precipitation, 

contributions of the vapor and super-cooled 

water to precipitation are almost same. 

Therefore, not only super cloud water is an 

operation parameter for artificial enhancement 

precipitation, but also water vapor 

supersaturated with respect to ice an important 

parameter.  

In addition, as for descendent ice particles 

in the feeding cloud, they can be grown by 

collecting cloud water and have notable 

contribution to precipitation. So that as part of 

“seeding-feeding" cloud, cloud water content 

and cloud thickness of the warm cloud is also 

important factor for artificial enhancement 

precipitation. 

In "seeding-feeding" cloud system, the 

precipitation is formed by the warm cloud and 

cold cloud processes, but they have different 

contributions in different cloud system, different 

positions and different developing stages of a 

cloud system. At present， artificial ice nucleus 

is generally seeded in stratiform cloud to 

increase precipitation, only cloud in which 

contribution of cold cloud process on natural 

precipitation is larger, artificial seeding has effect. 

So only cold cloud mechanism play an important 

role in precipitation formation, the 

"catalytic-supply" cloud just have seeding 

conditions. 

5 BRIEF SUMMARY AND DISCUSS 
By using the observed data and the 

numerical simulation, macro and micro structure, 

conversion of moisture and precipitation 

transformation mechanism for a low trough and 

cold front cloud system in henna area are 

analyzed, and on that Basis, seeding conditions 

for the artificial precipitation. 

 (1) Vertical stratification structure appears in 

stratiform cloud in the frontal area and there are 

high, medium and low three clouds, 

"seeding-feeding" cloud is a main structure 

characteristics. In different parts of the cloud 

system, compound mode of multilayer cloud is 

different, large condensation rate corresponds 

to the center of the moisture content. 

(2) It can be seen from analysis of 

conversion of cloud water that  43% of water 

vapor input into cloud is transformed rainwater, 

i.e., rain efficiency is about 43%, 29% of the 

cloud droplets are transformed into precipitation 

particles, in which that transformed by ice phase 

process accounted for 55%. The growth of ice 

particles by accretion is the main process to 

convert cloud water into precipitation. About 

49% of ice crystals are transformed into snow 

and ice crystal is the main source of snow 

formation. About 92% of the snow become 

graupel and 96% of graupels transformed into 

rain water by melting, rain water formed by the 

melting accounts for 57% of total amount of rain 

formation. 
 (3) Formation mechanisms of precipitation 

are quite different in the different parts of the 

cloud system. In the back area far away from the 

front area, the precipitation is almost entirely 

formed by the melting of the ice particles. 

Compared to the front area, warm cloud process 

has large contributions to precipitation in the 

front area of the cold front; And cold cloud 

process in the front area. 

 (4) On basis of over research, conditions of 

artificial precipitation are analyzed. The 

"seeding-feeding" cloud structure, precipitation 

mechanism, super-cooled water content, ice 

crystals concentration and water content in the 

warmer area and water vapor amount saturated 

with respect to ice can be used to judge the 

seeding condition for artificial precipitation. 
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A NEW PARAMETERISATION FOR THE

SEDIMENTATION OF HYDROMETEOR ENSEMBLES

USING A FINITE MAXIMUM PARTICLE DIAMETER

Corinna Ziemer and Ulrike Wacker

Alfred Wegener Institute for Polar and Marine Research, Bremerhaven,
Germany

1 INTRODUCTION

The parameterised treatment of the sedimen-
tation of a drop ensemble still is a demand-
ing task. Recently, several studies [Wacker
and Lüpkes, 2009, Milbrandt and Yau, 2005,
Mansell, 2010, Milbrandt and McTaggart-
Cowan, 2010] have pointed out problems in
the representation of physically relevant quan-
tities when using the parameterisation of sed-
imentation as is. The latter three studies cir-
cumvented these problems with empirical cor-
rections of the moment’s mean fall speeds.

The authors present a new parameterisa-
tion with two prognostic moments, based on
a more physical definition of the integral which
constitutes the moments: while conventional
methods employ an upper diameter limit of in-
finity for the sake of easy calculation, here a
finite maximum drop diameter Dmax is intro-
duced. This corresponds to the non-existence
of huge particles in nature.

2 PARAMETERISATION

We solve the equations for the drop number
density N and the liquid water content L:

∂t N + ∂z (v̄0(Dmax) N) = 0, (1a)

∂t L + ∂z (v̄3(Dmax) L) = 0, (1b)

where v̄i are the moments’ mean falls speeds:

v̄i(Dmax) = 1300
∫ Dmax

0
Di+0,5f(D) dD / Mi, (2)

given in cgs-units.
Mi denotes the i-th moment of the drop size

spectrum f, so N = M0 and L ∼ M3. The
spectrum is assumed as f(D) = n0Dµe–λD with
µ = 0 (Marshall-Palmer).

For the v̄i, the parameters of f (n0 and λ)
have to be calculated from N and L. In con-
trast to the conventional parameterisation with
Dmax = ∞, the slope parameter λ can be
negative. This requires a special integration
technique for Eq. (2) (see Ziemer and Wacker
[2012] for details).

The initial configuration is a homogenous
’cloud’ between two height layers. The initial
mean mass L/N is termed xinit.

3 RESULTS

Fig. 1 shows the solution of (1) for vari-
ous Dmax and the spectral reference solution,
which uses the fall speed of Beard [1976] and
a maximum drop diameter of 0,75 cm.

Dmax has a systematic influence on the
results. For decreasing Dmax, the N-signal
speeds up, while the L-signal slows down.
Furthermore, the spread of the L-signal de-
creases.

In the standard case of Dmax = ∞, the N-
signal is the same as for Dmax = 1,00 cm. The
L-signal, however, is much more damped and
its forefront travels much faster.

The sensitivity of the results on changes in



0 2

x 10
−3

0

2

4

6

8

10

N [cm −3]

z 
[k

m
]

D
max

 = 1.00 cm

 

 

t = 0 s
t = 300 s
t = 600 s

0 2

x 10
−3

0

2

4

6

8

10

z 
[k

m
]

N [cm −3]

D
max

 = 0.75 cm

0 2

x 10
−3

0

2

4

6

8

10

z 
[k

m
]

N [cm −3]

D
max

 = 0.50 cm

0 2

x 10
−3

0

2

4

6

8

10

z 
[k

m
]

N [cm −3]

D
max

 = 0.375 cm

0 2

x 10
−3

0

2

4

6

8

10

z 
[k

m
]

N [cm −3]

D
max

 = 0.25 cm

0 2

x 10
−3

0

2

4

6

8

10

z 
[k

m
]

N [cm −3]

D
max

 = 0.125 cm

0 5

x 10
−7

0

2

4

6

8

10

z 
[k

m
]

L [g cm −3]
0 5

x 10
−7

0

2

4

6

8

10

z 
[k

m
]

L [g cm −3]
0 5

x 10
−7

0

2

4

6

8

10
z 

[k
m

]

L [g cm −3]
0 5

x 10
−7

0

2

4

6

8

10

z 
[k

m
]

L [g cm −3]
0 5

x 10
−7

0

2

4

6

8

10

z 
[k

m
]

L [g cm −3]
0 5

x 10
−7

0

2

4

6

8

10

z 
[k

m
]

L [g cm −3]

Figure 1: Results for the prognostic moments N and L with variable Dmax (thick lines) and the
reference solution (thin lines). xinit = x0 = 1,67 · 10–4 g.
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Dmax for a quantity M is measured with

ZM(Dmax) =
∑

ti

(

∑

zn

(

Mi,n(Dmax,2) – Mi,n(Dmax,1)

Minit(Dmax,1)∆Dmax N

)2
)1/2

,

(3)

where ∆Dmax = Dmax,2 – Dmax,1 > 0 and N

ist the number of timesteps ti. A combination
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Figure 3: Error vs. Dmax.

of this measure for M = N, L, M6, RR, L/N
gives the overall sensitivity Z (Fig. 2). It de-
creases with increasing Dmax, giving low val-
ues for typical maximum drop diameter values
of 5 to 10 mm.

The difference to the spectral reference so-
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Figure 4: Data (blue points, error bars) and fit
(red line) for Dmax,opt. Black line:
D̄(xinit).
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The mean error X (Fig. 3) as a combination of
the XM is a quality criterion for the parameter-
isation. Its minimum gives an optimal Dmax,
termed Dmax,opt. It depends on xinit and is
lower than the physical maximum drop diam-
eter. Fig. 4 shows a fit for Dmax,opt.

Last, in Fig. 5, the new parameterisation
(abbr. ZW(µ = 0)) is compared with the pa-
rameterisations of Wacker and Lüpkes [2009]
(abbr. WL(µ = 0), WL(µ = 3) ) and Milbrandt
and Yau [2005] (abbr. MY(µdiag)). ZW(µ = 0)
with its optimized Dmax ranks lowest for all con-
sidered xinit and even non-optimal Dmax have
a comparably low error score.

4 CONCLUSIONS

A new parameterisation for the sedimentation
of drop ensembles was presented, which uses
a finite upper drop diameter limit in the calcu-
lation of the moments.

The upper diameter limit Dmax influences
the results in a systematic way. The sensitiv-
ity decreases for higher Dmax.
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Figure 5: Error X vs. xinit for four different pa-
rameterisations (see text). • : ZW-
Parameterisation for different values
of Dmax (0,125 to 1,00 cm).

With the help of an error score, an optimal
Dmax can be found, depending on xinit. The
fact that Dmax,opt is smaller than the maximum
drop size in nature makes its physical interpre-
tation difficult.

The dependency of Dmax on xinit implies:
when simulating clouds in the tropics, where
the mean drop mass is high, the use of a
high Dmax would yield good results in most
cases. In mid-latitudes, however, a smaller
Dmax should be chosen, as in general the
mean drop mass is lower.

The new parameterisation is computation-
ally more expensive than the existing param-
eterisations. However, in exchange, the pro-
posed parameterisation with a finite maximum
drop diameter is closest to the reference, when
comparing the results with existing parameter-
isations.

5 BIBLIOGRAPHY

K. V. Beard. Terminal velocity and shape of
cloud and precipitation drops aloft. J. Atmos.
Sci., 33(5):851–864, 1976.

E. R. Mansell. On sedimentation and advec-
tion in multi-moment bulk microphysics. J.
Atmos. Sci., 67:3084–3094, 2010.



J. A. Milbrandt and R. McTaggart-Cowan.
Sedimentation-induced errors in bulk micro-
physics schemes. J. Atmos. Sci., 67:3931–
3948, 2010.

J. A. Milbrandt and M. Yau. A multimoment
bulk microphysics parameterization. Part I:
Analysis of the role of the spectral shape pa-
rameter. J. Atmos. Sci., 62(9):3051 –3064,
2005.
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ABSTRACT 

The extent to which aerosol 

particles have affinity for water vapor is a 

property that depends on chemical 

composition and atmospheric parameters, 

such as availability of water vapor, and is 

known as hygroscopic growth factor. 

The size increase of aerosol 

particles resulting from water vapor uptake 

has important implications for the direct 

scattering of radiation and cloud droplets 

formation.  

We used a single-wavelength 

backscatter LIDAR (532 nm) and relative 

humidity profiles obtained by radio 

sounding to study the growth of particles 

over the Sao Paulo metropolitan region, 

Brazil, on 13 September 2011, under 

different conditions of water vapor. On this 

day we had an ocean breeze onset and 

cloud formation over the metropolitan 

area, potentially bringing marine aerosols 

and humidity from the Atlantic Ocean. In 

order to infer the hygroscopic growth 

factor, we developed a fitting model 

algorithm, already proposed in the 

literature, calculating the 20-minute 

average backscattering coefficient at 532 

nm during the breeze onset. We compared 

this average  backscattering values from 

various altitude levels to a reference 

backscattering at the lowest relative 

humidity level.  

Also, as a contrast to the Sao 

Paulo study, we used data from a Raman 

LIDAR (355 nm), to study the relation 

between the changes in backscatter with 

the changes in relative humidity over the 

metropolitan region of Washington D.C, 

United States. The values of water vapor 

mixing ratio and backscattering were 

determined using the Raman LIDAR 

instrument. For that purpose we used 

cloud caped days and clouds as point of 

reference, selecting periods with clouds 

and performing the calculations of 

changes in backscattering based on the 

water vapor mixing ratio and the relative 

humidity. Both results were compared. 

1. INTRODUCTION 1.1.    Hygroscopic Growth 



The size increase of aerosol due 

the water uptake is a property known as 

hygroscopic growth.  It depends on the 

chemical nature, size and shape of aerosol 

and on the water vapor availability and has 

important effects on direct radiation 

scattering (direct effect) and on indirect 

effects, related to the capacity of one 

aerosol population to work as CCN (cloud 

condensation nuclei to form cloud 

droplets).  Acting as a CCN is common in 

more hygroscopic aerosols[1,2]. As clouds 

contribute to the enhancement of the 

albedo from earth, the indirect effect leads 

to a radiative cooling of the global system. 

As discussed by Twomey [3], an increase 

in antropogenic sources of aerosol would 

increase the number of CCNs, leading to a 

higher cloud droplets number and 

consequently to more reflection of solar 

radiation by clouds. But, as shown by 

Wulfmeyer and Feingold [4], if these 

aerosols are non hygroscopic, the 

increase in their number would not mean 

more cloudiness and could even result in 

reduction of cloud droplets. For this 

reason, understanding the hygroscopic 

properties of aerosols is important in the 

determination and their relation to cloud 

formation and the radiative balance.  

LIDAR has several advantages 

over other methods on measuring 

hygroscopic growth.  Foremost, the fact 

that this remote sensing system is able to 

measure changes in backscattering under 

unperturbed atmospheric conditions, 

besides the fact that the range of 

measurements can be extended to very 

close to saturation.[5] The increase in the 

liquid water absorbed by particles leads to 

an increase of their size (hygroscopic 

growth) and also causes changes in the 

refractive index. Therefore, significant 

variations in the aerosol backscattering 

signal detected with a LIDAR are expected 

when changes in RH are observed. This is 

particularly true for high RH levels, where 

hygroscopic growth of aerosols is more 

pronounced.[6] 

In this work, we investigated and 

compare hygroscopic growth of aerosols 

over Washington, D.C., U.S, using data 

obtained from a Raman LIDAR operating 

at 355nm (Howard University Raman 

LIDAR - HURL), with data obtained with an 

elastic LIDAR over São Paulo, Brazil 

(IPEN – Nuclear And Energy Research 

Institute LIDAR) 

For this purpose, we selected 

backscattering and relative humidity data 

for one day of measurement during the 

DISCOVER-AQ experiment 

(www.nasa.gov/discover-aq/) in the US and 

one day of data obtained in São Paulo, 

aiming at evaluating differences in 

backscatter signal of aerosol population 

with changes in relative humidity at the two 

sites. 

1.2.    DISCOVER-AQ 

The DISCOVER-AQ project 

(Deriving Information on Surface 

Conditions from COlumn and VERtically 

Resolved Observations Relevant to Air 



Quality) is a collaboration between U.S. 

Environmental Protection Agency (EPA) 

and NASA aimed at improving satellite 

capability to interpret air quality conditions 

near the earth’s surface.  DISCOVER-AQ 

employs NASA aircraft to make series of 

flights with instruments on board to 

measure gaseous and particulate pollution 

in targeted metropolitan areas.  The 

research is expected to provide a greater 

understanding on how satellites can be 

used to understand pollutant 

concentrations and distributions near the 

earth’s surface.  The first segment of the 

project’s data collection ran from July 1-31 

(14 flights), when two NASA airplanes flew 

over the Baltimore-Washington Interstate-

95 corridor collecting data on ozone, 

nitrogen dioxide, formaldehyde, aerosols, 

and sulfur dioxide. 

1.3.    Howard University Raman Lidar 

A Raman Lidar system was 

developed at the Howard University 

Atmospheric Observatory in Beltsville, MD 

(HURL), to  provide  nighttime  and  

daytime  measurements of water vapor, 

aerosols, and cirrus clouds.  Signals at 

three wavelengths, the Rayleigh-Mie for 

aerosol scattering at 354.7 nm, Raman 

scattering for nitrogen at 386.7 nm, and 

water vapor at 407.5 nm are analyzed. 

The transmitter is a triple harmonic Nd: 

YAG solid state laser. The receiver is a 40 

cm Cassegrain telescope. 

1.4    The IPEN elastic LIDAR 

The elastic LIDAR system employed in 

this work, located at the Nuclear and 

Energy Research Institute (IPEN), in São 

Paulo, is a single-wavelength backscatter 

system pointing vertically to the zenith and 

operating in the coaxial mode. The light 

source is based on a commercial Nd:YAG 

laser (Brillant by Quantel SA) operating at 

the second harmonic frequency (SHF), 

532 nm, with a fixed repetition rate of 20 

Hz.  The emitted laser pulses have a 

divergence of less than 0.5 mrad after 

expansion.  A 30 cm diameter telescope 

(Focal length =1.5m) is used as receiver. 

The telescope’s field of view (FOV) is 

variable (0.5 mrad) by using a small 

diaphragm. The system is currently used 

with a fixed FOV of 1mrad, which permits 

a full overlap between the telescope FOV 

and the laser beam at heights around 

300m above the ground level. This FOV 

value, in accordance with the detection 

electronics, permits the probing of the 

atmosphere up to the free troposphere 

(12-15 km). The backscattered laser 

radiation is then sent to a photomultiplier 

tube (PMT) coupled to a narrowband (1nm 

FWHM) interference filter to assure the 

reduction of the solar background during 

daytime operation and to improve the 

signal-to-noise ratio (SNR) at altitudes 

greater than 3 km. The PMT output signal 

is recorded by a transient recorder in both 

analog and photoncounting mode. Data 

are averaged between 2 and 5 min and 

then summed up over a period of about 20 

min, with a spatial resolution of 3.75 m. [8] 



2. METHODOLOGY 

We choose 1 day from the 

DISCOVER-AQ data archive in which we 

could verify and characterize cloud cap 

using the LIDAR and data from 

radiosondes launched at the same site.  

The Raman LIDAR provided data for water 

vapor mixing ratio and aerosol scattering 

ratio, and the radiosondes data for 

temperature and pressure. 

 

Figure 1 – Aerosols Scattering Ratio for 18 

September 2011. It´s possible to see the 

cloud cap around 18UTC, at the top of the 

fast increasing of backscatter signal. 

 

Figure 2 – Water Vapor Mixing Ratio for 18 

September 2011. The cloud cap is 

possible to identify due the high noise 

above 1.2 km around 18UTC 

We selected 25 minutes data 

around the time when the radiosonde was 

launched, and calculated relative humidity 

using water vapor mixing ratio from LIDAR 

and temperature and pressure using 

radiosonde. The aerosol scattering ratio 

provided by the LIDAR was used to derive 

the backscattering in the same sample 

were the RH was calculated.  After 

obtaining the backscattering and the 

relative humidity, we calculated the 

hygroscopic growth factor, where is the 

backscattering value for aerosol subjected 

to a RH value higher than the reference 

one, and is a reference backscattering 

value for a chosen level of RH. In this work 

we used the particular value of of 42% 

for 07/18/2011 (data from Washington 

D.C.) and 72% for 09/13/2011 (data for 

São Paulo). Those reference levels were 

the lowest value of the relative humidity for 

the data studied.  In sequence, we fitted a 

curve to the data, in the form [7]: 

 (1) 

were a represents the total light scattering 

for the dry aerosol and b is a fitting 

parameter that can be used to describe 

the variation of the data set. 

For data obtained in São Paulo 

using an elastic LIDAR, we selected one 

day of Atlantic Ocean breeze onset over 

the metropolitan region, when we could 

verify also a cloud cap formation around 

22 UTC (09/13/2011). A radiosonde was 

launched at 00UTC in Campo de Marte 

Airport, 10 km away from the place where 

the LIDAR was located. 



 

Figure 3 – Evolution of the boundary layer 

for 09/13/2011 showing the breeze onset 

around 19 UTC and the cloud cap 

formation around 22 UTC 

 

Figure 4 – Relative humidity profile 

obtained by the radiosonde launched at 00 

UTC. It´s possible to see the increasing of 

the relative humidity with altitude from 0 to 

900 meters. 

For this Brazil data, we took three 

periods of twenty minutes each and 

calculated the hygroscopic growing factor 

using a lowest level of relative humidity of 

72% and taking the cloud base as the stop 

point. The results were fitted to the curve 

described by equation 1. As the 

radiosonde is launched 10 km far from the 

LIDAR and showed an increasing pattern 

of relative humidity in the altitudes of 

interest, we used an interpolation function 

to obtain the relative humidity at the same 

heights of the LIDAR. Also, we performed 

a simulation using BRAMS (Brazilian 

developments on the Regional 

Atmospheric Modelling System) to follow 

the trajectory of the air parcel coming from 

the Atlantic Ocean at the same time of the 

breeze onset over Sao Paulo (data not 

shown) [9]. The breeze is assumed to 

transport humidity and marine aerosols 

from the ocean, contributing for the cloud 

formation. 

3. RESULTS AND DICUSSION 

The results for the parameters a 

and b are shown in the figures 5 and 6.   

 

Figure 5 – Fitting curve for 09/13/2011 for 

the three periods considered for analysis. 

Data from São Paulo. 

 

Figure 6 – Fitting curve for 07/18/2011. 

Data from Washington, D.C. 

The highest point to be considered 

for 09/13/2011 was chosen using the 

images of the backscattering pattern for 



this day, combining with the relative 

humidity obtained by the radiosonde. The 

maximum RH in altitude for 09/13/2011 is 

95%, and then we have a ratio  . As 

the cloud cap formation is about 400m to 

500m from the ground, only few points 

could be used for analysis. With these few 

available points, we fixed the value of a 

equal to one and adjusted b, as done by 

Im [2]. 

As we consider only a few points 

above the cloud basis, it was difficult to 

conclusively derived the backscattering 

pattern. Thus, we used points when we 

had clear sky during the cloud period as 

reference point for Klett analysis. 

The highest point to be considered 

was chosen using the images of Aerosol 

Scattering Ratio for this 07/18/2011, and 

an algorithm to derive cloud base is 

needed and is still being constructed for 

these analysis, combining the relative 

humidity calculated from the water vapor 

mixing ratio and the peak in the 

backscattering. The maximum RH in 

altitude for 07/18/2011 is 78%, and then 

we have a ratio  . The adjustment for a 

and b were done without using a fixed 

value by a, as done by Tardif [7]. 

Im et al. [2] encountered, for one 

experiment made in western North 

Carolina, the values for b to be equal to 

0.38 0.03 with an R2=0.94 for polluted 

continental air masses, 0.37 0.05 with 

an R2 = 0.84 for continental air masses, 

and 0.38 0.05 with an R2 = 0.85 for 

marine air masses and the hygroscopic 

growth factor was calculated to be 1.61 for 

polluted continental air masses, 1.61 for 

marine air masses, and 1.59 for 

continental air masses, indicating that the 

hygroscopic growth factor is nearly 

constant for the three different air masses 

unlike our values here. They used a ratio 

from  in their work, maintaining a 

constant and equal to 1 [7]. Our results 

showed agreement with the results found 

by Im. The differences between the two 

places considered, São Paulo and 

Washington D.C. may be due to the 

distance from the radisonde to the LIDAR 

place in São Paulo, implying in data 

collected from different air parcels. But 

even if the radiosondes were lauched at 

the LIDAR site, differences are expected 

because of variations of the aerosol 

population. 

Further developments of this work 

include, besides the algorithm to retrieve 

cloud base, error analysis, modeling of the 

origins of aerosol population and 

comparisons of lidar data to data obtained 

from other instruments. 
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ABSTRACT: A laboratory simulation 

experiment to study the spontaneous breakup 
of distilled and polluted water drops 
suspended  in horizontal electric field of 0, 
100, 300, 500 kV m-1 has been performed in a 
small vertical wind tunnel. Water drops are 
formed from distilled water and from 100 ppm 
solution of ammonium sulphate and 
potassium nitrate. Results show that the life 
time of the suspended water drops decreases 
with the increase in electric field. The 
decrease in life time is sharper when the 
water drops are polluted. Water drops formed 
from both distilled and polluted water become 
more oblate as the electric field is increased. 
The results have been interpreted in terms of 
enhanced instability of water drops due to 
dramatic increase in the conductivity of water 
drops when pollutants are added in the 
distilled water. The changes in surface 
tension, viscosity and hydro-dynamics of the 
water drop due to addition of pollutants in 
them are also discussed. Significance of the 
results is discussed in view of the possible 
modification of drop size distribution and 
consequent growth of raindrops and lightning 
activity due to the combined effect of 
pollutants and electrical forces in clouds 
formed over big cities. 

1. INTRODUCTION 

   Spontaneous breakup of raindrops is an 
important process in the evolution of drop 
spectra and development of precipitation by 
collision–coalescence processes in 
convective clouds. Langmuir [1948] first 
proposed the formation of rain in warm cloud 
by a chain reaction i.e. fragmentation of large 
drops due to aerodynamic breakup and 
growth of smaller drops by collision-
coalescence which determines drop size 
distribution of raindrop in convective clouds. 
Since then many experimental and theoretical 
studies showed the importance of the 
raindrop breakup in evolution of their size 
distribution. The overwhelming cause of drop 
breakup which governs the drop evolution in 

larger size range is collision with smaller 
droplets [McTaggart–Cowan and List, 1975 b; 
Low and List,1982a, b; Feingold et al., 1988]. 
However, discussing the relative importance 
of spontaneous breakup of raindrops,  
Blanchard [1949]; Komabayasi [1964]; Beard 
and Pruppacher [1969]; Reisin et al.[1998] 
showed that it restricts the formation of giant 
drops with diameter > 4mm. Recently, 
Villermaux and Bossa [2009] described the 
breakup of large single drops (d > 6mm) with 
a laboratory demonstration of bag breakup. 
Moreover, in a model, they proposed the 
importance of spontaneous breakup than that 
of the collisional breakup as the time scale for 
distortion and spontaneous breakup for a 
single drop is much shorter than the typical 
collision time between the drops. In addition 
to spontaneous breakup and collisional 
breakup, the third conceivable cause for the 
drop breakup is the strong electrical forces 
present in thunderclouds [Latham, 1965; 
Richards & Dawson, 1971; Levine, 1971; 
Kamra et al., 1991, 1993; Coquillat et al., 
2003, Bhalwankar and Kamra, 2007]. 
   In most of the previous theoretical and 
experimental studies pure water has been 
considered to form the drops. In recent 
decades, however, impact of anthropogenic 
aerosols on cloud microphysical processes 
have become increasingly important as these 
aerosols pollute the raindrops in clouds either 
by nucleation or scavenging processes. 
Incidences of acid rain in big cities show a 
great impact of pollutants on cloud and 
raindrops. Further, analysis of rain water and 
cloud water samples show that there are 
several chemical compounds in the rain water 
and their concentrations vary over many 
orders of magnitude. [Huff and 
Changnon,1973; Pruppacher and Klett, 2000].  
The polluted water drops and strong electric 
fields coexist in the thunderstorms which 
develop over big cities. Thus, the change in 
surface tension, viscosity, density and 
electrical conductivity of polluted drops will 
significantly affect the collision-coalescence 



and breakup mechanisms which in turn 
influence the formation of rain in 
thunderclouds [Boussaton et al., 2005; 
Bhalwankar and Kamra, 2009]. Moreover, 
recently it has been suggested by many 
investigators that presence of these polluted 
drops in thunderclouds not only modify the 
size distribution of raindrops but also 
influence the occurrence and nature of the 
lightning activities over cities [Westcott,1995; 
Steiger et al., 2002].  
   The present work extends our earlier results 
to include the effect of pollutants on breakup 
of water drops in presence of horizontal 
electric fields.  We present here, results of 
laboratory simulation experiments performed 
in a small vertical wind tunnel to study the 
combined effect of pollutants and horizontal 
electric field on the probability of breakup of 
large drops.  

2. EXPERIMENTAL PROCEDURE 

    Experiments were conducted in a small, 
low turbulence vertical wind tunnel by 
suspending the uncharged water drops of 
known volume [Kamra et al., 1991,1993]. 
Water drops of equivalent diameter of 6.6 mm 
are freely suspended in a velocity well 
created in the airflow. The details of 
measurements and profiles of the vertical 
velocity and intensity of turbulence in the 
tunnel are reported earlier by Kamra et al. 
[1991]. These measurements show that even 
in presence of electrodes, the turbulence level 
in the center of test section where drops are 
suspended is less than 0.8 %.  
   Uncharged water drops of 6.6 mm diameter 
formed from distilled water and 100 ppm 
solution of ammonium sulphate /potassium 
nitrate were suspended in the wind tunnel in 
presence /absence of electric fields of 0, 100, 
300 and 500 kV m-1. The values of surface 
tension, viscosity and density of the solution 
at 200C for sulphate/nitrate solution, 
interpolated from tables (Lange and Forker, 
1967) show an increasing trend than that of 
distilled water. However, the electrical 
conductivity of solutions of ammonium 
sulphate /potassium nitrate measured by a 
conductivity meter is 149 µS cm-1 and 110.6 
µS cm-1 which is higher by 2 order of 

magnitude than that of distilled water which is 
1.10 µS cm-1.  
   To generate horizontal electric field, two flat, 
circular, aluminium electrodes of 15 cm 
diameter with edges suitably rounded are 
mounted vertically above the test section. 
Detailed description of the experimental 
arrangement is given in Kamra et al.[1993]. 
These two electrodes are separated by 12 cm 
distance.  So by raising one of the electrode 
to 60 kV, an electric field of up to 500 kV m-1 
can be generated without any measurable 
corona from the electrodes.  

3.  EXPERIMENTAL RESULTS 

 A.   LIFE TIME OF DROPS 

   Raindrops break up immediately after they 
attain a critical size. The stability and the 
critical size for break up of the falling drop is 
determined by the surface tension, 
hydrostatic,  aerodynamic and  electrostatic 
forces and the  forces due to drop’s internal 
circulations. Level of turbulence in the airflow 
also influences the value of critical diameter 
at which spontaneous breakup is initiated. It 
has been observed that the uncharged water 
drops of < 6.6 mm diameter do not break up 
in our wind tunnel [Kamra et al.,1991]. In the 
present experiment, we take only uncharged 
water drop of 6.6 mm diameter. These drops 
were formed from distilled water as well as 
aqueous solution of sulphate /nitrate salts. 
Drops were suspended between the two 
electrodes placed vertically above the test 
section and then the electric field was quickly 
raised to a desired value within 2 to 3 sec. 
The time interval from raising the electric field 
to the spontaneous breakup was measured 
with a stop watch. The idea of spontaneous 
breakup of large drops was taken from the 
concept of disintegration of radioactive matter 
due to its random nature. Therefore, the time 
period from the suspension to breakup of a 
drop was termed as lifetime of the drop as 
defined by Komabayasi et al. [1964] and in 
our earlier experiment [ Kamra et al., 1991]. 
The lifetime of individual drop was different 
even when the size of the drop, electric field 
value and the solution are same. 10 drops of 
distilled water and each solution were 
suspended in horizontal electric fields of 0, 



100, 300 and 500 kV m-1 and the life time of 
individual drop was measured.  
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Figure 1.Number of water drops surviving 

spontaneous breakup at different times when 
drops are formed    from distilled   water and 
aqueous solution of sulphate /nitrate salt and 
suspended in different horizontal electric fields 

 
    Figures 1 shows the number of drops 
surviving without breakup at a particular time 
for drops of 6.6 mm diameter formed from 
distilled and polluted water drops (aqueous 
solution of sulphate and nitrate salts) 
suspended in presence of horizontal electric 
fields of 0, 100, 300 and 500 kV m-1.  Figure 1 
shows that lifetime of drops decreases as 
electric field increased from 0 to 500 kV m-1  
In the absence of electric field, the data for 
both polluted and  distilled water show that 
some of the drops can be suspended for 
relatively much longer times giving rise to a 
tail in the curve. This tail is not observed 
when the drops are suspended in horizontal 
electric fields. Results show sharp decrease 
in number of surviving drops when they are 
suspended in high electric field region i.e. 500 
kV m-1. Figure 1 also shows the effect of 
pollutants on their lifetime. In all electric field 
values, lifetime of the drops formed from 
sulphate/nitrate solution is less than those 
formed from distilled water. However, with 
increase in electric field, lifetime of the 
polluted drops decreases sharply and the 
difference between the lifetime of drops 
formed from sulphate and nitrate solution 
decreases. Thus, the combined effect of 

chemical impurities and electrical forces in 
polluted drops feedback each other for drop 
break up to occur more readily than that of 
unpolluted drops.  
 
B.  HALF LIFE OF THE DROPS 
 

   As in case of radioactive matter, the 
spontaneous breakup of water drops is 
considered as a random phenomenon. Thus, 
the time at which the number of surviving 
drops remains half of the initial number can 
be termed as half-life of the drop. Figure 2 
shows half-life for drops of distilled water as 
well as polluted solution of 6.6 mm diameter 
in different electric fields. The half-life of the 
drop decreases with the increase in the 
electric field values from 0 to 500 kV m-1 and 
with the addition of pollutants. This shows that 
conductivity, density, surface tension forces 
due to addition of pollutants and the electrical 
forces play an important role in destabilizing 
the water drops. The difference between the 
half life of the drops with distilled water and 
pollutants reduces as electric field increases. 
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  Figure 2. Half-life of drops formed from distilled 

water and aqueous solution of sulphate / nitrate 
salt suspended  in different horizontal electric 
fields. 

 
 
 
 



4. DISCUSSION 
 
   With the increase in drop diameter, there is 
gradual increase in the instability of the drop 
and after attaining a critical size, drops 
become hydrdynamically unstable and break 
up in smaller fragments. However, raindrops 
in thunderstorms which develop over big 
cities, industrial area are polluted with 
chemical impurities and also located in high 
electric fields. Results of our laboratory 
experiment show that in addition to 
spontaneous and collisional breakup, the 
breakup of polluted drops due to the electrical 
forces may be important in thunderstorms.  
    Addition of inorganic salts in water drops 
increases the surface tension, viscosity, 
density, and electrical conductivity of water 
[Pruppacher and Klett, 2000] and the forces 
due to these modified parameters interact in a 
complex way to determine the equilibrium 
shape of the drop. Change in electrical 
conductivity is likely to play an important role 
in distorting the drop. Salts added in water get 
dissolved in it and their dissociation in water 
produces cations and anions. In presence of 
horizontal electric fields these ions get 
attracted towards positive or negative 
electrodes. The enhanced distortion of 
polluted drops with horizontal electric field is 
the combined effect of the enhanced induced 
charges on the surface of water drops and the 
attraction of cations and anions along the 
direction of electric field. Enhancement in 
drops distortion is more in higher horizontal 
electric fields since the electrical forces due to 
induced charges on the drop and acting on 
anions and cations are proportional to the 
square of the electric field. The effect of 
horizontal electric field will be to make it more 
oblate and to increase the probability of its 
breakup in electric field. The systematic 
decrease in half life of the drops with increase 
in electric field and with addition of salts 
observed in our experiments, are in 
accordance with such effects.  The enhanced 
breakup of drops will narrow down the drop 
size distribution in regions of horizontal 
electric field in clouds as also concluded by 
Bhalwankar and Kamra [2007].  The 

enhanced drop distortion will increase the 
probability of corona discharge from drop 

which may initiate the lightning discharge 
inside the clouds formed over polluted cities.  
  
5.  CONCLUSIONS 
 
  Our observations of the breakup  of water 
drops suspended in a vertical wind tunnel 
shows that probability of drop breakup 
increases with increase in horizontal electric 
field and addition of inorganic salts. The 
observed changes in drop’s instability are 
likely to be a consequence of the enhanced 
electrical conductivity of the water polluted 
with sulphate/nitrate salts. The results are 
significantly important in interpreting the 
modification of the size distribution, rate of 
growth of raindrop and lightning activity in the 
clouds formed over big cities. Analysis of 
breakup characteristics of drops with high 
speed photography revealing more details of 
the drop breakup will certainly improve our 
knowledge of the phenomenon.  
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1.INTRODUCTION  
 

Cloud mergers become the subject of 
numerous observational and numerical modeling 
studies (Dennis et al, 1970, Westcott, 1984, 
Farley, 1987, Cheng and Rogers, 1988). 
Cumulus (Cu) merging is a complex dynamical 
and microphysical process in which two 
convective cells merge into a single cell.  
Previous radar observations and numerical 
simulations show a substantial increase in the 
maximum area, maximum echo top and 
maximum reflectivity as a result of the merging 
process (e.g., Simpson and Woodley 1971; 
Changnon 1976; Wiggert et al. 1981; Woodley et 
al. 1982; Turpeinen , 1982, Krauss et al. 2007a,b,  
Krauss et al. 2011b,c,d, Sinkevich et al. 2009).  
In Florida, Simpson et al. (1980) noted that the 
merging of two moderate-sized cumulonimbus 
(Cb) produced a ten to twenty-fold increase of 
rainfall, and that merged cells were responsible 
for 86% of the rainfall over the area even though 
90% of the cells were unmerged. Case studies of 
seeding experiments carried out in Russia, using 
aircraft data and numerical modeling, showed 
that seeding of feeder clouds can impact Cb 
development (Dovgaljuk et. al 1990, Sinkevich 
2001).  Krauss et al. (2010) attempted to 
evaluate the precipitation enhancement by cloud 
seeding in southwest Saudi Arabia, however, the 
results were complicated by several cloud 
mergers that dominated the results. 

Although the qualitative aspects of merging 
have been well-documented, the quantitative 
effects on stom properties remains less defined. 
Most of the mentioned investigations deal with a 
few case studies, therefore, a statistical 
assessment of changes in storm characteristics 
due to merging is of high importance.  Further 
investigation into the effects of cloud merging 
provided the motivation for this study. 

The main objective of this study is to 
investigate in a statistical manner the changes in 
storm characteristics derived from radar 
measurements before and after merging takes 
place.   

 
2.  BRIEF CLIMATOLOGY OF THE STUDY 
REGION and TYPICAL METEOROLOGICAL 
CONDITIONS 

 
Measurements were carried out in Asir region 

of the Kingdom of Saudi Arabia (KSA). The Asir 
(southwest) region receives annual rainfall > 300 

mm, primarily due to the interaction of the nearby 
escarpment and the advection of warm, humid 
conditionally unstable air in the lower 
atmospheric layer from the Red Sea, a trough of 
low pressure in Sudan, and the extension of the 
Indian monsoon low centered over Asia 
(Abdullah and Al-Mazroui, 1998, Ghulam, A.S., 
2007).  The precipitation in summer has a strong 
diurnal cycle due to a sea breeze circulation from 
the Red Sea and the rapidly rising terrain of the 
escarpment.  The escarpment consists of a 
rugged western face with mountains exceeding 
2,400 meters in several places with some peaks 
topping 3,000 meters to the west of Abha. The 
rugged western face of the escarpment drops 
steeply to a coastal plain along the Red Sea. For 
this study, thunderstorms were analyzed during 
June to September 2008.  A total of 68 cases 
involving merging were investigated.   

A typical atmospheric sounding at Abha during 
summer time is shown in Fig. 1.  As in most 
cases, a parcel of air at the surface with 
temperature 27 C and dew point 17 C, produces 
a lifted condensation level (cloud base) at 3.35 
km MSL with temperature 14.7 C, and convective 
available potential energy (CAPE) of 4306 J/kg.    
 

 

Fig. 1.  A typical SKEWT vertical profile of 
temperature, humidity, and wind at Abha on July 
4, 2008 at 12UTC (1500 local time).  The shading 
represents a CAPE of  4306 J/kg.  Cloud base is 
at 3.35 km and 14.7 C. 
 

The typical atmosphere is conditionally unstable.  
It is usually very dry above approximately 6 km 
MSL due to the presence of a quasi-stationary 
sub-tropical High above 400 hPa.  The upper 
winds are prevailing easterlies above 500 hPa.  
An afternoon southwesterly or westerly wind in 
the lower atmosphere below 3 to 4 km MSL 
forms due to a sea breeze circulation between 
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the Red Sea and the escarpment.  The sea 
breeze increases the humidity in the lower 
atmosphere and releases the instability, causing 
tall cumulonimbus clouds to form along the 
escarpment.  All the clouds in this study formed 
by this process. 

CAPE values were computed using the 12UTC 
sounding from Abha (WMO station OEAB) for the 
31 days of this study.  The mean CAPE was 
4969 J/kg and the standard-deviation was 1383 
J/kg.  The median value was 4864 J/kg.  The 
minimum and maximum CAPE values were 1916 
J/kg and 7264 J/kg respectively.  Only 10% of the 
cases had CAPE less than 3000 J/kg.  Large 
CAPE and an extremely unstable atmosphere 
are characteristics of days with storm mergers in 
this study.  The directional and speed wind shear 
with altitude contributes to the formation of long-
lived storms and the possibility to form hail 
(Marwitz, 1972; Bibilashvili et al, 1981).  Hail is a 
common phenomena during the summer in the 
Asir region.   

3.  WEATHER RADAR CHARACTERISTICS 

 
The radar used in this study is located at Abha 

(18.2286o N, 42.6607 o E, elevation 2105 m).  It is 
a C-band (5.35 cm wavelength) radar, 
manufactured by Gematronik.  The nominal 
output power is 250 kW and the beam width is 
0.9 deg.  The minimum detectable signal equals 
approximately 0 dBZ at 100-km.  The radar was 
operated 24 hr per day during the operational 
period. A complete volume scan was performed 
every 5 min.  

The radar data for this study was processed 
using the software system called TITAN 
(Thunderstorm, Identification, Tracking, Analysis 
and Nowcasting).  TITAN was set to objectively 
identify and track cells defined by radar 
reflectivity >30 dBZ, with volume >10 km3, above 
2 km MSL.  

A “Storm” is defined as a thunderstorm that 
persisted for a long time (typically more than 1 
hour), produced a TITAN radar cell and merged 
with a new developing cell (feeder).  A “Feeder” 
is defined as a cumulus–congestus cloud that 
developed nearby a larger storm, existed less 
time than a storm, formed a TITAN radar cell, 
and then merged with another, pre-existing larger 
storm. Both storms and feeders formed TITAN 
cells in this study, and only the merging 
processes of these types of cells were under 
consideration.  Only one feeder merged in the 
cases analyzed in this study.  

The following radar derived characteristics 
were analyzed in this paper: precipitation flux 
(Pflux), cell top height, cell mass, maximum radar 
reflectivity (Zmax), and height of maximum 
reflectivity.   

All of the mentioned data was obtained 
according to the following radar scans: “zero” 

time is defined as the time of the scan just before 
the merging took place.  Two scans were 
analyzed prior to “zero” time i.e.; -5 and -10 min; 
and 4 scans were analyzed after merging took 
place i.e., 5 min (first scan after merging), and 
the following +10, +15, +20 min).  This procedure 
allowed the possibility to study the storm 
evolution or dynamics.  If any additional merging 
or splitting took place during these scans the data 
from these scans was omitted.  The same radar 
characteristics were analyzed for the feeder 
clouds, but only one scan just prior to merging is 
discussed.  

 
4. EXAMPLES OF MERGING 
 
Figure 2 is presented to illustrate merging 

process which took place on September 6 2008  
70 km west of Abha. Vertical cross sections of 
the investigated storm for 4 time periods are 
presented. Relative time in accordance with our 
definition is also presented in the Figure. Feeder 
cloud is located at the right part of the Figure (0 
min). Storm is rather developed cloud with a top 
at 16 km. Feeder cloud is still developing but high 
reflectivity region can be fixed near 7 km high.  
Cloud bridge with 40dBZ reflectivity is located at 
a rather low high between merging clouds (10 
min). Next figure (20 min) illustrates final stage of 
merging when supercell Cb appeared. The last 
figure shows further vertical development of new 
formed Cb when cloud top reached 16 km. Some 
of the large particles which were formed during 
storm development had chances to be 
transferred to the new merged Cb and to 
continue their growth in this new developing 
cloud, this can be an important mechanism for 
precipitation and hail development.  

  
11:55  (0min) 12:15  (20 min) 

  
12:05  (10 min) 12:20 (25min) 

Fig.2. Vertical radar cross section (west-east) 
of the investigated clouds during merging for 4 
time periods (6 September  2008 ) 

Satellite data can also contribute significantly 
to our understanding of the physical processes 
which take place during clouds merging. Figure 3 
presents serious of images obtained and derived 



from Meteosat measurements. A case study, 
when merging between several cells took place, 
on July 4 2008 was analyzed in details by  
Krauss, et al. 2011a. 3-D images are presented 
in the first column. Infrared atmospheric window 
channel centered near 10.8 μ was used to build 
3-D images of the investigated clouds. A vertical 
axes is a pixel temperature (less than -40C). 
Cloud images obtained with a high resolution 
visual channel of Meteosat 9 are presented in the 
second column. Cb2 –storm and Cb3 – feeder 
clouds were under consideration in this case 
study.  Cb2 – long living storm started to decay, 
at the same time Cb3 – a new growing cell 
developed significantly near the main cell, 
merging took place and a new supercell 
appeared (Cb2 -15 min).  

 

 

-15 min -15 min 

 

0 min 0 min 

 
15 min 15 min 

Fig3. 3D cloud images (left column, vertical 
axes – temperature, horizontal axes-km) and 
images obtained with a high resolution visual 
channel of Meteosat 9 (right column) 

 

5. DATA ANALYSIS 

5.1 Storm and Feeder Cloud General 
Characteristics 

A statistical summary of storm characteristics is 
given in Table 1, calculated from the 3 radar 
scans before merging, plus 4 scans after merging 
when the data were available.  The time period 
for these characteristics is 35 min for a maximum 
of 7 radar scans.  The storm data set consists of 
the TITAN software processing of 417 scans.  
The storm data set always included one scan 
before the merging and one scan after the 
merging.  However, if secondary splits or 
mergers occurred within 3 scans, then those data 
were excluded.   

A statistical summary of characteristics of the 
associated feeder cells, using the single time-
scan just before merging, is given in Table 2.  
There were 68 scans with feeder cloud 
characteristics.   

 
Table 1:  Statistical characteristics of the 
investigated storms (calculated from the 3 radar 
scans before merging, plus 4 scans after merging.  
The time period is 35 min for 7 radar scans.  

Storms N Mean Median Maximum 
Top (km) 417 13.5 14.1 18.6 

ZMax (dBZ) 417 54.4 56.5 64.5 
Mass (ktons) 417 1268 707 10068 

Ht of max 
dBZ (km) 

417 5.8 5.5 10.7 

Precip flux 
(m3/s) 

417 1428 980 8034 

 
Table 2:  Statistical characteristics of the 
investigated feeders (at the time just before 
merging) 

Feeders N Mean Median Maximum
Top (km) 68 10.4 9.6 17.8 

ZMax (dBZ) 68 46.4 46.1 61.5 
Mass (ktons) 68 173 51.1 1314 

Ht of max 
dBZ (km) 

68 6.1 6.2 13.7 

Precip flux 
(m3/s) 

68 249 86 2047 

 
 

Storm Zmax was rather high.  The median 
Zmax was 56.5 dBZ, and the maximum Zmax 
was 64.5 dBZ.  Feeder cells had lower values of 
Zmax; the median was 46.1 dBZ and the 
maximum was 61.5dBZ.  The height of maximum 
reflectivity was similar for both groups and the 
mean and median values were located at 5.5 and 
6.3 km respectively. 

The median Pflux for storms (980 m3/s) was 
approximately an order of magnitude greater than 
the Pflux produced by feeder cells (86 m3/s).  The 
significant difference between storm and feeder 



Pflux is illustrated in the probability plot shown in 
Fig 4.   

The cell top heights of the investigated storms 
ranged between 6.6 and 18.6 km.  The mean cell 
top height was 13.5 km.  Cell tops were >10 km 
in 85% of the analyzed cases.  The maximum 
values of cloud top heights could be 
overestimated due to the presence of high 
reflectivity cores in the storms and the effects of 
antenna beam side lobes as discussed by Krauss, 
et al. (2011b).  Some of the feeder cells were 
also rather intense clouds, with maximum top 
height equal to 17.8 km.  Some feeder cells 
developed significantly during the period of 
observation, but they were smaller than storms 
on average.  The mean feeder cell top height was 
10.4 km.  The feeder cell tops did not exceed 12 
km in 72% of cases, and the median top height 
was 9.6 km.  
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Figure 4:  The probability plot of precipitation flux 
(Pflux) for 417 storm observations and 68 feeder 
cell observations. 
 

The mass of the investigated storms was 
significantly bigger than that of feeder cells.  
Mean storm mass was equal to 1268 ktons and 
mean feeder cell mass was 173 ktons.  

5.2 Time Dependence of Storm Characteristics 

 
Changes in storm characteristics before and 

after merging of the feeder cells were 
investigated.  A statistical summary of the storm 
parameters as a function of time is given in Table 
3.    
The biggest changes as a result of merging were 
observed with Pflux, Mass, and Zmax.  It is 
reasonable to expect the mass to increase 
significantly as two clouds merge, and this was 
found to be the case. The mean storm mass 
increased from 938 ktons to 1375 ktons (147% 
change) and the median storm mass increased 
from 385 to 801 ktons (208% change).  
Precipitation flux was stable during the 3 scans 
prior to merging (median was equal to ~475 m3/s).  
The Pflux increased to 1047 m3/s (212% change) 
5 min after merging, and increased up to 1446 

m3/s (an additional 138% change) at 10 minutes 
after merging.   
 
Table 3:  Mean and median values of the storm 
characteristics as a function of time.  Time Zero 
refers to the radar scan just before merging.  The 
merging of a feeder cell is included in the radar 
scan at Time = 5 min. 

Time 
(min)

Top 
(km), 
mean 

Zmax 
(dBZ), 
mean 

Mass 
(ktons), 
mean 

Ht of 
MaxZ 
(km), 
mean 

Precip 
flux 

(m3/s), 
mean 

-10 11.8 50.4 732.6 5.7 898.9 
-5 12.1 50.9 684.3 5.8 819.6 
0 13.0 53.0 938.4 5.8 1071.3 
5 14.0 56.1 1375.0 6.0 1584.8 
10 14.4 56.9 1624.1 6.0 1816.0 
15 14.4 56.7 1702.9 5.4 1860.0 
20 14.4 56.0 1747.6 5.5 1858.6 
 

Time 
(min)

Top 
(km)

, 
medi
an 

Zmax 
(dBZ), 
media

n 

Mass 
(ktons), 
median 

Ht of 
MaxZ 
(km), 

median 

Precip flux 
(m3/s), 
median 

-10 11.5 55.1 325.3 5.5 476.7 
-5 11.8 53.2 237.9 6.2 450.6 
0 13.3 53.6 385.5 6.2 495.1 
5 14.1 56.4 801.2 6.2 1047.4 

10 14.8 57.8 1091.1 5.5 1446.5 
15 14.8 57.6 981.8 5.5 1363.0 
20 14.8 57.8 1032.8 5.5 1334.5 

 
The median Zmax showed some increase after 

merging took place. It decreased in the period -
10 to 0 minute, but increased during 5-10 min 
after merging. The increase was equal to 4.2 dBZ.  
The height of maximum reflectivity (mean and 
median) was stable during -5 to +5 min and 
started to decrease later, which is consistent with 
the rainfall descending in the cloud and falling 
from the base of the cloud.   

The data also show that there was some 
increase in the height of storms tops with time. 
The mean and median values of Top height 
increased significantly during the period of -5 to 
+10 min (from 12km up to ~15 km), then they 
stabilized.  On average, clouds started to grow 
before merging and finished 10 minutes after 
merging. 

6.  DISCUSSION AND CONCLUSIONS 

 
This study has documented the radar derived 

characteristics of cumulonimbus clouds during 
merging with feeder cells over the Asir region of 



southwest Saudi Arabia.  The period analyzed 
was June to September 2008.  A total of 68 
cases of merging were investigated on 31 days.   
The atmospheric thermo-dynamics 
characteristics, observed for the days with 
merging, were studied.  The storms were 
observed when CAPE had very large values.  
CAPE (mean and median) equaled 4800-4900 
J/kg respectively. On 90% of the days, CAPE 
exceeded 3000 J/kg when merging was observed.  
A statistical summary of the storm observations 
was presented and discussed. Storms tops 
exceeded 10 km in 85% of the analyzed cases. 
Storm maximum reflectivity was rather high at 65 
dBZ.  Feeders had smaller values of reflectivity; 
the maximum was 61 dBZ.  Precipitation flux for 
storms exceeded several times the precipitation 
flux produced by feeders.  The mean Pflux for 
storms was 1428 m3/s, and 249 m3/s for feeders.  

A method to study the merging process was 
developed; it was based on statistical analysis of 
storm characteristics prior to and after merging. 
Such an approach provided the possibility to 
derive changes in cloud characteristics and to 
filter them from trends which were the result of 
cloud development.  It also provided the 
possibility to quantify changes in storm 
characteristics due to merging.  

It was confirmed that merging has a strong 
effect on storm development.  The data analysis 
shows that an increase in the median of the 
distribution of maximum reflectivity was observed 
just after merging and was equal to 4.2 dBZ.  The 
storm mass and precipitation flux also increased 
significantly.  The median mass increased from 
385 to 1091 ktons (283%), and Pflux increased 
from ~475 m3/s to ~1400 m3/s  (290%).  
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1. INTRODUCTION 

 

In a photovoltaic (PV) system, a pow-

er production of PV is dependent on a 

weather condition. A forecast of meteor-

ological elements, which have a large 

variability in both the temporal and spatial 

scales, is necessary for the forecast of 

PV power production and stabilization of 

an electric power system with other pow-

er generation systems. 

Recently, forecasts of PV power pro-

duction using an engineering model 

based on the Japan Meteorological 

Agency (JMA) mesoscale numerical 

model (MSM; e.g., Saito et al. 2007) grid 

point value (GPV) data sets has been 

also studied (Fosenca Jr et al. 2011). In 

their study, the indirect meteorological 

elements are used as an input data to 

their engineering model to forecast the 

surface downward shortwave radiation 

(DSW) and/or PV power production. 

However, the more accurate forecast of 

PV power production used the DSW 

forecast by MSM has been expected. 

To forecast the PV power production for 

one-day ahead (next day) using the DSW 

forecast outputs of MSM, it is necessary 

to understand the forecast accuracy of 

the DSW forecast  based on the 

ground-observed DSW data sets. JMA 

have investigated the forecast errors of 

DSW forecast  for the whole area 

around the Japan Islands using the sur-

face observed DSW data during the three 

years (from spring 2004 to autumn 2007), 

and reported that the DSW forecast  

tend to have the negative bias for sum-

mer  (Nagasawa, 2006, 2008).  

In this study, regional characteristics 

of forecast errors of DSW in JMA MSM 

forecast are investigated based on the 

ground-observed solar irradiance data 

sets at the whole stations of JMA. Fur-

thermore, this study investigate that what 

kind of cloud types could be observed 

when the forecast errors of the DSW 

forecast by MSM is large. 

 



 

 

 

 

Fig. 1. (a) Map of the area over the 
whole Japan. The red squares indicate 
JMA operational observation stations 
(a total of 52 stations) in Japan.  

 

2.  SOLAR IRRADICANCE DATA 

 

Solar irradiance (i.e., DSW), which 

observed at JMA operational meteoro-

logical observational stations in Japan (a 

total 52 stations), has been measured 

with a pyranometer (Kipp & Zonen CM3 

and CM21 or EIKO MS62). At Tsukuba 

station, the direct and diffuse solar irra-

diances were measured from the direct 

sunlight measurement with a pyrheliom-

eter (Kipp & Zonen CH1) and a pyra-

nometer (Kipp & Zonen CM21) shaded 

with an automatically sun-tracking 

shadowing-disk to avoid the direct solar 

beam. The total component of the solar 

irradiance (i.e., DSW) was determined by 

the sum of direct and diffuse solar irradi-

ances. Hourly averaged DSW are rec-

orded in an archive. The locations of 

ground observation stations in Japan are 

shown in Figure 1. 

At these JMA stations, cleaning of a 

glass dome of the pyranometers has 

been routinely conducted by a feather 

brush and a soft cloth to remove dust, 

drops of dew, ice (snow) particles etc., 

since an accuracy of the measurements 

may be greatly affected by these dusts. 

Data during the period including a thun-

derbolt or the maintenance of observa-

tional equipment was removed. Surface 

observed DSW data was used in this 

analysis to validate the DSW forecast, 

since the observed DSW data sets 

measured and calibrated by JMA has the 

highest quality data sets in Japan. 

 

3. NUMERICAL MODEL 

 

The model domain of MSM is a region 

surrounding the Japan Islands and its 

domain size is 3600 km × 2900 km × 21.8 

km in the x, y, and z directions, respec-

tively. The horizontal grid spacing is 5km. 

For its initial condition, a four-dimensional 

variational data assimilation analysis is 

given in MSM. Lateral boundary condition 

is supplied by JMA global spectral model 

(GSM) whose horizontal resolution is 20 

km. MSM is run every three hours (8 

times per day). Four forecasts per day of 

MSM are 15 or 33 h forecasts (the local 

standard time in Japan; LST = UTC + 9 

hours). To forecast the PV power produc-

tion for one-day ahead, the relative large 

forecast outputs (33 h forecast) in MSM is 



 

 

useful for the forecast. Thus, the results 

of 33 h forecast in MSM were used in this 

analysis. The period from 2008 to 2010 is 

selected in our analysis. 

The substantial horizontal grid size of 

radiative transfer process is 10 km to re-

duce the calculation cost. The radiative 

transfer calculations are conducted with a 

time interval of 15 minutes. Shortwave 

radiative transfer scheme in MSM is 

based on the 22-band model which in-

cludes the parameterizations of optical 

absorptions of Briegleb (1992) for water 

vapor and Freidenreich and Ramaswamy 

(1999) and cloud optical parameters 

(Slingo, 1989; Briegleb 1992; Ebert and 

Curry, 1992; Freidenreich and 

Ramaswamy 1999;). As for the calcula-

tion of the radiative transfer processes, a 

sub-grid scale condensation scheme 

proposed by Sommeria and Deardorff 

(1977) is also introduced in MSM in order 

to treat the effect of the sub-grid scale 

clouds. 

 

4. RESULTS 

 

4.1. REGIONAL CHARACTERISTICS 

OF FORECAST ERRORS OF DSW 

FORECAST 

 

A regional characteristic of forecast 

errors of an accumulated daily DSW were 

investigated. Here the Japan islands area 

divided into six rough climatic regions in 

this study. Figure 2a shows the compari-

son between the DSW forecast and the 

observed for the winter (January) of 2010 

for Sapporo, Sendai, Tsukuba, Nagoya, 

Fukuoka and Ishigakijima, respectively. In 

the northern and eastern areas (Sapporo 

and Sendai), the correlation coefficients 

are relatively low. The correlation coeffi-

cients in the western and southern areas 

are relatively high. However, the forecast 

errors of DSW forecast for summer (July) 

of 2010 tend to be larger than those for 

the winter (Fig. 2b). At Sapporo, the vari-

ations of forecast errors are large. Par-

ticularly, the underestimations of DSW 

forecast over the area on the side of the 

Pacific Ocean for summer are significant. 

Similar tendency are found in the cases 

of the other two years (not shown). 

To estimate the forecast errors of the 

DSW forecast , the evaluations are con-

ducted by the mean error (ME) and the 

root mean square error (RMSE) of the 

DSW forecast based on the JMA opera-

tional observation data sets (a total of 52 

stations). Figure 3 shows the time series 

of monthly ME and RMSE during the 

three years (from 2008 to 2010). The ME 

is within ± 50 W m-2. The overestimations 

(underestimations) of DSW forecast for 

winter (summer) are found cyclically. The 

forecast errors of DSW forecast over the 

Nansei islands (located in the south-

western part in Japan (e.g., at Naha and 

Naze JMA stations) are large (not shown). 

Furthermore, it is found though the time 

series of RMSE that the RMSE has a 



 

 

 

 

Fig.2 . Daily accumulated DSW energy of both DSW forecast and the observations 
during 2010 for (a) Sapporo, (b) Sendai, (c) Tsukuba, (d) Nagoya, (e) Fukuoka and 
(f) Ishigakijima stations, respectively. Each location is shown in Fig. 1. Lines show 
least squares linear fits every month. The letter “r” denotes a correlation coefficient. 
 

range from 90 to 180 W m-2 and the 

forecast errors for summer (from June to 

August) are relatively large. 

Next, a forecast error mapping of an-

nual ME of DSW forecast at the all of the 

JMA stations (a total of 52 stations) in 

Japan is shown (Figure 4). From the re-

sults, the locations of the overestimations 

and/or underestimations of DSW forecast 

vary every observational station over the 

area from the northern part of Japan to 

the western part (i.e., the Kyusyu area). It 

is noted that the underestimation of DSW 

forecast is significant over the area from 

the Kanto area to the Kyusyu area on the 

side the Pacific Ocean. Particularly, the 

underestimation of DSW forecast is sig-

nificant on the Nansei islands and the 

area over the sea of the south in Japan.  

In the same way as Fig. 4, the forecast 

error mapping of annual RMSE are 

shown in Figure 5. As for the regions from 

the Hokkaido islands to the Kyusyu area, 

the RMSE at many of the JMA stations is 

< about 140 W m-2. Particularly, the 

RMSE is relatively larger (exceed 140 W 

m-2) in the relatively lower latitude (sub-

tropical) regions of Japan islands (i.e., 

particularly the Nansei islands and the 

area over the sea of the south in Japan). 

The north-south change of RMSE is 

clear. 



 

 

 

Fig. 3. Time series of monthly forecast 
errors of DSW forecast in comparison 
to ground measured values. (a) Mean 
errors (ME) and (b) root mean square 
errors (RMSE) of the MSM model are 
shown, respectively. 

 

 

Fig. 4. Mapping of ME of DSW forecast 
in Japan. ME were computed during 
one year of 2010 (annual values). 

 

 

Fig. 5. As in Fig. 4, but for RMSE. 

 

 

4.2 APPEARANCE FREQUENCY OF 

CLOUD TYPES IN THE CASE OF A 

RELATIVELY LARGE FORECAST ER-

ROR 

 

To detect a relatively large forecast er-

rors case, the relatively forecast errors 

normalized using the extraterrestrial solar 

irradiance is defined by the following pa-

rameter. 

 

Where, Imodel is the DSW forecast at the 

ground and Itop is the extraterrestrial in-

cident solar irradiance at the top of the 

atmosphere, respectively. Iobs indicate the 

observed DSW at the JMA operational 

stations. Here, we set 0.2 for the Kanto 

area as a threshold of the normalized 

forecast errors to define as the relatively 

large forecast error case. The total of 75 

cases during the period of three years 

(from 2008 to 2010) were selected by the 

threshold as the relatively large forecast 

errors cases over the Kanto area and 

analyzed in this study. Surface observa-

tion of cloud types have been conducted 

by an eye monitoring at JMA stations.  

Appearance frequency of observed 



 

 

TABLE 1: Appearance frequency of cloud types for the case of the relative large 
forecast errors at both 09LST and 15LST for Tsukuba stations during the three years 
(from 2008 to 2010). The ten cloud types: convective clouds such as cumulus (Cu), 
cumulonimbus (Cb), stratiform clouds at the low level clouds (stratocumulus, Sc; 
stratus, St), and middle level (altocumulus, Ac; Altostratus, As; Nimbostratus, Ns) 
and high level (cirrus, Ci; cirrocumulus, Cc; and cirrostratus, Cs) are shown, respec-
tively. 

 

 

cloud types in the large forecast cases at 

Tsukuba JMA station during the three 

years are summarized in Table 1. The 

results at Tsukuba show that cirrus (Ci) 

clouds are often found at the high level 

(48.3% at maximum). At the middle level, 

the altocumulus (Ac; 70.6% at maximum) 

clouds is observed. Particularly, strato-

cumulus (Sc; 48.3% at maximum) and 

status (St; 13.8% at maximum) clouds, 

nonprecipitating clouds, are often found 

at the low level. Cumulus (Cu) clouds are 

often found at the low-level (76.5% at 

maximum), although the observed cu-

mulus clouds often include nonprecipi-

tating clouds. However, appearance fre-

quency of precipitating clouds (Cb and 

Ns) is low. Such a tendency is seen at 

Choshi and Tokyo JMA stations over the 

Kanto area (not shown). The forecast 

errors of DSW forecast seem to be large 

in the case of nonprecipitating stratiform 

and/or cumulus clouds. 

 

5. SUMMARY 

 

Regional characteristics of forecast 

errors of DSW forecast in MSM were in-

vestigated for the whole extent of Japan 

islands in this study. Generally, the fore-

cast errors for summer tend to be large 

compared with those for winter. It is found 

though the mapping of forecast errors 

(ME and RMSE) that there are the re-

gional characteristics of the forecast ac-

curacy in MSM. The underestimation of 

DSW forecast is significant over the re-

gion from the Kanto area to the Kyusyu 

area on the side of the Pacific Ocean. 

Particularly, the underestimation of DSW 

forecast is significant on the Nansei is-

lands (in the southwest part of Japan) 



 

 

and the area over the sea of the south in 

Japan. The results suggest that it is diffi-

cult to forecast DSW in the lower latitude 

(subtropical) regions of Japan islands 

compared with the mid-latitude regions. 

These results of this study has a useful 

information to improve both the radiative 

transfer processes and the microphysical 

processes in MSM that is relevant to the 

forecast of both the DSW and/or PV 

power production using an engineering 

model. 

  As for the cases of relatively large 

forecast errors, one of the reasons of 

forecast errors might be caused from the 

interaction between the cloud processes 

and radiation transfer processes. It will be 

necessary to investigate a three dimen-

sional analysis of cloud distributions in 

MSM for such as a case of a relatively 

large forecast error in detail. 

 

ACKNOWLEDGMENTS 

 

  We are grateful to the personnel in the 

Forecast Research Department of the 

Meteorological Research Institute, 

Tsukuba Aerological Observatory and the 

Numerical Prediction Division of Japan 

Meteorological Agency for their helpful 

comments in this study. This study was 

supported by NEDO (New Energy and 

Industrial Development Organization, 

Japan).  

 

REFERENCES 

 

Briegleb, B.P., 1992. Delta-Eddington Ap-
proximation for Solar Radiation in the 
NCAR Community Climate Model. J. 
Geophys. Res., 97, 7603–7612.  

Davy, R.J., Troccoli, A., 2011. Interannual 
variability of solar energy generation in 
Australia. Solar Energy, 
doi:10.1016/j.solener.2011.12.004 

Ebert, E. E., J. A. Curry, 1992. A parameteri-
zation of ice cloud optical properties for 
climate models, J. Geophys. Res., 97, 
3831-3836. 

Freidenreich, S.M., V. Ramaswamy, 1999. A 
new multiple-band solar radiative pa-
rameterization for general circulation 
models. J. Geophys. Res., 104, 31 389–
31 409. 

Fonseca Jr., J.G.S., Oozeki, T., Takashima, T., 
Koshimizu, G., Uchida, Y., Ogimoto, K., 
2011. Use of support vector regression 
and numerically predicted cloudiness to 
forecast power output of a photovoltaic 
power plant in Kitakyushu, Japan. Prog. 
Photovolt: Res. Appl., doi: 
10.1002/pip.1152. 

Nagasawa, R., 2006. Improvement of a radi-
ation process for the non-hydrostatic 
model. In 12

th
 Conference on Atmos-

pheric Radiation. American Meteorolog-
ical Society, P2-10, URL 
http://ams.confex.com/ams/pdfpapers/11
3356.pdf. 

Nagasawa, R., 2008. Radiation process. 
Suuchiyohoka Houkoku Bessatsu, 54, 
149-165, (in Japanese). 

Saito, K., Ishida, J., Aranami, K., Hara, T., 
Segawa, T. , co-authors, 2007. Nonhy-
drostatic atmospheric models and opera-
tional development at JMA. J. Meteor. 
Soc. Japan, 85B, 271–304. 

Slingo, A., 1989. A GCM parameterization for 
the shortwave radiative properties of 
water clouds. J. Atmos. Sci., 46, 
1419-1427. 

Sommeria, G., J., Deardorff, W. 1977. Sub-
grid-Scale Condensation in Models of 
Nonprecipitating Clouds. J. Atmos. Sci., 
34, 344–355. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



MIXTURE OF OVERSHOOTING AIR IN THE LOWER STRATOSPHERE 

S. Iwasaki1, T. Shibata2,  H. Kubota3, H. Okamoto4, and H. Ishimoto5  
1National Defense Academy, Japan. 

2Nagoya University, Japan. 
3Japan Agency for Marine-Earth Science and Technology, Japan. 

4Kyushu University, Japan. 
5Meteorological Research Institute, Japan.  

1. Introduction 

 Since water vapor is a greenhouse gas, 

it  influences  temperatures  in  the  strato-

sphere. Stratospheric water vapor is trans-

ported  from  lower  to  higher  latitudes  by 

Brewer–Dobson circulation [Brewer, 1949], 

accurate estimation of the water budget in 

the tropical tropopause layer (TTL) is impor-

tant  for  understanding  the  global  strato-

spheric climate. 

 Overshoot,  defined as cloud intrusion 

through the level of neutral buoyancy above 

deep convection, is believed that it plays one 

of the mechanisms that control the transfer 

of water vapor from the troposphere to the 

stratosphere. However, its role is not under-

stood. Danielsen [1993] conducted airborne 

observations  during  the  Stratosphere –

Troposphere  Exchange Project  (STEP)  in 

Darwin, Australia and showed that the over-

shooting  air  dehydrated  the  lower  strato-

sphere. Conversely, during the Tropical Con-

vection, Cirrus, and Nitrogen Oxides Experi-

ment (TROCCINOX) in Sao Paulo, Brazil, 

and the Stratosphere-Climate Links with Em-

phasis on the Upper Troposphere and Lower 

Stratosphere (SCOUT-O3) project in Darwin, 

Australia, Corti et al. [2008] used an airborne 

hygrometer to show that the overshooting air 

hydrated the lower stratosphere. Thus, fur-

ther research is necessary to resolve this 

debate. 

 

2. Data 

The  CloudSat  data  utilized  were  2B-

GEOPROF, ECMWF-AUX, and MODIS-AUX 

data  where  the  2B-GEOPROF,  ECMWF-

AUX, and MODIS-AUX data include the at-

tenuated radar  reflectivity  factor,  pressure 

and temperature estimated by ECMWF, and 

brightness temperatures measured MODIS, 

respectively.  We  also  used  level  1b  of 

CALIOP, which contains 532-nm attenuated 

backscattering coefficients. Note that these 

data are synergy observational, since Cloud-

Sat, MODIS, AIRS, and CALIOP measure 

the same point within 1 min. We analyzed 

those data between 20°S and 20°N recorded 

from September 2006 to December 2010.   

 

3. Results 

Jensen et al. [2007] simulated overshoot-

ing and showed that the coldest temperature 

of overshooting is 21 K colder than that of 

the environment because overshooting air is 

adiabatically  expanded  owing  to  updraft. 

However, the ratio of pixel numbers between 

overshooting  whose  CloudSat  echo  top 

height is higher than the level of cold-point 

temperature (CPT) and the same overshoot-

ing but also satisfying colder 11μm bright-

ness temperature than CPT is 0.11. That is, 

89% of overshooting air is not adiabatically 
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Figure 1. Occurrence number of overshooting 

whose brightness temperature is warmer than 

CPT. The color denotes occurrence number 

of pixels. (From Iwasaki et al. [revised].) 



expanded. Figure 1 shows occurrence num-

ber of overshooting whose MODIS bright-

ness temperature is higher than CPT. The 

figure suggests overshooting air above 17.5 

km is not adiabatically expanded.  

The radar-lidar algorithm [Okamoto et al., 

2003] assuming the ice cloud particle size 

distribution as a log-normal distribution with a 

standard deviation of 1.5 shows the mode of 

averaged ice water content of the overshoot 

above the CPT height is 6.3–10 mg/m3 (Fig. 

2).  1 mg/m3  of  IWC is  approximately  10 

ppmv of water vapor in the TTL if all the ice 

particles are sublimated. The water vapor 

mixing ratio in the lower stratosphere is 3–

4.5 ppmv [e.g., Fig. 11 of Fujiwara et al., 

2010]. Therefore, if 5% or more of ice parti-

cles are sublimated and mixed into the lower 

stratospheric air, overshooting would result 

in a hydrated lower stratosphere. 

 

4. Summary 

 Synergy  spaceborne  observations  of 

overshooting air, defined as cloud intrusion 

through the level of neutral buoyancy above 

deep convection, are analyzed.  

 Most  of  overshooting  brightness  tem-

perature is higher than CPT; the lapse rate of 

overshooting is lower than that of an adia-

batic expansion. It would be because the 

overshooting air is locally warmed by a mix-

ture of warmer stratospheric air. Analysis of 

CALIOP and CloudSat data by using a radar-

lidar algorithm shows that the mode of aver-

aged  ice  water  content  of  the overshoot 

above the CPT height  is  6.3–10 mg/m3. 

Therefore, if 5% or more of ice particles in 

overshooting are sublimated and mixed into 

the  lower  stratospheric,  the  lower  strato-

spheric air would be hydrated. 
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ABSRACT: 

The aim of this research was to study the 

temporal variations of Ice Nuclei (IN) in the 

Eastern Mediterranean and relate them to 

the characteristics of the atmospheric 

aerosols in that region. For this purpose, 

we carried out daily measurements of ice 

nuclei concentrations using the FRIDGE-

TAU chamber for a period of two years 

(2009-2010). The measurements were 

carried out in Tel Aviv, Israel. The results 

show a strong dependence of ice 

nucleation on the supersaturation with 

respect to ice or water and a weaker 

dependence on temperature.          

concentrations measured at different 

temperatures (-8ºC to -23ºC) and 

saturation ratios (Sw of 0.88–1.0, Si of 1.0–

1.25) ranged from 0.5 L-1 (measured at -13 

°C for Sw of 0.88) to 267.3 L-1 (measured 

at -18°C at water saturation) and the 

values of the Activation Fraction (for 

aerosol 0.11–3µm) ranged from 1.2x10-7 

up to 5x10-4 (measured at -13°C for Si of 1 

and at -18°C for Si of 1.19, respectively). 

From the data we developed new 

parameterizations that combined the 

effects of temperature, saturation ratio and 

total aerosol concentrations on ice nuclei 

concentrations and activation fraction 

values. These parameterizations were 

introduced into the TAU-2D cloud model 

with detailed microphysics and the results 

were compared with those obtained by 

using other parameterizations of ice nuclei 

concentration (Meyers et al., 1992 and 

DeMott et al., 2010). It was found that Bigg 

(1953) parameterization of immersion-

freezing process contributes much more 

ice than other ice formation mechanisms. 

Removing Bigg’s parameterization of 

immersion-freezing from the simulation 

helped us study and compare the effects 

of Meyers et al. (1992), the, DeMott et al. 

(2010) and the present parameterizations 

on the cloud microphysics and 

precipitation processes.  

The Meyers et al. (1992) parameterization 

produces higher concentrations of ice 

crystals than either DeMott et al. (2010) or 

our parameterization, mostly in the upper 

parts of the cloud. On the other hand, our 

new parameterization produces more ice 

crystals at warmer temperatures at lower 

altitudes than either DeMott et al. (2010) 

or Meyers et al. (1992). DeMott et al. 

(2010) parameterization, which forms the 

smallest concentrations of ice crystals 

produces the highest precipitation amount 



as compared to the other two 

parameterizations. 

 

1. INTRODUCTION: 

The Eastern Mediterranean region is 

characterized by air masses arriving from 

different sources and containing a variety 

of aerosol types, such as anthropogenic 

aerosols originated from local industrial 

pollution or distant origin such as Europe 

(Levin and Lindberg, 1979; Graham et al., 

2004), dust from the Sahara desert 

(Ganor, 1994), marine aerosol (Levin et 

al., 1990) and biogenic material from land 

or marine sources (Ganor et al., 2000).  

 

There are very few measurements of Ice 

Nuclei (IN) in the Eastern Mediterranean 

(e.g. Gagin, 1975; Levi and Rosenfeld, 

1996). These measurements showed 

concentrations that vary between about 

0.3 L-1 at -10 °C to about 3.8 L-1 at -20 °C. 

All these measurements were performed 

using the filter method which we found to 

significantly underestimate the IN 

concentrations due to the deactivation of 

the particles by the petroleum jelly used 

underneath the filters for enhanced 

thermal contact (Klein et al., 2010a).  

 

2. METHODS: 

2.1. ICE NUCLEI MEASUREMENTS: 

The ice nuclei were collected at the Tel 

Aviv University campus, which is located 

at the north part of Tel Aviv, Israel 

(32°6'46.7"N 34°48'22.9"E) (Fig.1), in the 

Eastern Mediterranean region. The 

sampling was performed on the roof top of 

the Department of Geophysical, 

Atmospheric and Planetary Science about 

20 m above ground, 60 m above sea level 

and about 2.5km from the seashore. The 

aerosols were collected on a daily bases 

for the period of 2009–2010.  

 

Fig. 1: Location of the sampling station at Tel 

Aviv University (marked in red). 

 
The aerosols were sampled on silicon 

wafers (Wacker-Siltronic, 0.7 mm 

thickness, 45 mm diameter) using the 

Electrostatic Aerosol Collector (EAC). In 

the EAC (Klein et al., 2010a) the aerosols 

are charged by a shower of electrons and 

a strong electric field created by a 15000 V 

potential. The aerosols are then impacted 

onto the surface of a silicon wafer by the 

strong electric field. The aerosols collected 

on the silicon wafers are then analyzed for 

deposition and condensation-freezing 

modes using the FRIDGE-TAU (FRankfurt 

Ice-nuclei Deposition freezinG Experiment, 

the Tel Aviv University version) chamber, 

a newly developed IN-Counter (see 

Bundke et al., 2008 and Klein et al., 2010a 

for more details). In the FRIDGE-TAU (Fig 

2) the aerosols are exposed to the desired 

and known vapor pressures at different 

temperatures. In this work the 

measurements were performed from a 



temperature of around -8°C down to -23 

°C, with a number of different values of 

vapor pressure at each temperature, from 

ice saturation to water saturation (Sw of 

0.88–1.0, Si of 1.0–1.25), The ice crystals 

that are formed are recorded with a 

computer controlled CCD camera. 

 

During the aerosol collection, a total 

aerosol concentration (Nt) in the size 

range of 0.11–3µm was also measured 

using the TSI (CPC) 3010 and was used 

to calculate the activation fraction values 

of the ice nuclei (# of IN/Nt).  

 

It should be noted that the aerosols 

collected by the EAC include particles that 

could be larger than 3 µm. In that case the 

values of activation fraction obtained here 

may be a slight overestimation of the real 

values.  

 

In addition PM10 and PM2.5 (Particulate 

Matter with aerodynamic diameter of less 

than 10 µm and 2.5 µm, respectively) were 

measured as well as different 

meteorological data including air 

temperature (°C), wind direction (degree), 

wind speed (m/sec), visibility (km), relative 

humidity (%) and rain amount (mm). 

 Fig. 2: Schematic diagrams of the FRIDGE-TAU 

method. 

 

2.2. DESCRIPTION OF TAU-2D MODEL: 

The Tel Aviv University 2D numerical 

cloud model (TAU-2D) with detailed 

treatment of cloud bin-microphysics was 

used (Yin et al., 2000 and references 

therein). The model simulates the 

evolution of precipitation in mixed-phase 

clouds starting from cloud condensation 

nuclei. The ice microphysical processes 

included were drop freezing and ice 

nucleation. The algorithm of ice nucleation 

by immersion-freezing is based on Bigg 

(1953), named Bigg in this work, while 

deposition and condensation-freezing is 

based on the parameterization of Meyers 

et al. (1992). Interactions of ice-ice and 

ice-drop (aggregation, accretion and 

riming), melting of ice particles, and 

sedimentation of both drops and ice 

particles are included in the model. All the 

microphysical processes have been 

formulated using kinetic equations and 

solved using the method of multi-moments 

(Tzivion et al., 1987; Reisin et al., 1998). 

More details about this model can be 

found at Yin et al. (2000).  



In this study, the initial conditions 

(temperature and humidity profiles) were 

similar to those of Levin et al. (2005) and 

Teller and Levin (2006). The temperatures 

at sea surface and at cloud base (about 

1000m) were 19°C and 7°C, respectively. 

This profile represents average 

thermodynamic conditions of winter 

convective clouds in the Eastern 

Mediterranean region. Wind shear was not 

included in the simulations discussed 

here. The simulations use 300 m height 

and 300 m lateral resolutions and a 2 s 

time step for a 90 minute period.  

 

In the simulations, the CCN concentrations 

are characterized on the basis of the 

fractions of CCN (soluble aerosols) in fine 

(diameter <0.5 µm) and coarse (diameter 

>0.5 µm) modes, based on the 

measurements of Levin et al. (2005) 

during the MEditerranean Israeli Dust 

EXperiment (MEIDEX) campaign. From 

these data the concentration of potential 

active IN can be calculated by subtracting 

the CCN concentration from the total 

aerosol concentration in each size mode. 

 
3. RESULTS AND DISCUSSION: 

3.1. IN MEASUREMENTS: 

A total of 328 samples were measured 

from January 2009 to December 2010 for 

IN concentration (#/L) and Activation 

Fraction (AF) for deposition and 

condensation-freezing (depending on the 

saturation ratio value). The lowest number 

concentration  and AF value of 0.5 L-1 and 

1.2x10-7 respectively, were measured at -

13°C at Sw of 0.88 while the highest 

number concentration and AF value of 

267.3 L-1 and 5x10-4  respectively were 

measured at -18°C at water saturation .   

 
The samples were separated based on 

clean or dusty conditions. Dust events 

were defined as cases in which (1) the 

daily average of PM10 or the values of 

PM10 during the aerosol sampling 

exceeded 100 µg/m3 (Ganor et al., 2009) 

and (2) the air mass trajectory in the 

previous 72 hours had originated or 

passed over a dust source. Samples were 

defined as clean when (1) PM10 daily 

average values and the PM10 value during 

the aerosol sampling were below 50 µg/m3 

(Ganor et al., 2009) and (2) the air mass 

trajectory in the previous 72 hours had not 

passed over a source of dust.  

 

Most of these samples arrived at the 

measuring station from the north-west 

direction. Days with PM10 values between 

50 and 100 were not included in the 

present evaluation because of the difficulty 

of classifying them as dusty or clean.  

 
A total of 40 samples were categorized as 

dust conditions (see orange lines in Fig. 

3). Out of all dust conditions, only 20% 

reached the measuring station by only 

passing over land (named continental), 

and the remaining 80% were transported, 

at least for part of the time over the 

Mediterranean Sea, or the Red Sea. A 

total of 104 samples were categorized as 

clean (see blue lines in Fig. 3). Most clean 



samples were define as maritime, because 

in more than half of them (54%) the air 

mass spent more than 60 hours over the 

Mediterranean Sea before reaching the 

station.  

 
Fig. 3: Back trajectory history of air masses 

showing passage of air prior to reaching the 

sampling station. Each line represents a 72 

hour trajectory at 500 m altitude. The back 

trajectories were taken from 

http://www.arl.noaa.gov website. The orange 

lines represent dust conditions and the blue 

lines represent clean conditions. 

 

IN concentrations of clean and dust 

conditions were calculated based on the 

volume sampled on the silicon wafer. The 

average IN concentrations of the clean 

and dust conditions were calculated for all 

temperatures and saturation ratios with 

respect to water (Fig. 4A) and ice (Fig. 

4B). The average IN concentrations of the 

dust conditions ranges from 24.4 L-1 (at -

13ºC for Sw of 0.89 corresponding to Si of 

1.01) up to 84.8 L-1 (at -18ºC for water 

saturation corresponding to Si=1.19). The 

average IN concentrations of the clean 

events range from 10.3 L-1 (at -13ºC for Sw 

of 0.89 corresponding to Si of 1.01) up to 

37.8 L-1 (at -23ºC for water saturation 

corresponding to Si of 1.25). Average 

concentrations of the dust conditions were 

2.4 times higher than those of the clean 

conditions. This difference ranges from a 

low value of 2.1 for -8ºC at water 

saturation (Si of 1.08) up to 2.8 (the 

highest difference) at -18ºC at water 

saturation (Si of 1.19). Similar increases by 

the same factor were found by Bowdle et 

al. (1985) and Levi and Rosenfeld (1996). 

On the other hand, Castro et al. (1998) 

found smaller differences in their 

measurements. DeMott et al. (2003) who 

measured the IN concentrations while 

flying in a dust layer that was transported 

from Africa to Florida found that the 

concentrations were about 20 to 100 times 

higher than those measured at lower 

altitudes in a non-dusty environment at the 

same location. Higher increases were also 

found by Klein et al. (2010b), who 

measured at a Central European mountain 

site during an episode of dust transport 

from the Sahara. The smaller increase of 

IN in our measurements as compared to 

those from Central Europe and Florida, 

agrees with previous measurements (e.g. 

Levin and Lindberg, 1979) indicating that 

in the Eastern Mediterranean the 

atmosphere always contains some dust 

particles, even in the absence of dust 

storms. On the other hand, in many other 

locations, such as Central Europe and 

Florida, the presence of mineral dust 

particles under clean conditions is less 

common.  

http://www.arl.noaa.gov/


 

Fig. 4: Average values of IN concentrations for 

clean (blue) and dust conditions (orange), for 

different temperatures and saturation ratios, 

(A) as a function of Sw and (B) as a function of 

Si. The error bars represent the standard 

errors. Due to the small number of dust 

measurements at -23 ºC, the concentration of 

this temperature were not shown or taken into 

account. 

 

The average Activation Fraction (AF) 

values of dust and clean conditions were 

also calculated, as can be seen in Fig. 5A 

(for Sw) and 5B (for Si). The average AF 

values of the dust were 1.4 times higher 

than those of the clean conditions. This 

difference ranges from 1.2 (at -8ºC for 

water saturation corresponding to Si of 

1.08) up to 1.6 (for -18ºC at Sw of 0.97 

corresponding to Si of 1.16).  

 
Fig. 5: Average Activation Fraction (AF) values 

for dust (orange) and clean (blue), for different 

temperatures and saturation ratios, (A) a 

function of Sw and (B) as a function of Si. The 

error bars represent the standard errors. Due 

to the small number of dust measurements at -

23ºC, the values of this temperature were not 

shown or taken into account. 

 
 

3.1.1. PARAMETERIZATION OF CLEAN 

AND DUSTY CONDITIONS 

With the present distribution of clean and 

dusty conditions, we developed new 

parameterizations that combine the effects 

of temperature, saturation ratio and total 

aerosol concentrations on IN 

concentrations and AF values. The 

parameterizations were developed using a 

multiple regression analysis of the 

independent values of temperatures, 

saturation ratios (with respect to water or 

ice) and the dependent values of IN 

concentration or AF values. The values of 

the coefficient of the multiple regression 

ranged from 0.69 to 0.81 (the values were 

statistically significant). The values of the 

coefficients were higher for the dust than 

for the clean conditions. Since it was 

impossible to separate the nucleation 

modes between deposition and 

condensation-freezing, the 

parameterizations we developed combine 

both modes. The parameterizations refer 

to the temperature range from -8°C to -18 

°C for dust cases and from -8°C to -23°C 

for clean cases. Saturation ratios for all 

parameterizations range from Sw=0.88–

1.00 corresponding to Si=1–1.19 for -18°C 

and Si =1–1.25 for -23°C. In agreement 

with our observations, the 

parameterizations show a strong and 

significant connection to changes of 

saturation ratio but smaller dependence on 

changes in temperature.  



The parameterization equations based on 

IN concentration values for clean and 

dusty conditions are the following: 

 

iclean STIN  1441.08.142_     (1) 

wclean STIN  8.1696.14.168_  (2) 

idust STIN  7.3413.17.345_   (3) 

wdust STIN  1.3899.46.392_   (4) 

 

Where IN represents the IN concentration 

(#/L), T is Temperature (°C), Sw represents 

the saturation ratio with respect to water 

and Si represents the saturation ratio with 

respect to ice. The above equations are 

shown in Fig. 6A for Sw and B for Si. 

 
Fig. 6: Average IN concentrations of clean 

(diamond) and dust (square) conditions, for 

different temperatures and saturation ratios, 

(A) as a function of Sw and (B) as a function of 

Si. The lines represent the parameterization 

equations for the clean (blue) and dust 

condition (brown) from Eq.1 to 4.  

 

The parameterization equations based on 

AF values for clean and dusty condition 

are the following: 

iclean STAF   474

_ 10*8.110*1.110*8.1 (5) 

wclean STAF   464

_ 10*2.210*1.210*1.2 (6) 

idust STAF   464

_ 10*6.210*2.110*6.2  (7) 

wdust STAF   464

_ 10*9.210*8.310*9.2   (8) 

 

Where AF represents the activation 

fraction values for aerosol with diameter of 

0.11-3 µm. The above equations are 

shown in Fig. 7A for Sw and B for Si. 

 
Fig. 7: Similar to Fig. 4.11 except for the 

activation fraction values (x10
-5

) and the 

parameterizations from Eq.5 to 8.  

 

As the saturation ratio increases, the 

number of activated particles increases 

much more rapidly under dusty conditions 

than for cases where the dust particles are 

absent or exist in low concentrations. 

Rosinski and Lecinski (1983) who also 

evaluated the concentrations of IN as a 

function of the nature of the aerosol 

particles, supersaturation with respect to 

ice and temperatures had a much steeper 

line then those presented here. The 

reason for that could also be the fact that 

in the Eastern Mediterranean, dust 

particles are present even when the 

atmosphere is clear.  

 

3.2. USE OF THE NEW 

PARAMETERIZATION IN TAU-2D 

MODEL: 

The new parameterization (Eq. 7, from 

here on define as Ardon) were compared 

with those obtained by using Meyers et al. 

(1992) (define as Meyers in this work) 

which depends on temperature and 

saturation ratio and DeMott et al. (2010) 



parameterizations (define as DeMott in 

this work), which depends on temperature 

and aerosol concentrations with sizes 

larger than 0.5 µm. 

 

 Using a case with initial CCN 

concentration of 900 cm-3, we calculated 

the potential number concentrations of IN 

based on the above parameterizations 

(see Fig. 8). In this calculations only the 

temperature, ice supersaturation 

(assuming water saturation at each 

temperature) and the aerosol 

concentrations were used without any 

effects of dynamics. As can be seen from 

Fig. 8, at warmer temperatures the 

parameterization of Meyers and Ardon 

produces similar concentrations of IN and 

they are both higher than those produced 

by DeMott parameterization. At 

temperatures lower than -20ºC, Meyers 

parameterization produces the highest IN 

concentrations, while from -26.5ºC IN 

concentrations by DeMott 

parameterization exceeds that of Ardon. It 

is also shown that there is a smaller 

dependence on temperature of IN 

formation using Ardon’s parameterization 

as compared to the other two.  

 

 

 

Fig. 8: Comparison of Ardon (in pink), DeMott 

(in blue) and Meyers (in red) IN concentration 

(L-1) based on their parameterization used in 

the 2D model as a function of temperature for 

water saturation measurements. 

 

The comparisons between the three 

parameterizations have been made for 

CCN concentrations of 900 cm-3. While 

Meyers parameterization calculates the 

concentration of IN based on the changes 

of saturation ratios without considering the 

available aerosols, DeMott and Ardon 

parameterizations take into account the 

temperature and the aerosol concentration 

(but for different size ranges). Ardon also 

added the dependence on saturation ratio 

with respect to ice. For DeMott and Ardon 

parameterizations the fraction of IN 

particles from the total aerosol 

concentrations was calculated. Table 1 

summarizes the three different tested 

scenarios. 

 

 

 

 

 

 

 

 

 



Table 1: The IN parameterizations scenarios 

used in the simulations. 

 

It was found that the Bigg 

parameterization of immersion-freezing 

overshadows all the other ice 

parameterizations in the development of 

ice in the cloud model. In other words, 

when Bigg was used in the model hardly 

any difference could be detected by using 

the other three parameterizations. 

Therefore in order to compare Meyers, 

DeMott and Ardon we removed the 

mechanism of drop freezing based on 

drop size (Bigg) from the model runs that 

are presented here. These runs are 

summarized in Table 1.  

 

A comparison of the model results for rain 

rate and total rain amounts using the three 

parameterizations are shown in Fig. 9. The 

figure reveals that DeMott 

parameterization produces 30% more 

precipitation and similar higher maximum 

rain rate than Ardon and 60% higher than 

Meyers. Ardon’s total precipitation and rain 

rate were 30% higher than Meyers. These 

results agree with the conclusions reached 

by Teller and Levin (2006), which showed 

that when more ice crystals are formed in 

the upper parts of the clouds, more of this 

ice does not take part in the development 

of precipitation because it remains as 

small ice crystals, which are blown away 

to the anvil (see Fig 10 - compare the ice 

concentrations of Meyers and the other 

two). In other words, the fact that in 

DeMott less ice crystals are formed, 

allows the warm precipitation development 

to be more effective. In Meyers on the 

other hand, the high concentrations of ice 

in the upper parts of the cloud reduces the 

precipitation efficiency, leading to less total 

precipitation and lower precipitation rates.  

 
Fig 9: Amount of precipitation (in m

3
) as a 

function of time for different IN 

parameterizations (different colors) when Bigg 

parameterization is omitted. (a) Represents the 

total precipitation on the ground; (b) represents 

the precipitation rate (mm/hour).  

 

The vertical distribution of water droplets, 

ice crystal and graupel particles for the 

three parameterizations were compared 

(see Figure 10). Ardon producing larger 

masses of graupel particles than DeMott, 

but similar to those produced in Meyers.  

On the other hand, the ice mass 

concentrations are much greater in 

Meyers than in the other two and it covers 

a larger volume above 3000 m.  
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Fig 10: Vertical distribution of mixing ratio 

paths (gm
−2

) of water (in grey), ice (in red) and 

graupel (in blue) as a function of time, height 

without Bigg’s parameterization for immersion-

freezing. The left figure is the results of Meyers 

parameterization, the center figure is the 

results of DeMott parameterization and the 

right figure is the results of Ardon 

parameterization.  

 
An effective way of comparing the effects 

of the different ice nucleation 

parameterization on the development of 

the cloud formation is to evaluate the 

variations between these 

parameterizations as a function of height 

and time. For that purpose the 

concentration of ice crystals for each 

parameterization was calculated for three 

chosen heights (3, 4.5 and 6 km) in two 

minute steps for the entire cloud lifetime 

(from the first formation of ice crystals to 

the end of simulation at 90 min). Each 

value at a certain time and height 

represents the sum of all ice crystal 

number concentrations, which were 

formed in the cloud at this same height. 

 

The values of ice crystal concentration 

from DeMott and Meyers were subtracted 

from those calculated in Ardon (at the 

same height and time) see Fig. 11. The 

difference in ice crystal concentrations 

between Ardon and DeMott (Fig. 11a) 

shows that Ardon produces higher 

concentrations of ice crystals at lower 

altitudes, while the picture reverses at 

higher altitude. Meyers produces a much 

higher concentration of ice crystals at 

higher altitudes than either Ardon (Fig. 

11b) or DeMott (not shown). These results 

support the observations of Gultepe et al. 

(2001) and Prenni et al. (2007) who state 

that Meyers parameterization 

overestimates the rate of ice formation in 

clouds. The results of Ardon’s 

parameterization also agrees with the 

measurements of Levin et al. (1996) who 

observed high concentrations of ice 

crystals at temperatures as high as -10°C 

in winter convective clouds in Israel.  

 
Fig 11: The differences in ice crystal number 

concentrations using the difference between 

Ardon and DeMott (Ardon-DeMott) (a) and 

Ardon with Meyers (Ardon-Meyers (b), for 

three different heights: 3 km (light blue), 4.5 km 

(brown) and 6 km (blue) for the entire time 

period of the model run. 

 
 

4. CONCLUSION: 

Ice nuclei concentrations were 2.4 times 

higher while AF values were 1.4 times 

higher in dust conditions compared to 

those measured in clean conditions. IN 

concentration was strongly dependent on 



saturation ratio and less dependent on 

temperature.  

 

New parameterizations that combine the 

effects of temperature, saturation ratio and 

total aerosol concentrations on IN 

concentrations and activation fraction 

values were developed and implemented 

in TAU-2D model. It was found that the 

parameterization of Bigg for the immersion 

freezing process overshadows all the 

other ice formation processes in the 

development of ice crystals in the cloud 

model. Removing the immersion-freezing 

parameterization by Bigg helped us 

identify the different effects of the 

parameterizations of Meyers, DeMott and 

Ardon. 

 

Meyers parameterization produced higher 

concentrations of ice crystals compared to 

either DeMott or Ardon and mostly in the 

upper parts of the cloud. On the other 

hand, Ardon produced ice crystals at 

warmer temperatures at lower altitudes 

compared to either DeMott or Meyers. 

DeMott parameterization, which formed 

the smallest concentrations of ice crystals 

produced the highest precipitation amount 

(total precipitation and maximum rate) as 

compared to Meyers or Ardon. 

 

The type of IN parameterization used in 

cloud models could have an effect on the 

formation of water, ice and graupel 

particles and could affect all the 

subsequent processes that lead to 

precipitation formation. Therefore, in order 

to validate model results and decide on 

the appropriate IN parameterization, more 

measurements of ice concentrations and 

mixing ratios as a function of height are 

needed. In addition, it should be 

emphasized that these conclusions apply 

to winter convective clouds affected by 

mineral dust in the Eastern Mediterranean. 

In these clouds the warm microphysical 

processes seem to be strong. It is 

therefore important to also test the 

parameterizations in clouds that are 

colder, where the ice processes dominate 

the precipitation development.  
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1. INTRODUCTION 
One of the main mechanisms of 

cumulus clouds development is the 

turbulent energy exchange across the 

clouds boundaries. The modern aircraft 

instruments allows measuring wind speed 

and temperature fluctuations that gives 

possibility to calculate turbulent heat fluxes 

in cumulus zone, i.e. inside the cloud and 

in the ambient area under cloud effect.  

However, correct temperature 

measurements inside the cloud with liquid 

droplets are troubled due to evaporating of 

cloud water from sensitive element of 

thermometer.  This leads to appearance of 

false temperature fluctuations, which 

named as “wetting effect” of thermometer. 

According to previous estimations 

(Cumulus clouds …, 1977) the value of 

cloud droplet influence on aircraft 

thermometer readings can be about 1 оС 

or even more. There are a few methods to 

take into account the droplet affect on 

temperature measurements using aircraft 

instruments. 

Supposing that sensitive element of 

thermometer is completely wetted it is 

possible to evaluate psychometric effect, 

i.e. influence of evaporation from the 

sensor surface on measured temperature. 

One of the ways is the using of special 

designed thermometer (thermometer-

psychrometer), which is always fully 

wetted (Telford, Warner, 1962). In this 

case wetting correction for the 

thermometer T∆  is defined as (Cumulus 

clouds …, 1977): 

)1(TT 0
* β∆∆ −=                               (1) 

where 2* rM2,0T =∆ is the dynamic 

heating of thermometer, and 

dT
dE

p
15501

1
0

+
=β  is the factor for 

completely wetted thermometer ( M  is 

Mach number, r  is the recovery factor of 

aircraft thermometer, p  is the pressure at 

the flight level, E  is the pressure of 

saturated vapor). 

If aircraft thermometer is not fully 

wetted the wetting coefficient β  for this 



thermometer can be defined as (Cumulus 

clouds …, 1977):  

)1(TT * β∆∆ −=                               (2) 

Since the value of β  is the constant 

for the thermometer the magnitude of 

wetting correction is also practically 

constant for a cloud (changing of flight 

velocity is not significant affect on the 

correction). Thus, this method allows 

correcting only the average value of air 

temperature in a cloud and it is not useful 

for compensation for fluctuation 

temperature error and calculation turbulent 

heat fluxes in clouds. 

 

2. INVESTIGATIONS OF HIGH-
FREQUENCY AIRCRAFT 
THERMOMETER IN SPECIAL WIND 
TUNNEL 

A high-frequency aircraft 

thermometer HFAT was designed in 

Central aerological observatory (CAO, 

Russia) for measuring turbulent 

fluctuations of air temperature from 

aircraft-laboratory. Initial design of the 

thermometer was suggested by A. 

Nevzorov and V. Shugaev (Cumulus 

clouds …, 1977). Later the sensor HFAT 

was modified and investigated (Strunin. 

and Hiyama,  2004b) and at the present 

time it became the basic instrument for 

temperature measurements at aircraft-

laboratories using CAO. The common 

view of the HFAT is presented in Fig. 1. 

Sensitive element of the thermometer is a 

platinum hot wire with 30 mkm in diameter, 

coiled on the x-frame. Teflon cone is 

prevented the ice accumulation on the 

front part of the sensor and short-time 

heating element provide removing the ice 

from the holder of the sensor. Special 

water proof prevents damage of the wire. 

Laboratory and flight tests of the 

HFAT, which were fulfilled in earlier time 

(Strunin and Hiyama, 2004b), showed that 

the time constant of the sensor was 0.012 

s (that was correspondent to spatial scale 

about 1.5 m for typical civil aircraft speed) 

and recovery factor of the sensor was 

r =0.72± 0.04. 

Calculations of air flow over the 

thermometer made through the computer 

program FlowVision, showed that air 

stream in the area of the sensitive element 

had direction, which was opposite to the 

main flow. This allowed us suggesting that 

 
Fig. 1. Aircraft high-frequency air 

temperature sensor designed in CAO 
 
 
 

  
Fig. 2. Temperature distribution in the flow 

over the HFAT calculated through 
FlowVision computer program 



cloud droplets did not impact directly at the 

sensor wire. However, the process of air 

cooling due to droplets evaporation could 

take place on the protecting parts of the 

sensor. Distribution of calculated 

temperature in the area of sensitive 

element (Fig. 2) demonstrated that 

recovery factor of HFAT was =r 0.715, 

that was practically coincided with the 

value, obtained earlier in flight tests. 

Special wind tunnel SWT with the 

flow speed up to 80 ms-1 was created for 

laboratory testing aircraft temperature and 

liquid water sensors (Fig. 3). System of 

atomizer supplied in air flow controlled 

liquid water content with values up 5 gm-3. 

Pressure measurements fulfilled with high 

accuracy air signal tester ADTS-505 with 

error not more than ± 5 Pa. Tested 

temperature sensor was inserted in 

precision bridge circuit and analog-to-

digital converter and registration system. 

True air temperature T  was calculated 

through well-known gas dynamic equation: 

2
i

rM2,01
TT

+
=                                  (3) 

where iT  is the HFAT-measured 

temperature. 

It is known that in common view 

recovery factor of a thermometer depends 

on Mach number, Reynolds and Prandtl 

numbers. (Strunin and Hiyama, 2004b). 

Depending on Reynolds and Prandtl 

numbers for our temperature sensor can 

be treated as negligible. Testing made in 

our wind tunnel allowed us defining the 

dependence of recovery factor on the 

Mach number (Fig. 4) in the range from 

0.1 up to 0.25. As well-known that in Mach 

number range typical for civil airplanes 

 
Fig 3. Special wind tunnel and its equipment 

 



(from 0.3 to 0.7) recovery factor is 

practically constant, thus fitting curve was 

being seek in the form of aM
0 Aerr −−= . 

Our calculations showed that coefficients 

of the fitting curve were a =1.69, 

A =6.21*107.  Extrapolation of the curve to 

typical Mach numbers for aircraft-

laboratory gave us possibility to define 

asymptotic value of recovery factor 

0r =0.75± 0.05. Thus, value of recovery 

factor for temperature sensor HFAT, 

defined through wind tunnel testing was 

close to the one calculated as through 

computer program so based on the flight 

experiments. We use for the further 

temperature calculation the value of 

recovery factor r =0.72. 

 Special instruments for wind tunnel 

was designed for testing aircraft 

thermometers and estimating influence of 

liquid water content in the flow on aircraft 

temperature sensor readings. System of 

injectors created the flow in wind tunnel 

with controlled water content. Example of 

testing HFAT in wind tunnel with liquid 

water content is presented in Fig. 5. 

Simultaneous air temperature and 

liquid water content measurements in wind 

tunnel and in clouds allowed us creating a 

method of correcting temperature readings 

on droplet influence. As the sensor HFAT 

had construction protected its sensitive 

element from direct impacting of droplets 

the process of droplet evaporation was 

moved to protect elements of the sensor. It 

was clear that the sensor was wetting in 

part and correction was depended on the 

value of liquid water content. Introducing 

the coefficient of temperature correction 

on liquid water content wk  it was possible 

to calculate true air temperature as: 

LwcTkTT *
wi ∆+′=′                     (4) 

where iT ′  was measured air temperature 

fluctuations in a flow with water and Lwc  

was instantaneous value of liquid water 

content.  

Liquid water content in wind tunnel 

flow was defined based on measurement 

of water discharge through injector and 

estimating volume of created droplets. 

Water discharge controlled based on high-

accuracy balance (up to 0.3 g). Droplet 

 
Fig. 4. Recovery factor of HFAT vs Mach 

number 
 

 
Fig 5. Influence of liquid water content in air 

flow on temperature sensor readings 
 



volume was defined by flow visualizer with 

colored water. 

Thus, wind tunnel experiment 

allowed us estimating value of wk  based 

on measurement of liquid water content 

Lwc  and dynamic heating of 

thermometer *T∆ . Estimations of five wind 

tunnel tests showed that values of wk  

were from 0.10 up to 0.19 m3g-1. 

Important, that temperature of injecting 

water, which varied from 25 up to 50 oC, 

did not effect on the test results. The 

average value of wk  was 0.145 m3g-1, thus 

for further calculations we use the value of 

0.15. 

 

3. AIRCRAFT OBSERVATIONS OF 
CUMULUS CLOUDS 

Aircraft observations of cumulus 

clouds were fulfilled in August – 

September 2007 in the frame of Russian-

Cuban experiment over the Camaguey 

meteorological sampling area (Fig. 6). In 

particular instruments designed in Central 

aerological observatory for measurements 

of horizontal wind speed fluctuations u′  

and air temperature fluctuations T ′  were 

installed aboard the Antonov-26 aircraft of 

Cuban airline «Aerogaviota» (Fig. 7). 

Simultaneously, liquid water content in 

clouds Lwc  was measured using 

Nevsorov’s cloud water content sensor. All 

data were recorded with the frequency of 

20 Hz on aboard computer. 

All measurements were made at 

special horizontal parts of the steady flight 

called as “sampling legs”.  At the sampling 

leg variations of wind speed, pitch and roll 

angles and flight height should not exceed 

± 20 kmh-1, ± 5о and ± 20 m respectively. 

Lengths of all sampling legs were from 5 

to 10 km. At the sampling leg aircraft 

crossed the cumulus, including area 

before and after the cloud, which named 

as cumulus zone. In period from August to 

October 2007 13 research flights were 

fulfilled and measurement at the 60 

sampling legs (which corresponded to 60 

Cu) were made.   

At the sampling legs (where 

variations of aircraft speed, pitch and roll 

         
Fig 6. Location of the meteorological testing area over Cuba Island near Camaguei-City. 



angles were small) turbulent fluctuations 

were defined as: 

α∆
θ∆α∆

sinU
sinsinUUUu p

+
++−=′           (5) 

where α∆  was variation of attack angle, 

θ∆  was variation of pitch angle at the 

horizontal sampling leg. Variation of attack 

angle was calculated based on increment 

of acceleration of the aircraft center of 

gravity. Ground speed of the aircraft pU  

was defined based on aboard GPS 

system. Fluctuations of true air 

temperature were calculated through the 

equation (3) with correcting on the flight 

level changing: 

bhTTT ∆τ+−=′                                 (6) 

where τ  was vertical temperature gradient 

at the flight level, T  was average air 

temperature at the flight level and bh∆  

was variation of barometric height of the 

flight. Temperature gradient was defined 

empirically for every sampling leg. 

Absolute square-average errors of 

measured fluctuations were  

)u(u uu0
′+±=′ γγδ ;

)T(T TT ′+±=′ γγδ
0

,  

where 
0uγ =0,1 ms-1, 

0tγ =0,02 К were 

initial sensitivity of wind speed and 

temperature fluctuations respectively, 

uγ =0,07, and tγ =0,08 were square-

average relative errors of u′  и T ′ .  

Turbulent (eddy) horizontal kinematic 

heat fluxes H  were calculated through 

the formula: 

TuH ′′=                                              (7) 

where averaging was made along the 

measuring line (track of aircraft flight).  

 
4. EVALUATION OF WATER CONTENT 
CORRECTING COEFFICIENT FOR THE 
AIRCRAFT THERMOMETER BASED ON 
AIRCRAFT OBSERVATIONS OF 
CUMULUS CLOUDS 

 

Data obtained during aircraft 

observations over Cuba give us possibility 

to estimate the value of wk . Investigations 

of temperature readings during entering to 

the cloud and exiting from it showed that 

fronts of temperature increasing and 

decreasing with wetting correction were 

not conflicted with common conception of 

temperature behavior in atmospheric 

turbulent zones. 

 

 

 
Fig. 7. Aircraft-laboratory An-26 during 

experiment over Cuba in 2007 
 



Table 1 
Thermodynamic characteristics in cumulus cloud zones (Date is the date of experiment; 
Time is the Greenwich time of the beginning and end of the sampling leg; Lwc  is the 
average value of liquid water content in the cumulus cloud; bT  is the air temperature before 
the cloud; cT  is the air temperature inside the cloud; aT  is the temperature after the cloud; 

1H  and 2H  are the kinematic horizontal heat fluxes in the first and second parts of cumulus 
zone correspondently. 

DATE TIME Lwc , 
gm-3 

wk , 
m3g-1 bT , OC cT , OC aT , OC 1H ,  

K ms-1 
2H ,  

K ms-1 

24/08/07 18:10:17-
18:11:48 0.53 0 -6.29 -6.50 -6.27 0.049 -0.136 

0.15  -5.97  0.057 -0.340 

17/09/07 18:40:49-
18:42:35 0.82 0 -7.89 -8.30 -8.01 -0.207 0.075 

0.15  -7.48  0.262 -0.093 

22/09/07 18:48:57-
18:49:50 1.64 0 -7.68 -7.89 -7.89 -0.048 -0.035 

0.15  -6.02  0.055 -0.223 
 

According to common conception of 

turbulent transport in atmosphere turbulent 

heat fluxes depends on temperature 

gradient and coefficient of turbulence. It 

was evident that if the cloud was warmer 

than an ambient air the horizontal heat flux 

through the side boundary of the cloud 

should be directed outside the cloud.  

Calculations of average air temperature 

and horizontal heat fluxes in Cu zones 

were made based on formula (4) for the 

parts of zone before clouds, inside Cu and 

after clouds. Calculations were made both 

without and with liquid water corrections at 

that with different value of wk .  Results of 

estimations for the three Cu zones are 

presented in Table 1 (time was 

 
Fig. 8. Temperature realizations in cumulus zones (without and with the wetting corrections) 



Greenwich). Important that in some cases 

liquid water correcting changed not only 

value of calculated heat fluxes, but also 

the sign of the fluxes. Analysis showed 

that non-contradictory fluxes distributions 

for all concerned cases could be observed 

at the value wk =0.15 m3g-1. In that case 

average air temperature in the cloud was 

higher than in ambient air and heat fluxes 

directed outside the cloud. Important that 

value of wk =0.15 m3g-1 was close to the 

values obtained during wind tunnel tests. 

Thus, value of coefficient wk =0.15 m3g-1 

used for calculating spectra of true air 

temperature and spectral structure of heat 

fluxes.  

In Fig. 8 examples of temperature 

realizations in Cu zones with and without 

liquid water corrections are presented. As 

clear seen from the picture corrections 

was essentially changed temperature 

distributions inside clouds and therefore 

influence of liquid droplet should be take 

into account during investigations of fine 

structure temperature and heat fluxes 

fields.  Note that in the most cases so 

called “warm jackets”, i.e. layers near 

clouds with temperature at 0.3 - 0.5 оС 

higher than ambient air were observed 

around Cu. Different authors pointed to the 

existing of warm “jacket” (see, for 

example, Shmeter, 1970). One of the 

reasons of a warm “jacket” appearance 

could be horizontal heat flux from the 

relative warm cloud to cold ambient air. 

However, in some cases there were cold 

“jackets” around Cu, but clouds were also 

warmer than ambient air (see, for 

example, bottom panel in Fig. 8 for 

sampling leg on 22/09/07, 18:48:57 – 

18:49:50). The reasons of arriving warm 

and could “jackets” around cumulus clouds 

call for additional research.  

 
5. ESTIMATING LIQUID WATER 
AFFECT ON THE SPECTRAL 
STRUCTURE OF AIR TEMPERATURE 
AND HEAT FLUXES FIELDS IN 
CUMULUS ZONES 

Numerous aircraft investigations 

showed that cumulus clouds essentially 

distorted thermodynamic fields and 

especially the temperature field. As well-

known distortion zone of Cu could be more 

than in two times wider than the horizontal 

size of Cu (Vinnichenko et. al., 1980). 

Therefore researching of spectral structure 

of air motions in cumulus needs 

considering so called Cu zone including 

both a cloud and area around it. During 

aircraft observations this took into 

attention and measurements at all 

sampling legs starting a long before clouds 

and ending rather after it. 

Turbulence in Cu zone was very 

non-homogeneous thus the wavelet 

transform )b,a(Wf  was used for studying 

spectral structure of air motions. Wavelet 

transform of a random function )x(f  (in 

our case they were air temperature and 

horizontal wind speed fluctuations) was 

defined as the integral transform with a 

family wavelet functions )(tΨ  and was 



given as (Kumar and Foufoula-Georgiou, 

1994): 

dx)x(f)
a

bx(
a

1)b,a(Wf
2

1 ∫
+∞

∞

−
= Ψ    (8) 

where a  was a scale parameter and b  

was a shift (location) parameter, x  was 

the distance along the flight path. Function 

)x(Ψ  was Morlet’s wavelet with 

frequency of 0ω =6 s-1. Matrixes of values 

2)b,a(WT were calculated and defined 

as wavelet scalogram of function )x(T ′ , 

and in analogy real part of the product 

)b,a(WT)b,a(Wu  can be called as a 

cross-scalogram )a(CouT  for horizontal 

heat fluxes Tu ′′  (where )b,a(WT  was 

the complex conjugate wavelet transform 

of random function )x(T ′ ). Physical 

meaning of scalogram was the 

distributions of turbulent energy or 

variances and covariances of different 

parameter in the space of wave numbers 

λ
1k = (where λ  was the eddy size). 

Scalograms allowed identifying the 

location of an event at the same distance 

and wave numbers with respect to the 

cloud.  

Matrixes 2)b,a(WT allowed getting 

so-called wavelet spectrum, which was 

analog of Fourier spectrum and should 

fully coincident with it: 

db)b,a(WTC)a(S 21
T ∫

+∞

∞−

−= Ψ               (9). 

Wavelet coefficient matrixes 

)b,a(WT)b,a(Wu  were used for 

calculating function, which was reasonable 

.  
Fig. 9. Wavelet temperature spectra in cumulus zones (without and with the wetting 

corrections) 
 



named as “wavelet cross-spectrum”: 

db)b,a(WT)b,a(WuC)a(Co 1
uT ∫

+∞

∞−

−= Ψ (10) 

where ΨC =1.062 was the constant for 

base Morlet’s wavelet.  

Applying wavelet procedure to the 

turbulent wind speed and air temperature 

fluctuations in Cu zones gave the following 

results. In Fig. 9 wavelet spectra of air 

temperature fluctuations for different 

sampling legs, calculated through the 

formula (9) without and with water content 

corrections ( wk =0.15 m3g-1). As it seen 

from the pictures water content affect 

could be different. In first case (left panel) 

correcting did not give essential changing 

to the spectrum, all differences were in the 

limits of spectra stability (Vinnichenko et. 

al., 1980). In other case spectrum was 

changed in low-frequency part (middle 

panel), and in third case all differences 

were observed in high-frequency of the 

spectra (right panel).  

Water content correction was 

essentially affected at the results of heat 

fluxes cospectra calculations. Fig. 10 

presents cross-scalograms of horizontal 

heat fluxes, calculated for sampling leg on 

22/09/07, 18:48:57-18:49:50 without water 

content correction (top panel) and with 

correction with coefficient of wk =0.15 m3g-

1 (middle panel). Intensity of the fluxes was 

marked by colors, blue colors 

corresponded fluxes directed along the 

flight and brown color denoted the fluxes 

against the flight direction. Distribution of 

water content, demonstrated cloud 

 
Fig. 10. Wavelet cross-scalogramms of kinematic horizontal heat fluxes in cumulus zone 

(without and with the wetting corrections) 
 



boundaries was also presented in the 

picture (bottom panel).  

Note that the main mechanism of 

heat exchange between a cloud and 

ambient area was meso-scale eddies with 

sizes more than 500 m. Role of pure 

turbulent fluctuations was only in mixing 

inside the cloud. Fluxes, calculated without 

water content correction were directed 

only along the flight line, i.e. fluxes were 

directed to the cloud at the first part of Cu 

zone and outside of the cloud in its second 

part. It was contradicted to the modern 

view about turbulent exchange, since the 

cloud was warmer than ambient 

atmosphere. Water content correction 

removed this contradiction and spectral 

structure of heat fluxes in Cu zone 

became correspondent to the local 

horizontal temperature gradients. 

Cross-spectra of horizontal heat 

fluxes calculated with and without water 

content corrections also verified this 

statement (see Fig. 11).  

Water content correction did not 

essential changed the spectra, calculated 

for sampling leg on 24/08/07 (left panel). 

Cospectra for first and second parts of Cu 

zone had opposite sign, which mean that 

fluxes were directed thought the side 

boundaries out of the cloud to the ambient 

area practically at all eddy scales.  

In other cases cospectra 

transformations were more significant.  

At the sampling leg on 17/09/07 

(middle panel) cospectra showed that 

fluxes without correcting were directed 

 
Fig. 11. Wavelet cross-spectra of kinematic horizontal heat fluxes for different parts of the 

cumulus clouds (without and with the wetting corrections) 
 



inside the cloud, which was abnormal flux 

distribution. Cospectra calculated with 

water content correcting had true sign that 

corresponded to fluxes directed outside 

the cloud.  

Cospectra calculated for sampling 

leg on 22/09/07 for first and second parts 

of Cu zone had the same sign that mean 

abnormal fluxes calculations.  After 

temperature correcting cospectra had 

opposite signs that corresponded to a view 

of heat fluxes structure through side 

boundaries of cumulus clouds.  
 

6. CONCLUSIONS 

Special wind tunnel was designed for 

testing aircraft thermometers and 

estimating influence of liquid water content 

in the flow on temperature readings. 

Investigations of high-frequency aircraft 

thermometer for measuring atmospheric 

turbulence and, especially turbulence in 

clouds, were made. Recovery factor of the 

sensor was defined based on wind tunnel 

tests and through computer program 

FlowVision. Investigations provided the 

correction coefficient for temperature on 

liquid water content, which defines the 

degree of influence of droplets. 

Another way of estimating droplets 

effect was based on the analysis of the 

horizontal heat fluxes co-spectra 

calculated inside and around cumulus, 

temperature and water content 

distributions in clouds. Aircraft 

observations of cumulus clouds made over 

a meteorological testing site in Cuba have 

allowed investigating the spectral structure 

of horizontal heat exchange between 

clouds and the ambient atmosphere based 

on wavelet analysis. It is known that cloud 

droplets can distort temperature 

measurement, which leads to errors in 

calculated heat fluxes and intern abnormal 

flux distributions. The investigations have 

allowed building up a consistent picture of 

horizontal heat flux distribution in cumulus 

zone, depending on wave number and 

cloud location. Meso-scale eddies 

(extending the 500 m length) were the 

main factor of heat exchange between 

clouds and the ambient space. The role of 

turbulence was only the mixing inside the 

cloud.   
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1. INTRODUCTION 

 

In previous studies, Abshaev et al. 

(2003) analyzed the diffusion of catalyzer in 

convective clouds. Shen et al. (1983,1994) 

studied the diffusion of catalyzer regarding 

exploded cannon shots as point-sources. 

The diffusion in seeding was also discussed 

by Yu et al. (2002). However, much work still 

needs to be done for application. In order to 

improve rocket precipitation enhancement 

operations, the rocket precipitation 

enhancement scheme of practical use is 

brought forward based on a great number of 

numerical simulations. The scheme takes 

into account not only diffusion and 

transportation from line-sources, but also 

maximum affected areas with multiple shots 

at different azimuth and elevation angles. 

Sensitivity tests have been conducted for 

parameters of large variability, providing a 

reference value for practical use. The 

scheme has been coded in the Rocket 

Precipitation Enhancement Operation 

Command System, which can determine 

automatically the optimum azimuths, 

elevation angles, proper number of shots 

and other operation parameters. The 

method of determining the effective seeding 

area has also been used in rocket 

precipitation enhancement assessment. 

 

2. DEFINED OF EFFECTIVE SEEDING 

AREA  
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In recent years, cold cloud observation 

experiments using Particle Measuring 

System (PMS) probes have been carried 

out in China. Results show that the number 

of ice crystals in clouds is mostly at the rank 

of 100-101L-1. Based on previous studies, for 

effective seeding, the number of artificial ice 

crystals should be equal to that of natural 

ice crystals. Through the simulation in wind 

conveying, rocket diffusion area changes 

with the launch time. When K =60 m2·s-1, 

v=15m·s-1, elevation=60 and time are 20, 

40, 60, 80, 100, 120 and 130 second 

respectively, fig.1 is three rockets projection 

of instantaneous diffusion zone that 

concentration of AgI is q>=10 L-1. Over time, 

the projection would change from small to 

big, and then narrowed to disappear. A total 

area of the projection area can be obtained 

by time integration. The total area is the 

effective seeding area. The effective 

seeding area can be defined as the vertical 

ground projection of the accumulated area 

where AgI-generated crystals should 

exceed 10L-1 after diffusion of rocket bombs. 

 

Fig.1 Schematic diagram of the diffusion 

area at different times (The five-pointed star 

position is the rocket launching position.) 



  

3. LINE-SOURCE DIFFUSION 

 

To demonstrate the effect of different 

turbulent diffusivity coefficients (K), we 

simulated diffusion radius of AgI 

concentration (q>=10 L-1)，assuming K =20, 

40, 60, 80, and 100 m2s-1. Single apex 

curves of maximum diffusion radius are 

shown for each K value in Fig.2. The 

diffusion radius increases with time firstly, 

then decreases after reaching its maximum, 

and ultimately disappears. For K = 20, 40, 

60, 80 and 100 m2s-1, the maximum value of  

diffusion radius are 839.8 m, 1045.0 m, 

1181.0 m, 1284.0 m and 1367.0 m 

respectively, the time of maximum diffusion 

radius are 52’40”, 43’19”, 40’00”, 37’40” and 

35’00” respectively, and the time that the 

diffusion radius disappear are 109’59”, 

94’59”, 86’38”, 81’40”, and 76’41” 

respectively. 

 
Fig.2 The changes of diffusion radius under 

different eddy diffusion coefficients. 

 

4. OPERATION HEIGHT 

 

The Tab. 1 is parameter of rocket. The 

bigger elevation angle is, the higher start 

seeding height is. For safety, the elevation is 

between 45- 85. The operation height is 

determined by radar echoes.  

 

5. OPERATION AZIMUTH 

 

In order to get the largest effective 

seeding area and save shots in rocket  

Tab.1  Rocket  parameter 

 

precipitation enhancement, Fig.2 shows a 

new operation method that named upwind 

shooting. The angles (α) are equivalent and 

decided by simulations according to the 

principle that no gap area is left between 

rocket bombs after diffusion. The numerical 

value of α is listed in Tab.2. From the table 2, 

we can see that the range of emission angle 

is between 22- 90. The α increases with 

the elevation angle increasing. When the 

turbulent diffusion coefficient is 20 and 

elevation is 45, α is 22. When emission 

elevation angle up to more than 70, the α is 

maximum, or launching three rockets, they 

are perpendicular to each others. 

 

Fig. 2 Sketch of rockets operation. 

 

Tab. 2 Relationship α with turbulent diffusion 

coefficient and elevation  (unit: degrees) 

 Elevation 

angle 

Start seeding 

Height  Distance 

/km    /km 

Seeding end 

Height  Distance 

/km     /km 

45º 2.870 4.407 2.306 6.978 

50º 3.357 4.087 3.174 6.450 

55º 3.805 3.725 3.970 6.076 

60º 4.208 3.307 4.881 5.504 

65º 4.547 2.836 5.506 4.795 

70º 4.836 2.323 6.060 3.987 

75º 5.068 1.775 6.523 3.089 

80º 5.238 1.199 6.874 2.111 

85º 5.342 0.605 7.095 1.073 

K 

/m
2
·s

-1
 

Elevation angle 

85º  80º 75º  70º  65º  60º  55º  50º   45º 

20 90 90 71 46 36 31 27 24 22 

40 90 90 90 64 48 39 34 31 28 

60 90 90 90 90 56 46 39 35 32 

80 90 90 90 90 65 51 44 39 36 

100 90 90 90 90 75 56 47 42 38 



  

6. EFFECTIVE SEEDING AREA 

 

The Fig.4 show isolines of the 

diffusion area and number 10 are silver 

iodide concentration of 10L-1, they are the 

effective seeding area. The diffusion 

equation (omission) shows that the turbulent 

diffusion coefficient increases, the diffusion 

area increases, when the environmental 

wind and the elevation is the same (Fig.4 a 

and b). The effective seeding area is 698.6 

km2 (Fig.4 a) and 768.4 km2 (Fig.4 b) 

respectively. The environmental wind 

increases, the diffusion area also increases, 

when the turbulent diffusion coefficient and 

the emission elevation is the same (Fig.4 b 

and c). The effective seeding area is 768.4 

km2 (Fig.4 b) and 1529.2 km2 (Fig.4 c) 

respectively. 

Multiple simulations were conducted 

with a combination of different elevation 

angles, turbulent diffusivity coefficients, and 

wind speeds. The areas of effective seeding 

are listed in Table 3. For example, with K=20 

m2s-1, u=20 m·s-1 and the elevation of 60º, 

the effective seeding area is 1395.4 km2. 

 

 

 

Fig. 4 When elevation is 60, isolines map of the diffusion area. 

（a: K =20m2·s-1，u=10m·s-1. b: K =80m2·s-1，u=10m·s-1. c: K =80m2·s-1，u=20m·s-1） 

 

7. CONCLUSIONS  

 

(1) Based on the principle that the  

 

number of artificial ice crystals should be 

equal to that of natural ice crystals, the 

v e r t i c a l  g r o un d  p r o j ec t i o n  o f  t h e 



  

accumulated area where AgI-generated 

crystals exceeds 10L-1 after diffusion is 

calculated and can be defined as the 

effective seeding area. 

(2) Operation azimuth is decided based 

on a new method that each round fire three 

rockets upwind and the angle between 

rocket bombs is equivalent. The angle is 

decided by simulations according to the 

principle that no gap is left after diffusion. 

Operation elevation angle is decided based 

on operation height.  

(3) Precipitation enhancement should 

be operated with multiple rounds. 
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Table 3  Different factors corresponding to the effective seeding area with three 

rounds （unit: square kilometers） 

 

K  

/m
2
·s

-1
 

 Wind 

 /m·s
-1
 

Elevation 

85º      80º      75º      70º     65º      60º      55º      50º     45º 

 

20  

10 332.4 531.6 677.4 692.0 696.2 698.6 690.6 668.8 663.6 

15  498.6 799.0 1017.6 1036.8 1044.6 1047.4 1033.4 1003.6 993.4 

20 664.8 1064.4 1355.6 1381.0 1390.6 1395.4 1376.2 1336.4 1323.8 

 

40  

10  318.2 500.0 648.8 734.4 746.6 737.2 735.2 724.6 712.6 

15  478.4 753.0 974.0 1099.0 1117.4 1103.6 1100.2 1085.6 1064.8 

20 636.6 1001.8 1299.2 1465.2 1488.4 1469.0 1466.6 1445.2 1419.4 

 

60 

10 310.8 479.8 620.4 729.8 758.0 761.8 753.6 738.2 735.2 

15 465.2 719.0 929.8 1095.2 1134.6 1141.4 1128.0 1103.0 1098.2 

20 620.8 960.4 1242.0 1461.8 1510.6 1518.0 1504.0 1468.2 1464.8 

 

80 

10 301.6 470.2 602.6 707.4 768.4 768.4 765.2 754.4 755.4 

15 449.4 700.8 899.0 1057.6 1149.0 1148.2 1143.6 1128.2 1127.4 

20 600.0 933.4 1199.2 1410.4 1529.2 1529.2 1521.0 1501.2 1500.4 

 

100  

10 297.6 456.4 584.8 682.2 766.4 772.8 769.2 754.8 752.6 

15 444.6 681.8 872.0 1020.8 1148.2 1151.0 1147.8 1129.4 1122.0 

20 592.4 905.6 1158.6 1359.2 1529.2 1533.2 1527.8 1502.4 1492.0 
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1. INTRODUCTION 

 
Internal vortical motions are 

important features common to the majority 
of hailstorms. Numerical models and 
Doppler radar observations reveal that a 
vortex (Markowski et al., 2008) or a counter-
rotating vortex pair is formed within a 
hailstorm. A vortex pair formation is 
frequently explained by the convective tilting 
of mean flow horizontal vorticity mechanism 
produced by the strong directional low-level 
wind shear. Such a storm splits into cyclonic 
(moving to the right of the shear vector) and 
anticyclonic (moving to the left) as pointed 
by Robert Davies-Jones (2002) and van den 
Heever and Cotton (2004). Observational 
evidence shows that right-moving hailstorms 
are favored in environments characterized 
by clockwise-turning hodographs (Grasso 
and Hilgendorf, 2001). More model studies 
of hail vortex pair evolution are performed 
over flat terrain. 

The relationship between hailstorm 
vortex pair evolution and complex terrain 
were investigated by Ćurić et al. (2007) and 
Ćurić and Janc (2012) in their model and 
observational studies. Their investigations 
are targeted at the intense hailstorms in the 
valley area in vicinity of their source. The 
main effect of a valley side is the lateral 
mean wind shear affected by friction or 
differential heating. The resulting effect is 
stronger weakening of the left-moving 
(anticyclonic) hailstorms than their cyclonic 
counterpart. In addition, the stretching is 
also expressed in the presence of the 
valley. 

Due to its importance the rotational 
characteristics of hailstorms were analyzed 
theoretically by Davies-Jones (2004), 
Davies-Jones (2006) and others. The model 
and observed split hailstorm characteristics 
under influence of complex terrain therefore 
requires more detailed theoretical 
framework of the most influential factors that 
determine the hailstorm vortex pair 
behavior. For this reason, we shall perform 
the detailed analysis of the vorticity equation 

by introduction of the additional terms that 
appears in the valley. 

 
 

2. VORTICITY EQUATION 
 
 For the purpose of this study the 
vertical vorticity component equation 
(Houze, 1993) is used in the form as follow 
 

∂ ∂ ∂
∂ ∂ ∂

dζ w w w
=ζ + ξ + η

dt z y x
,  (1) 

 
where η, ξ and ζ are vorticity components in 
x, y and z directions, respectively. In our 
analysis the Coriolis parameter is neglected. 
We also use the continuity equation as 
 

α
α

∇ ⋅ 1 d
=

dt
V ,  (2) 

 
where V is the velocity vector and α the 
specific volume.  
 The vorticity equation (1) can be 
linearized about a mean flow in the x 
direction, U = U( y, z ), while the mean 
values of the other two velocity components 
(V and W) are zero. By using (2) the 
linearized form of (1) becomes 
 

ζ ζ

α α
α

′ ′  ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂ + +   ∂ ∂ ∂ ∂ ∂ ∂ ∂ ∂  

′∂ ∂ ∂ ∂ ∂ − + + ∂ ∂ ∂ ∂ ∂ 

1
,

U w U U
+U = v w

t x z y y y y z

U w U
U w

y z y x z

(3) 

 
whereζ ′  is the vertical vorticity perturbation, 

while ( )zα α=  and α ′ are mean and  
perturbation values of the  specific volume. 
Under assumption that U is a function of z 
only (3) is the same as that analyzed  by 
Houze (1993). For analysis of the vortex 
pair evolution, it is useful to use the vorticity 
equation in a coordinate system moving with 
the storm (Davies-Jones,1984; Kanehisa, 
2002) where a cloud velocity is 
 



=c c cu vV i + j .  (4) 

 
 We propose that ≈U uc . The terms 

on the left-hand side of the vorticity equation 
(3) then become 
 

ζ ζ′ ′∂ ∂−
∂ ∂cv

t y
. (5) 

 
 By integrating (3) we obtain the 
approximate form of the vertical vorticity 
perturbation for a steady-state condition  as 
 
ζ ′= A+ B+C + D+ E , 
 
where 
 

( )

( )α
α

∂−
∂

 ∂ ∂= − − 
 ∂ ∂ 

 ∂ ∂= − −  ∂ ∂ 

∂= −
∂

∂= − −
∂

2

2

2

2

1
,

sgn( ) ,

sgn( ) ,

1
sgn( ) ,

1
sgn( ) .

c

c y

c y

y
c

y
c

U
A= w

v z

v U U
B y

v y y

w U U
C y

v z z

w
D y U U

v z

w
E y U U

v z

 (6) 

 
where subscripts 2 and y relate to the center 
of the valley (Fig. 1) and sites in y direction, 
while X  represents the mean value in y 
direction. For reason of further analysis the 
terms on the right-hand side of (6) are 
denoted by A, B, C, D and E, respectively.  
 
3. ANALYSIS OF PARTICULAR TERMS 
 
 The x, y and z directions in a valley 
are oriented as in Fig. 1. In this case, U as a 
function of y near the ground is presented in 
Fig. 2. Its change with height for three sites 
(denoted by 1, 2 and 3 in Fig. 1) is shown in 
Fig. 3. Hereafter we shall analyze each term 
in corresponding subsections.  
 
3.1 The term  A 
 
    Only the tilting term A exists if U is a 
function of z as pointed by Rotunno (1981). 
This term is widely elaborated by Houze 
(1993) or Ćurić and Janc (2012). Its impact 

on vertical vorticity perturbation in y 
direction is essential.    
  It is well-known that the mean 
velocity, U, at a low-level grows with height 
(Fig. 3). Its mean vertical change in a 
direction perpendicular to the valley axis 
must be also positive so that / 0∂ ∂ >U z .  At 
site 1 (sunward side of the valley, Fig. 1), 
the extra warming implies greater vertical 
velocity and thus greater negative vorticity. 
An analysis performed by Ćurić and Janc 
(2012) shows that the mean vertical wind 
shear takes smaller values over the 
sunward side of the valley than over the 
sunshade one. The resulting effect of the 
term A to the vertical vorticity perturbation is 
a stronger increase of positive vorticity 
(associated with a right-moving storm). 
 

 
 
Fig. 1. Coordinate axis in the valley. The sites 

over the sunward and sunshade sides of the 
valley as well as at the valley center are 
denoted by 1, 3, and 2, respectively. 

 
 
3.2 The term B 
 
 The typical horizontal mean wind 
shear in the valley is shown in Fig. 2. As 
noted, U decreases towards the sunward (a 
greater rate, f1) and sunshade sides (a 
smaller rate, f2) of the valley. But the change 
of the horizontal wind shear is small (its 
value is zero for the linear profile). On the 
other hand, the rotational motion within the 
vortex at both sides of the valley (although 
not mirror images of each other) also 
implies the small magnitudes of this term. 
The term B may be neglected. 
 



3.3 The term C 
 
 The importance of the term C will be 
recognized from the following discussion. As 
shown in Fig. 3, the vertical wind shear is 
typically weaker over the sunward side of 
the valley (line 1) than over the sunshade 
one (line 3), but both rates are smaller than 
that along the valley-axis (line 2) according 
to Ćurić and Janc (2012). In such a way, 
this term contributes to a decrease of the 
anticyclonic vortex (the sunward side of the 
valley) and an increase of its cyclonic 
counterpart (the sunshade side of the 
valley).  
 

 
 
Fig. 2. The horizontal wind shear in the valley.   
 
3.4 The term D 
 
 For the sunshade side of the valley 
(1, Fig. 2), an U value is smaller than that 
over the sunshade side (3, Fig. 2). The term 
∂ ∂w/ z is typically positive over the valley 
and may be greater over its sunward side 
due to the extra warming. On the other 
hand, the greater value of U is over the 
sunshade side of the valley (3, Fig. 1) while 
∂ ∂w/ z may be smaller. The resulting effect 
is an increase of vertical vorticity 
perturbation over both sides of the valley. 
But the vertical vorticity perturbation change 
depends on the factor U ∂ ∂w/ z.    
 
3.5 The term E 
 
 The divergence term exists in the 
vorticity equation due to the horizontal wind 
shear. This term may be transformed by 
using the relation  
 
 

 
γ γα

α
−∂ =

∂
��

1 h

z T
, 

 

 
 

Fig. 3. Vertical wind shear in the valley over sites 
defined in Fig. 1. 

  
where hγ  and γ  are temperature lapse 
rates of the homogenous and real 
atmospheres, while T  is the mean 
temperature. Over the sunward side of the 
valley vc > 0 and Uy – U2 < 0 and then its 
term implies an increase of the vertical 
vorticity over the sunward side of the valley. 
Same trend occurs over the sunshade side 
of the valley. Fig. 2 demonstrates that 

y 2U -U is greater over the sunward side of 

the valley, while w  may be also greater due 
to the extra warming. On the other hand, the 
main updraft is more frequently placed to 
the right with respect to a mean vertical 
wind shear vector. For this reason, the 
magnitudes of this term may be different.
 We must emphasize that our 
analysis is performed in the coordinate 
system moving with the storm in which the 
storm center moves roughly with the mean 
wind velocity. This is not fully consistent with 
the divergent flow assumption. However, we 
believe that this analysis represents the 
good estimate of the factors that determine 
the vortex-pair evolution in the valley. This 
statement is based on facts that the 
divergent term is smaller than the terms A 
and D and comparable with the C term for 
typical conditions associated with a storm 
motion along the valley. We must always 
take in mind that only linear effects are 
discussed. Among nonlinear ones, the 
stretching seems to be important for the 
valley condition as pointed by Ćurić and 
Janc (2007).    
 



 
4. CONCLUDING REMARKS 
 
 The main intent of this article was to 
investigate the factors determining the 
vortex-pair evolution over a valley area. We 
analyze an approximate version of the 
vertical vorticity equation linearized about a 
mean westerly wind which increases with 
height and decreases towards the sunward 
and sunshade sides of the valley. Mean 
wind profile is chosen to approximate the 
typical environmental condition associated 
with a storm motion along the valley. Our 
principal findings are as follows: 
- A valley terrain contributes essentially to 
an increase of the cyclonic vortex intensity 
and decrease of its anticyclonic 
counterparts due to the vertical velocity, the 
vertical wind shear as well as its change in a 
direction perpendiculat to the valley axis. 
Such scenario is primarily influenced by 
differential heating of the sunward and 
sunshade sides of the valley.   
- A term that depends on the mean wind 
change in y direction as well as the vertical 
velocity change with height may produce 
smaller or greater increase of both vortices. 
The same trend produces the divergent 
term. 

These findings tell us that the valley 
terrain does not impact on the vortex-pair 
intensity likewise. However, the dominant 
factors supports the cyclonic storm (over the 
sunshade side of the valley). Within our 
investigation we consider only linear terms 
in the vertical vorticity equation. Former 
results obtained with the numerical model 
shows clearly that the stretching is also very 
important during a storm evolution in the 
valley.  

Despite performed approximations 
we think that this investigation represents 
the good basis for full insight in interaction 
of a storm and complex terrain. In either 
case the development of storm rotation is 
not drastically different that discussed here, 
hence we believe the present results are 
generally relevant.  
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Abstract: Based on Doppler Weather Radar 

data, weather graph and satellite inversive 

cloudy products, A large-scale precipitation 

process on April 18th 2009 in Tianjin was 

analyzed.Three main conclusions were 

reached from the results of this study.(1)It 

was a stratocumulus mix cloud precipitation 

process, which was affected by Hetao low 

trough and Jianghuai cyclones.(2)The 

reflectivity of Doppler-radar presented the 

characteristics of newborn, developing, 

maintaining and weakening.(3)During the 

MODIS satellite transit time, the cloud 

particle effective radius was above 

15 mµ ,and the value of highest appearance 

frequency was 25-27 mµ .The maximum 

value area of atmospheric precipitable water 

was consist with the precipitation of hourly 

automatic weather station. 

Key Words:  precipitation, circulation 

pattern, Doppler-radar products,  MODIS 

cloud parameters 

1. Introduction 

Nowadays， the Doppler-radar network 

improved gradually, The Doppler-radar had 

the characteristics of high power, high 

precision and phase-coherent, It provided 

high temporal resolution volume-scanning 

data. The Doppler-radar could pursue the 

development and evolvement of 

precipitation cloud, and could also 

understand the intensity and scale of 

precipitation.There were plenty of 

precipitation characteristics research using 

Doppler-radar data(Wang et al.2006;Zhang 

2010;He et al.2010;Wang et al.2009;Wu et 

al.2009). 

In this paper,a large-scale precipitation 



 

 

process in Tianjin area was analyzed .The 

paper discussed the characteristics of 

Doppler-radar product and spatial 

distribution of MODIS cloud parameters, 

which could help to revolve the mechanism 

of precipitation and forecast the large-scale 

spring rainfall process in Tianjin. 

2. The Precipitation Situation and Synoptic 

System 

2.1. The Precipitation Situation 

During April 18th to April 19th of 2009, a 

large-scale rainfall process was appeared in 

Tianjin area, the precipitation lasted for 16 

hours. The daily precipitation of Tianjin 

urban area reached 34.3mm,which reached 

the extremum in the same historical period. 

On the precipitation distribution chart, the 

precipitation were less in north area and 

more in southeast area. The data of 

automatic weather station（AWS）showed 

that, the precipitation of 122 stations were 

between 25.0-49.9mm. 
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Figure1. The distribution chart of cumulative 

precipitation from Apr.18th to Apr.19th，2009  

2.2. The Synoptic System 

The circulation pattern(figure2a) was two 

troughs and one ridge in east-Asia area of 

500hpa at 12:00(Universal Time) on April 

18th. North China area was affected by 

Hetao low trough, the southwest airflow 

gathered ahead of the trough. The low-level 

shear line maintained in the center of Hebei 

province at 850hpa.The southwest jet 

stream transported warm-wet airflow to 

North China area. The relative humidity 

exceeded 90％  at low layer, the relative 

humidity of high layer also reached 70％-80

％. 



 

 

 At surface pressure field(figure2b), 

Jianghuai cyclone system provided plenty of 

water vapor for precipitation process. The 

centre of cyclone located at 28.41°N ，

116.26°E at 21:00 on April 18th,the pressure 

value was 1002.5hpa.With the motion of 

Jianghuai cyclone, the precipitation 

maintained and strengthened. After 06:00, 

the precipitation weaken gradually. 

  

Figure2. The weather graph of precipitation 

process((a)500hpa circulation pattern at 

12:00 on Apr.18th,2009 (b)Surface pressure 

field at 21:00 on Apr.18th,2009) 

3. Analysis of Radar Echo Characteristics  

The Doppler-radar reflectivity products 

presented echo characteristics of newborn, 

developing, maintaining and dissipating in 

the precipitation process. 

(1) The echo newborn stage. Before 12:30 

of April 18th, the precipitation cloud moved 

in the area where radar could detect,the 

small-scale precipitation echoes was 

appeared in southwest of Tianjin at 11:00. 

Later, the precipitation echoes appeared in 

east of Jinghai and Wuqing(figure3(a)),the 

echoes intensity was between 

15-30dbz.When the radar echoes moved 

towards to northeastward, the scale and 

intensity of echoes increased gradually. 

(2) The echo developing stage. From 13:00 

to 21:00, many new radar echoes were born 

around Qingxian and Dacheng area, which 

moved northeastward. At the same time, the 

radar echo intensity of Baodi area increased, 

while the echo shape also changed. The 

edge of echo was not clear. Some 

convective echo mixed in it, and the intensity 

was below 45dbz.The echo top (figure 3(c)) 

was about 3-5km, some exceeded 9km. 

(3) The stable maintaining stage. With the 

establishment of southwest jet stream,the 



 

 

warm and wet flew was transported 

northward. This stage lasted for several 

hours. On radar reflectivity images, Tianjin 

area was covered with precipitation cloud at 

00:00(figure3(b)).The echo intensity 

gradient reduced. The image of reflectivity 

profile(figure3(d)) showed that the echo 

intensity was not more than 30dbz,while the 

echo top height was below 5km. 

(4)The echo dissipation stage. With the 

eastward movement of Hetao low trough, 

the relative humidity diminished. The radar 

echo intensity weakened gradually and the 

echo removed far away from Tianjin.The 

precipitation process which lasted for 16 

hours finished. 

(a)(a) 12:30(a)(a) 12:30 (c)(c)b(c)(c)b(c)(c)b 00:00(c)(c)b(c)(c)b(c)(c)b 00:00

 

  

Figure3. The charts of reflectivity and cross 

section of the reflectivity of Doppler-radar 

4.The Relationship between Cloud 

Micro-physical Parameters of MODIS 

Satellite and Precipitation of automatic 

weather station(AWS) 

The transit time of TERRA/MODIS 

satellite was 03:35 on April 19th, 2009. 

Figure4a showed that the average cloud 

particle effective radius of Tianjin area was 

15 mµ . Some research presented, the cloud 

particle effective radius should reach at least 

12 mµ , the effective precipitation would 

come into being. From the result of value 

statistics, the most common value was 

25-27 mµ .These larger particles might play 

an important part in precipitation. In figure4a, 

the cloud particle effective radius were larger 

in north of Ninghe, east of Hangu, north of 



 

 

Baodi and urban districts of Tianjin. 

Based on the reflectivity of MODIS 1B 

data, the atmospheric precipitable water 

vapor(PWV) of 19 channel could retrieved. 

The value were larger in Jinghai and Baodi. 

At the same time, The hourly precipitation of 

AWS showed the average value was 

3.95mm.Compareing with figure4b and 

figure4c,it could be found the large value 

area of atmospheric precipitation 

corresponded well with the precipitation of 

AWS, especially in middle and north of 

Jinghai, junction area between Beichen and 

districts of Tianjin. 
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(a)          (b)          (c) 

Figure4. Distribution charts of cloud 

parameters and hourly surface precipitation 

（(a)The distribution of the cloud particles 

effective radius at 03:35.(b)The distribution 

of the PWV of 19channel of MODIS at 

03:35(c)The distribution of precipitation in 

Tianjin area from 03:00 to 04:00） 

5. Conclusion  

(1)The precipitation process was affected by 

Hetao low trough, coordinating with the 

northward motion of Jianghuai cyclone. The 

southwest jet stream transported plenty of 

water vapor to North China area.  

(2)This precipitation process was 

stratocumulus mix cloud precipitation. The 

Doppler-radar reflectivity products presented 

obvious characteristics of newborn, 

developing, maintaining and dissipating.  

(3)The cloud particle effective radius of 

Tianjin area was above 15 mµ  at MODIS 

satellite transit time. The most common 

cloud particle effective radius was 

25-27 mµ ,which might play an important part 

in precipitation. The large value area of 

precipitable water corresponded well with 

the precipitation of AWS, especially in 

middle and north of Jinghai, junction area 



 

 

between Beichen and districts of Tianjin. 
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1. INTRODUCTION 

 

In their Fourth Assessment Report, 

the Inter-Governmental Panel on Climate 

Change [1] summarized direct and indirect 

aerosol effects on cloud properties and 

rainfall. The second indirect aerosol effect 

suggests rain is suppressed in warm phase 

clouds. Using satellite images, Rosenfeld [2] 

suggested that cloud droplet coalescence is 

inhibited in polluted clouds. Further studies 

have contributed to an emerging consensus 

that urban and industrial aerosol may inhibit 

stratiform cloud system rainfall but may 

enhance cumuliform cloud system rainfall. 

To date most aerosol effect on 

rainfall studies have used remotely sensed 

estimates of atmospheric properties over 

multiple years or global climate modelling. 

Investigations of aerosol impacts on a local 

rain event scale (city environs at a given 

time, 100’s km2 in an hour) are rare. The 

subtropical city of Brisbane on the east 

coast of Australia was the focus of a study 

that suggested anthropogenic emissions 

might inhibit rainfall around the city [3]. 

Here we present preliminary results 

of a geo-statistical comparison of modelled 

aerosol size distribution with satellite 

remotely sensed cloud drop size and ground 

based radar rain rate for a single rain event. 

Because remote sensing of aerosol 

from passive imaging sensors is not 

possible due to cloud cover associated with 

rainfall, the chemistry transport version of 

the Weather Research and Forecasting 

model (WRF-Chem) [4] is used to prepare 

maps of aerosol size and single aerosol 

species distribution during rain events. 

Besides, cloud, rain and aerosol 

parameters, two atmospheric properties 

need to be measured in a study comparing 

aerosol effect on rainfall - atmospheric 

stability and precipitable water content [5] 

since both influence rain processes. 

Accordingly, the geo-statistical spatial 

analysis was also applied to copies of the 

statistical sample grid segmented for: (1) 

average vertical air mass movement – a 

proxy for atmospheric stability; and (2) cloud 

water path – a proxy for atmospheric column 

water content. 

The satellite images and model 

output to be used in the study are described 

next, followed by an account of the study 

methods. The results of the geo-statistic 

data exploration; variograms, cross-

variograms and cross-correlograms, 

comparing the spatial correlation of aerosol, 

cloud and rain parameters, are presented 

and discussed. The paper concludes that, 

while correlation values are low, the form of 

the graphs indicates a potential effect from 

anthropogenic aerosol on rainfall, in this 

study area for this chosen rain event. 

At the conference further spatial 

analysis results will be presented from 

additional configurations of WRF-Chem gas 

phase chemistry and aerosol transport 

schemes as well and comparing cumuliform 

and stratiform rain systems on different 

days.  
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Figure 1: The study area (a) Australia, (b) monochrome MODIS image (c) superimposed with 

Doppler radar rain rate (legend – see Figure 5) for 25Sep10 03:42 UTC - source: NASA and BoM. 

2. STUDY AREA AND RAIN EVENT 

 

The study area, shown in Figure 1 is 

centred close to the geographic middle of 

the city of Brisbane at 153⁰E and 27.5⁰S. 

On Saturday the 25th September 

2010, a surface trough extended across 

inland Queensland directing a humid and 

unstable air mass over Brisbane as shown 

in the Figure 2 synoptic weather chart 

provided by the Bureau of Meteorology 

(BoM). Matching a MODIS satellite overpass 

of Brisbane at 03:42 UTC, the scattered 

rainfall distribution around Brisbane is 

shown in Figure 1. 

A 03:46 UTC CloudSat image 

(Figure 3 provided by the Collaborative 

Institute for Research in the Atmosphere 

CIRA) indicates alto-cumulous (Ac) and alto-

stratus (As) cloud systems in the area. The 

Cloudsat ground-track was approximately 90 

km to the east of Brisbane parallel to the 

coast and, despite the distance, the 

CloudSat image is at least indicative of the 

cloud structure around Brisbane because 

the rain bearing system was being driven by 

high level westerly winds. The As cloud 

layer is also evident in Figure 4, while Figure 

1(b) shows the two cloud layer system over 

Brisbane. Two distinct cloud layers were 

visible to remote sensing in the study area. 

Observations noted that the Ac cloud base 

was at 750 m above mean sea level. 

Figure 2: Mean sea level pressure chart 

25Sep10 06:00 UTC - source: BoM. 

Figure 3: Cloudsat images 25Sep10 03:46 UTC 

Brisbane due west at the yellow line (a) cloud 

classification and (b) radar reflectivity (red–

most cloud water) - source: CIRA. 

Figure 4: Brisbane ceilometer cloud base 

25Sep10 03:46UTC was 3000m above mean sea 

level (y-axis altitude km; x-axis 15 minute 

“window” of time) – source: UQ.  

  



3. DATA 

 

The study sourced rain rate from the 

Bureau of Meteorology (BoM), cloud 

properties from the NASA Moderate-

Resolution Imaging Spectroradiometer 

(MODIS) satellite; and aerosol size 

distribution from WRF-Chem. 

MODIS on the AQUA platform 

overflew Brisbane, at 03:42 UTC providing 

derived cloud properties: cloud effective 

radius (cer); and cloud water path (cwp). At 

1 km spatial resolution, cer is a weighted 

mean of the size distribution of cloud 

droplets [6] and is used in this study to 

delineate cloud droplet size generally. 

MODIS cwp, also at 1 km spatial resolution, 

is the column amount of water in the cloud 

and is derived from the cloud optical 

thickness and cer parameters [7]. Cloud top 

pressure (ctp) at 5 km spatial resolution was 

also collected for reference only – it was not 

used in the geo-statistics. 

The BoM Doppler rain radar site is at 

Staplyton, 33 km to the south-east of 

Brisbane. The 03:42 UTC rain rate, chosen 

to match the MODIS overflight time, was 

provided in ESRI ArcGIS shape-files. The 

integer value rain intensity parameter was 

processed by the BoM from radar reflectivity 

echo images of water droplet size 

hydrometeors. The intensity parameter 

corresponds to rain rate values in mm/hr 

using a lookup table provided by the BoM. 

WRF-Chem models for 04:00 UTC, 

centered on Brisbane were configured with 

nested domains - a 3 km outer domain and 

a 1 km inner domain. The model spatial 

resolution was chosen to match that of the 

MODIS cloud property images. 

WRF-Chem provided the vertical air 

movement parameter, aerosol optical depth 

at two wavelengths for the calculation of 

aerosol size distribution and sulphur-dioxide 

(SO2) plume concentrations used in the geo-

statistics. 

WRF-Chem allows combinations of 

schemes for atmospheric physics, aerosol 

transport, gas phase chemistry as well as 

options for anthropogenic, biogenic and 

background aerosol emission sources. The 

MOSAIC (Model for Simulating Aerosol 

Interactions and Chemistry) 8 bin sectional 

aerosol transport scheme and CBMZ 

(Carbon Bond Mechanism - Zaveri) gas 

phase chemistry schemes [8] were chosen 

for this study because advice [9] indicates 

this scheme combination improves model 

algorithms for gas phase species conversion 

to the particle phase, the aging of secondary 

organic aerosol from primary anthropogenic 

aerosol sources and represents aerosol size 

distribution into 8 bins. 

WRF-Chem meteorological boundary 

conditions were updated every six hours by 

weather observations used in the US 

National Centre for Environmental 

Prediction, Global Forecast System. The 

model aerosol boundary conditions were 

established from global databases of 

background and anthropogenic emissions: 

(1) RETRO global chemical composition of 

anthropogenic emissions over 40 years as 

at year 2000; spatial resolution of 0.5 

degrees [10]; (2) GOCART global 

anthropogenic and background emissions 

as at year 2006; spatial resolution of 1 

degree [11]; (3) EDGAR global 

anthropogenic emissions as at year 2005; 

spatial resolution of 0.1 degree [12]; and (4) 

MEGAN biogenic aerosol emissions as at 

2003; spatial resolution of 1 km [13]. 

 

4. METHODS 

 

The aim of the study was to examine 

aerosol effect on rainfall in the context of 

atmospheric parameters for individual rain 

events around Brisbane. Atmospheric 

parameters are distributed in space and time 

and a statistic is needed to provide some 

quantitative measure of the spatial 

correlation of atmospheric parameters. Geo-

statistics provides such tools: (1) the 

variogram, a measure of dissimilarity, shows 

the degree of spatial autocorrelation at set 

distances for individual variables; (2) the 

cross-variogram, a measure of the joint 



variability of two parameters at set 

distances; and (3) the cross-correlogram, a 

unit free standardised form of covariance 

which indicates the spatial correlation 

coefficient for two variables at increasing lag 

distance [14]. Geo-statistical packages 

provided in the open source statistics 

software application “R” [15] were used to 

generate geo-statistical graphs - “gstat” [16] 

for cross-variograms and “ncf” for cross-

correlograms. 

Data collection started with acquiring 

the MODIS images and using Exelis ENVI 

image analysis software to extract, geo-

reference and sub-set cer, cwp and ctp 

parameters. 

Three WRF-Chem runs were made 

with different aerosol emission 

configurations: (1) All aerosol sources 

(background, biogenic, anthropogenic 

emissions); (2) without biogenic emissions; 

and (3) anthropogenic emissions only. 

The dimensionless Angstrom 

exponent (α), a suitable proxy for aerosol 

size distribution [17], was calculated in ESRI 

ArcGIS from WRF-Chem generated aerosol 

optical depth maps at two wavelengths; 300 

and 1000 ηm, where λ is wave length: 

 

α λ1/ λ2 = - Ln(AODλ1 / AODλ2) / Ln(λ1 / λ2) [18] 

 

A higher value of α at a point in the map 

indicates a smaller mean aerosol size in the 

atmospheric column at that location. 

WRF-Chem output included SO2 

concentration, which was used here to 

further test the correlation of anthropogenic 

aerosol to rain-fall. The mean vertical air 

movement (avW) was produced in WRF-

Chem as were wind speed and direction at 

10 metres and 7.4 km above ground level. 

WRF-Chem parameters were integrated 

from the model vertical levels below the 

tropopause; the location of which was 

determined from a BoM aerological diagram. 

A 62 * 53 km statistical sampling grid 

of 1 km resolution was selected from the 

study area encompassing an area in 

Brisbane from which anthropogenic SO2 

emissions were evident as well as a band of 

rain-fall downwind to that source.  

ESRI ArcGIS mapping software was 

used to aggregate the variables to grid point 

text files suitable for the “R” geo-statistics 

processing. The variable names are those 

used in Figures: 

(1) in - rain rate (intensity); 

(2) Ae - aerosol size distribution ; 

(3) so2 - SO2 concentration (ppmV); 

(4) cer - cloud effective radius (µm); 

(5) cwp - cloud water path (gm-2); and 

(6) avW - mean vertical air speed (ms-1). 

Similarly four further text files were created – 

each one a selection of grid points as 

follows: 

case (1) - all points; 

case (2) - avW <= 0; 

case (3) - avW > 0; 

case (4) - cwp <= mean of cwp case (1); 

case (5) - cwp > mean of cwp case (1). 

Case (2) represents areas of atmospheric 

subsidence; case (3) represents air being 

lifted; case (4) represents cwp less than, or 

equal to, the cwp mean; and case (5) 

represents cwp greater than the cwp mean. 

 

5. RESULTS 

 

During a review of model data output 

it was found that the all-aerosol and no-

biogenic aerosol model outputs produced 

similar geostatistic graphs - accordingly, the 

model runs omitting biogenic emissions are 

not shown further here. Similarly, since it 

has been established that the cloud 

structure in the study area has two distinct 

layers any correlation of cer with α or rain 

intensity may be misleading. Accordingly 

geo-statistical graphs with cer are not 

included here either. Ideally the sample grid 

should have included a single height cloud 

structure – something not possible on this 

occasion. 

Maps of the MODIS cer, cwp, ctp 

and the radar rain rate superimposed on the 

band 1 monochrome image; all sized to the 

geo-statistics grid extent, are shown in 

Figure 5. Figure 6 shows maps of WRF-



Chem provided variables also sized to the 

geo-statistics grid - α, so2 and avW. Output 

for the all aerosol model are shown in Figure 

6 (a) to (c), while Figure 6 (d) to (e) are the 

output for the anthropogenic emissions only 

model run. Figure 7 is the WRF-Chem winds 

at 10 metres and 7.4 km above ground level, 

both used to indicate aerosol and rain 

movement. 

The five data sets for both model runs 

had a sufficient number of grid points for 

geo-statistics as shown in Table 1. Table 2 

presents the mean value of each variable for 

the 5 data sets for the all aerosol model run 

as does Table 3 for the anthropogenic 

aerosol only model run. 

Table 1: Number of grid points of five data sets 

for two WRF-Chem model outputs. 

Case All aerosol anthro-only 

1 3286 3286 

2 1227 1129 

3 2059 2157 

4 1891 1891 

5 1395 1395 

Table 2: Mean of atmospheric variables for the 

five data sets for the all aerosol WRF-Chem 

model run. 

# cwp avW Ae in cer so2 

1 367.6 0.044 1.171 0.367 0.283 0.00205 

2 418.1 -0.053 1.071 0.57 0.279 0.00209 

3 337.5 0.102 1.23 0.246 0.285 0.00203 

4 243.2 0.069 1.447 0.133 0.281 0.00202 

5 536.1 0.01 0.797 0.683 0.285 0.0021 

Table 3: Mean of atmospheric variables for the 

five data sets for the anthropogenic only aerosol 

WRF-Chem model run. 

# cwp avW Ae in cer so2 

1 367.6 0.059 2.504 0.367 0.283 0.00211 

2 380.8 -0.058 2.534 0.493 0.285 0.00215 

3 360.7 0.12 2.489 0.301 0.282 0.0021 

4 243.2 0.086 2.682 0.133 0.281 0.00213 

5 536.1 0.021 2.264 0.683 0.285 0.0021 

 

Table 2 indicates that for the all-

aerosol model output, average rainfall 

intensity is maximized when average cloud 

water content is high. Table 2 shows that 

average rain intensity values are high when 

 

 
 

Figure 6: Extracts from MODIS images: (a) band 1 and Doppler radar rain rate; (b) cloud effective 

radius(cer); (c) cloud water path (cwp; and (d)cloud top pressure (ctp)  - source: NASA, BoM. 

(a) 

(b) 

(c) 

(d) 



the data set is constrained to subsiding air 

mass. This is also seen in Table 3 – for the 

anthropogenic only aerosol model run. This 

unexpected result may be explained by the 

18 minute time difference between the 

model output and the rainfall observation. 

From Figure 6, the extent of discrete areas 

of rising or subsiding air are a few kilometres 

in size, modelling air flow associated with Ac 

cloud systems. In the indicated wind 

conditions, clouds would move far enough in 

an 18 minute period for the rain rate and 

model data sets to misalign. Correlating 

atmospheric parameters constrained by 

vertical air movement is probably not valid 

for this case study. Accordingly geo-

statistical graphs for cases (2) and (3) – data 

sets constrained by positive or negative air 

movement, are not shown further. 

For the remaining three data sets for 

both model runs, a Moran’s I calculation on 

each variable in each data set indicated that 

similar values cluster together and at 99% 

certainly, the clustering is not by chance. 

The geo-statistic graphs comparing α 

and rain rate spatial correlation for all grid 

points of both model outputs are in Figure 8. 

Similarly, geo-statistic graphs comparing 

SO2 distribution and rain rate spatial 

correlation are in Figure 9. 

 

 

 

Figure 6: WRF-Chem output comparing model runs: (1) all aerosol emissions - (a) aerosol size 

distribution Ae, (b) sulphur dioxide concentration so2; and (c) mean vertical air speed avW; with (2) 

anthropogenic aerosol emissions only - (d) Ae, (e) so2 and (f) avW. 

(a) 

(b) 

(f) (c) 

(e) 

(d) 



  

 

Figure 7: WRF-Chem above ground winds for 25th September 2010, 04:00 UTC: (a) 10 metres and (b) 

7.4 km. 

 

 

Figure 8: Geo-statistic spatial relationship graphs of aerosol size and rainfall rate for case (1); all 

data: [(a), (b)] –all aerosol emissions; and [(c), (d)] – anthropogenic only emissions. 
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Figure 9: Geo-statistic spatial relationship graphs of SO2 concentration) and rainfall rate for 

case 1 (all data): [(a), (b)] – no biogenic emissions; and [(c), (d)] – anthropogenic only 

emissions. 

 

 

Figure 10: Geo-statistic spatial relationship graphs of aerosol size and rainfall rate for case (4): 

cwp <= mean cwp: [(a), (b)] –all aerosol; and [(c), (d)] – anthropogenic only. 
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Figure 10 contains the geo-statistic 

graphs comparing α and rain rate spatial 

correlation where the data is stratified for 

cwp less than, or equal to, the mean cwp. 

Similarly, Figure 11 is graphs for data 

stratified for cwp greater than the mean cwp. 

 

6. DISCUSSION 

 

The differences in the mean α values 

between Table 2 all aerosol emission and 

Table 3 anthropogenic emissions only, are 

consistent with the choice of model 

configurations. The larger average α values 

in Table 3 indicate the smaller particle size 

of pollution compared with the smaller α, 

therefore larger particles, when background 

aerosol (dust etc) is included in the aerosol 

distribution. Interestingly for case 4, α is 

highest, or the aerosol size smallest, in both 

model outputs where cwp is less than, or 

equal to, the mean cwp. This is possibly 

explained by the model aerosol size 

distribution in high cwp areas attaining 

hygroscopic growth. 

None of the experimental variograms 

for α, and to some extent SO2 reach a firm 

variogram sill by any range which indicates 

both distributions have strong trends in the 

sample grid extent. Applying a logarithmic 

transformation to the variables did not 

change the experimental variograms. Since 

this study is merely using the variograms to 

explore the spatial correlation; and no 

further co-kriged variable prediction is being 

done, the lack of stationarity in the aerosol 

distributions is simply accepted and no 

further data manipulation is thought 

necessary. The open circles in the 

correlograms of following figures indicate 

correlation values at that lag distance not 

significant at the 5% level. The “gstat” 

package did not show different variograms 

when evaluating anisotropy specifying 

 

 

Figure 11: Geo-statistic spatial relationship graphs of aerosol size and rainfall rate for case (5); 

cwp > mean cwp: [(a), (b)] –all aerosol; and [(c), (d)] – anthropogenic only. 
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direction of lags, and so the distributions are 

taken to be isotropic. 

From Figure 8 for case (1), the full 

data set, rain intensity values become 

unrelated to each other at about the 12 km 

sample point separation distance. The 

cross-variogram for all-aerosol emissions 

shows that rain rate and α varies negatively 

– that is, as one parameter increases the 

other decreases, out to 25 km lag distance. 

The Figure 8(b) correlogram shows that a 

weak negative correlation between rain rate 

and α becomes uncorrelated at around 18 

km and then becomes increasingly positively 

correlated, albeit weakly, out to 50 km. The 

strength of the correlation decreases past 60 

km – this being the maximum lag distance 

possible for the sample grid extent – and so 

not considered important. 

The key result of the study is shown 

in the differences of the correlogram 

structure for the WRF-Chem all aerosol 

emissions model output (Figure 8(b)) 

compared with the anthropogenic aerosol 

only model output (Figure 8(d)). Both 

models show a constant and slight negative 

correlation of aerosol size distribution with 

rain rate to 10 km. This initial negative 

correlation is very slightly less significant for 

the anthropogenic aerosol case. Importantly 

the negative correlations for both model 

configurations becomes zero at significantly 

different lag distances; around 30 km for 

anthropogenic aerosol only and 18 km for 

all-aerosol emissions. This suggests 

decreasing rain rate is correlated with 

increasing aerosol size to a longer distance 

for anthropogenic aerosol for the specific 

atmospheric conditions studied. Put another 

way - pollution only particles remain 

correlated with lower rainfall values at a 

longer distance between sample points. 

Figure 8 correlograms go on to show 

that α becomes positively correlated for lag 

distances greater 18 and 30 km for all-

aerosol and pollution only aerosol 

respectively. The anthropogenic aerosol 

reaches a higher positive correlation peak 

(0.22) at 60 km than the all-aerosol case 

(0.14) at 46 km. Although the correlation 

trends past 60 km are less significant due to 

sample size, this may suggest that 

anthropogenic only aerosol does eventually 

correlate with increasing rainfall, but at a 

greater distance and slightly stronger, than 

the all-aerosol case; for these particular 

study conditions. 

Figure 9 shows that the WRF-Chem 

output for anthropogenic SO2 emissions are 

very similar whether the model is configured 

for all-aerosol or anthropogenic only aerosol 

emissions. The SO2 correlation illustrated in 

the correlograms reflects the spatial 

distribution of SO2 with respect to the rainfall 

pattern and indicates the all-aerosol model 

configuration suitably represents 

anthropogenic aerosol in its distribution. 

Figure 10 indicates for the all-aerosol 

model constrained to grid points were cwp is 

less than, or equal to, the mean cwp, that α 

and rain rate are increasingly slightly 

negatively correlated to 16 km, losing any 

correlation at about 25 km lag distance 

between sample points and thereafter 

become slightly positively correlated to 40 

km. The pollution only aerosol case is very 

similar, with less strength in the slight 

negative correlation at 10 km probably 

indicative of less aerosol contributing to the 

size distribution. In low cloud water path 

areas there is little difference in the way the 

aerosol size distribution of the two aerosol 

configurations affect rain rate. 

The geo-statistical graphs for cwp 

greater than the mean cwp in Figure 11(a) 

tell a different story. Going out to 50 kms, 

the correlograms are similar for both aerosol 

configurations the α and rain rate correlation 

are slightly positive to 10 km, losing 

correlation at 20 km lag distance and 

remaining insignificantly correlated to 50 km.  

There is clear difference in the α and 

rain rate spatial correlation relationship in 

low and high cloud water path environments. 

Given the MODIS cwp is in part derived from 

cer – and noting the two cloud types in this 

study; further discussion will be deferred 

until more study cases are processed. 



The study to examine the spatial 

correlation of aerosol size distribution and 

rain rate at local rain event scales has some 

limitations. Model output time should be as 

close as possible to the satellite and radar 

rain rate data acquisition times in order to 

constrain geo-statistical data sets for vertical 

air movement. Selecting rain events of a 

single cloud structure is important to add the 

cloud droplet size into the geo-statistics. 

Other limitations include the coarse spatial 

resolution, and collection age of the aerosol 

emission data sources and the necessary 

column integration of atmospheric quantities 

means a level of abstraction is being 

unavoidably introduced into the study. 

 

7. CONCLUSION 

 

The study, while not yet complete, 

indicates that the spatial correlation 

characteristics of rain fall compared with 

aerosol size distribution can be shown using 

geo-statistics. Further work to refine the 

process, and further case studies in different 

cloud systems, is required. 

For the Ac/As rain bearing system in 

the early afternoon of 25th September 2012 

around Brisbane Australia, smaller pollution 

particles remain correlated with rain rate at 

greater distances between sample points 

than that for all-aerosols. Initially smaller 

aerosol correlates with less rainfall to grid 

point separation of 30 km whereas the same 

relationship for all-aerosols runs out at 18 

km. At 50 km smaller aerosols correlate with 

higher rain rates to a slightly higher degree 

for pollution only aerosol than for all aerosol. 

The result suggests anthropogenic aerosol 

potentially affects rainfall possibly delaying 

the onset of rain for this particular study. 

At the conference, further rain events 

comparing three aerosol emission 

configurations with geo-statistical fitted 

models of linear co-regionalisation, to more 

accurately compare the cross-variogram 

properties will be presented. Further events 

will be chosen such that cloud droplet size 

can be added into the geo-statistics process 

as well as data sets constrained by 

atmospheric stability. It is expected that the 

correlation of aerosol size distribution, cloud 

droplet size and rain rate will vary between 

cumuliform and stratiform cloud systems 

comparing different emission configurations. 
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1. INTRODUCTION 

Aerosols acting as cloud 
condensation nuclei (CCN) can 
significantly impact the efficiency of 
hydrometeor growth and the resulting 
precipitation (Rosenfeld, 1999; Yin et al., 
2000; Saleeby and Cotton, 2005; 
Flossmann and Wobrock, 2010). Some 
numerical simulations and observations 
reveal that greater concentrations of 
CCN result in the production of many 
more small cloud droplets, narrower 
cloud-droplet spectra, and reduced 
collision efficiencies, all of which act to 
inhibit precipitation processes (e.g., 
Warner and Twomey, 1967;Jirak and 
Cotton, 2006). However, some other 
studies have shown increases in 
precipitation in some heavily polluted 
cities (e.g., Tokyo, Houston, etc.) 
(Ohashi and Kida, 2000; Shepherd and 
Burian, 2003). As reviewed in the 2007 
Intergovernmental Panel on Climate 
Change (IPCC) report, a great deal of 
uncertainty about the role of aerosols in 
modifying clouds and precipitation 
remains. 

In this study, numerical simulations 
were conducted in an attempt to shed 
some light on these problems. The 
regional atmospheric modeling system 
(RAMS) mesoscale model was used to 
investigate the effects of varied CCN 
concentrations on microphysical 
processes of spring hailstorm clouds in a 
semiarid region. Special effort was made 
to investigate the effects of CCN on the 
hydrometeor particle character and the 

characteristics and distributions of the 
sources of hail particles (i.e., 
microphysical transfer processes).  
 
2. MODEL AND EXPERIMENTAL 
SETUP 

The improved RAMS model 
(version 4.3; Saleeby and Cotton, 2004; 
Saleeby and Cotton, 2005) was utilized 
in this study to perform sensitivity 
simulations. Two-way nesting with a 
three-grid arrangement was used for all 
simulations conducted in this study. The 
outer grid 1 covered most of North China 
and Northeast China with a horizontal 
grid resolution of 10 km (160×200 grid 
points). Grid 2 covered northern Hebei 
and Shanxi Provinces, and the 
middle-eastern region of Inner Mongolia 
of North China, with 2.5-km grid spacing 
(250×242 grid points). Grid 3 covered 
the major hail precipitation area, with a 
0.5-km grid spacing (227×215 grid 
points; Fig. 1). A total of 42 vertical levels 
with variable grid spacing were 
employed, and the model top extended 
to ~20.5 km aboveground.  

For these simulations, we focused 
on the impacts of CCN on microphysical 
processes of hailstorm clouds. The 
background GCCN concentrations were 
initialized as three-dimensional (3D) 
homogeneous, with the value of 0.00001 
cm-3 for all simulations. The CCN 
concentrations were initialized, 
horizontally homogeneous, with vertical 
profiles that decreased linearly with 
height up to 4 km AGL. Such distribution 



of CCN approaches some in situ 
observations (Van den Heever et al., 
2006). Three simulations were 
performed using the same vertically 
decreasing CCN concentration profile 
with height. The surface CCN 
concentration was initialized with 
maximum values of 300 cm-3 (C1), 1000 
cm-3 (C2), and 5000 cm-3 (C3), 
respectively. The minimum initial 
concentration of CCN allowed at any 
grid point was 100 cm-3. C1 represents 
clean clouds, C2 represents polluted 
clouds, and C3 represents heavily 
polluted clouds. 

A large range of hailstorms 
occurred on 23 April 2009 in the 
semiarid areas of northern Hebei 
Province; and observation data from 
these storms comprised the simulation 
case. The model was initialized with 
real-time NCEP (National Centers for 
Environmental Prediction) reanalysis 
data from 23 April 2009 (1°×1o, 6–h 
intervals). For all simulations, the model 
started at 0000 UTC and ran for 18 h. 
Hail precipitation in the simulations 
occurred between 0550 UTC and 0930 
UTC and covered most of area A 
(40.7–41.5°N, 114.3–115.8°E). 

 
Fig. 1. The locations of three nested grids. 
D1 and D2 represent grid 1 and grid 2, 
respectively. The innermost solid line box for 
grid 3 and the dotted line area is area A, 
which is the major hail precipitation region. 
 
3. OBSERVATIONS AND MODEL 
COMPARISON 

Observational comparison was not 
the primary focus of this study. Model 
outputs were briefly compared with 
observations to make a broad 
assessment of the forecast ability in this 
case. The comparison between the 
model analysis data and the 
observations show that the simulation 
generally performed well in forecasting 
the precipitation and pressure field as 
well as the radar reflectivity. 
 

 
Fig. 2. Six hours (0600 UTC–1200 UTC) of (a) surface accumulated precipitation (units: mm) 
and (b) 0600UTC sea level pressure (units: hPa) for the observations and simulations. Solid 
lines represent observations, and shading represents simulations; (c) radar reflectivity (units: 
dBZ) at 0730 UTC of meteorological observation, and (d) model simulation; (The simulation 
was for experiment C2). 
 
Table1. Change of hydrometeor characteristics in the three experiments (the data in the table 
are the spatial-time averaging values).Only grid points with hydrometeor mixing ratio>0.0001 g 

(c) (d) (a) (b)



kg-1 were considered. 
Note: Q stands for mixing ratio, N = concentration and D = mean diameter; Subscript Cld1 = 
cloud1 and Cld2 = cloud2. Subscripts r = raindrop, i = ice crystal, s = snow, a = aggregate, g = 
graupel, and h = hail. 

The parameter values increased percentage(%) 
relative to Case1 

Hydrometeor 
parameters 

C1 C2 C3 C1 C2 C3 
Qcld1 (10-1g kg-1) 1.86 2.20 2.92 － 18.3 57.0 
Ncld1(cm-3) 48 139 522 － 189.6 987.5 
Dcld1(μm) 9.8 7.00 4.76 － -28.6 -51.4 
Qcld2 (10-3g kg-1) 3.5 1.1 1.2 － -68.6 -65.7 
Ncld2(10-3cm-3) 12.6 3.73 3.65 － -70.4 -71.0 
Dcld2(μm) 65.2 65.1 63.4 － -0.15 -2.76 
Qr(10-3g kg-1) 6.20 2.24 1.09 － -63.9 -82.4 
Nr(m-3) 272 43 6 － -84.2 -97.8 
Dr(10-1mm) 2.59 4.5 7.7 － 52.5 197.3 
Qi(10-3g kg-1) 8.37 7.45 5.09 － -11.0 -38.7 
Ni(m-3) 29984 53838 23834 － 79.6 -20.5 
Di (μm) 69.7 64.8 59.9 － -7.0 -14.1 
Qs(10-2g kg-1) 2.12 1.98 1.77 － -6.6 -16.5 
Ns(m-3) 5787 4802 3318 － -17.0 -42.7 
Ds(10-1mm) 5.63 5.64 5.81 － 0.2 3.2 
Qa(10-2g kg-1) 12 14 16 － 16.7 33.3 
Na(m-3) 1340 1482 1189 － 10.6 -11.3 
Da(mm) 1.37 1.38 1.52 － 0.73 10.9 
Qg(10-3g kg-1) 3.83 7.93 6.74 － 107.0 76.0 
Ng(m-3) 2.56 3.97 4.93 － 55.1 191.6 
Dg(mm) 2.03 1.83 1.96 － -20.4 -3.45 
Qh(10-2g kg-1) 5.32 3.74 3.70 － -29.7 -30.5 
Nh(m-3) 54.7 17.6 0.55 － -86.1 -99.0 
Dh(mm) 0.84 1.05 2.58 － 5.8 46.6 

 
Table 2. Domain-averaged (area A) and time averaged (C1and C2: 0500UTC to 1020UTC and 
C3: 0500UTC to 0950UTC) quantities for hail particles. 

Note: hQ = hail mixing ratio; hN  = hail concentration; hD = hail mean diameter; meltQ = 
melting mixing ratio. IN = hydrometeor characteristics in cloud. SURF = hydrometeor characteristics 
at the point where they reached the surface of the earth. OUT = hydrometeor characteristics between 
the surface of the earth and the cloud base height. 

hQ  (10-2g kg-1) 
hN  ( m-3) hD  (mm) meltQ  (10-3g kg-1) Expt 

IN/SURF IN/SURF IN/SURF IN /OUT 
C1 5.32/2.8 54.7/7.1 0.84/1.2 7.31/43.3 
C2 3.74/3.3 17.6/4.5 1.05/1.4 4.14/33.4 
C3 3.70/1.7 0.55/1.2 2.58/1.9 1.02/7.8 

 
Table 3. Transfer amount (g kg-1) averaged over time over area A of each particle in the cloud 
to hail in the three experiments. 
Note: C = transfer amount (g kg-1) of each particle to hail. Subscript Cld1 = cloud1 and Cld2 = 
cloud2. Subscripts r = raindrop, i = ice crystal, s = snow, a = aggregate, g = graupel. Total = Ca 
+ Ccld1 + Ccld2 + Cg + Ci + Cr + Cs. 



Expt CCld1 CCld2(10-2) Ca Cg Ci (10-5) Cr Cs(10-2) Total 
C1 19.7 67 9.0 2.72 358 2.68 138 36.15 
C2 11.2 11 8.7 3.89 67.8 1.68 69 26.27 
C3 1.25 0.52 2.15 0.79 5.41 1.72 2.37 8.29 

 
4. RESULTS 
4.1. Effects of CCN on microphysical 
structures of a hailstorm cloud 

 
The hydrometeor characteristics of 

different CCN backgrounds are shown in 
Table 1. All of these quantities were time 
averaged and domain averaged in 
clouds. There were some differences in 
storm duration among the three cases.  

The CCN concentration influenced 
the characteristics of hydrometeor 
particles. As CCN concentrations 
increased, mixing ratios of small liquid 
particles (i.e., cloud1) increased, while 
that of large liquid particles (i.e., cloud2 
and rain) decreased. Mixing ratios of 
small ice-phase particles (i.e., pristine 
ice and snow) decreased, while that of 
the large ice-phase hydrometeor 
particles (i.e., aggregates and graupel) 
increased. Hail number concentration, 
mixing ratio, and melting mixing ratio 
tended to decrease, but the mean 
diameter of hail increased with greater 
CCN concentrations. 

 
4.2. Effects of CCN on hail particle 
characteristics 

Table 2 shows that the mixing ratio 
and number concentration of hail were 
greatest in clean conditions (C1) in 
clouds, while they were greatest in 
polluted conditions (C2) on the surface. 
The minimum values appeared in 
heavily polluted conditions (C3) both in 
clouds and on the surface. These results 
demonstrate that the surface 
precipitation of hail in polluted clouds 
was greater than that in clean clouds or 

heavily polluted clouds. With greater 
CCN concentrations, hail number 
concentration, mixing ratio, and melting 
mixing ratio tend to decrease, but the 
mean diameter of hail increased. The 
surface precipitation of hail in polluted 
clouds was greater than that in clean 
clouds and heavily polluted clouds. 

 
4.3. Aerosol impact upon 
microphysical processes of hail 
particles 

The contributions of each 
hydrometeor species to hail were altered 
with different aerosol backgrounds. For 
liquid water, cloud water played a great 
role in C1 and C2, but the contribution of 
rain to hail in C3 was significantly 
greater than in C1 and C2. For 
ice-phase hydrometeors, aggregates 
made the greatest contributions to hail 
formation in the three experiments. The 
contribution of liquid hydrometers to hail 
formation was greater than that of the 
ice-phase hydrometeor particles in C1. 
However, in C2 and C3, the 
contributions of ice particles to hail were 
close to that of liquid particles to hail. 
Higher CCN concentrations leading to 
the contribution of cloud1 to hail 
formation decreased, while the 
contribution of aggregates to hail 
increased. 

 
4.4. Effects of CCN on rain production 

Domain averaged, surface 
accumulated, total precipitation, rain, 
hail, and graupel during the hail 
precipitation time of the sensitivity tests 
are shown in Fig.3. Increasing CCN 



concentrations reduced the total surface 
precipitation. Increasing CCN 
concentration resulted in a decrease of 
rain. The contribution of ice-phase 
precipitation to total accumulated 
precipitation increased with increasing 
CCN concentrations (C1: 6.88%; C2: 
18.80%; C3:25.15%). 

 
Fig.3.Domain-averaged,surface-accumulate
d, total precipitation, rain, hail, and graupel 
of the three experiments (units: kg m-2) 
during the hail precipitation time (0550 
UTC–0930 UTC). 
 
5. SUMMARY AND CONCLUSIONS 

The results demonstrate that CCN 
concentrations have a significant impact 
on the cloud microphysical processes, 
as well as on the surface hail 
precipitation. The following is a 
summary of key findings: 

1. CCN concentration influenced 
the characteristics of hydrometeor 
particles. As CCN concentrations 
increased, mixing ratios of small liquid 
particles (i.e., cloud1) increased, while 
the concentration of large liquid particles 
(i.e., cloud2 and rain) decreased. Mixing 
ratios of small ice-phase particles (i.e., 
pristine ice and snow) decreased, while 
that of the large ice-phase hydrometeor 
particles (i.e., aggregates and graupel) 
increased. 

2. Hail number concentration and 
mixing ratio tended to decrease, but the 
mean diameter of hail increased with 
greater CCN concentrations. The 
surface precipitation of hail in polluted 

clouds was greater than that in clean 
clouds and heavily polluted clouds. 

3. The contributions of each 
hydrometeor species to hail changed 
with different aerosol backgrounds. For 
liquid water (i.e., cloud1, cloud2, and 
rain), cloud1 played a great role in both 
clean clouds and polluted clouds, but 
rain made more of a contribution to hail 
in heavily polluted clouds. For ice-phase 
hydrometeors (i.e., aggregates, graupel, 
snow, and pristine ice), aggregates 
make the greatest contribution to hail 
formation in all cases. The contribution 
of liquid hydrometers to hail formation 
was greater than that of the ice-phase 
hydrometeor particles in clean clouds. 
However, in polluted and heavily 
polluted clouds, the contributions of 
ice-phase particles were close to that of 
liquid particles to hail. 

4. Higher CCN concentrations 
caused the contribution of cloud1 to hail 
formation to decrease while the 
contribution of aggregates to hail 
increased. 

5. The addition of CCN 
concentrations led to the decrease of 
total surface accumulated precipitation. 
However, the contribution of ice-phase 
precipitation to the total precipitation 
increased with greater CCN 
concentrations. 
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1. INDRODUTION 

Significant progress has been made in our 

understanding of supercell storms and 

tornadogenesis in the past few decades 

(e.g., Rotunno and Klemp 1985; Wicker and 

Wihelmson 1995; Markowski 2002; Straka 

et al. 2007; Makowski et al. 2008). However, 

Markowski and Richardson (2009) have 

pointed out that the importance of 

microphysical differences among various 

supercells and how those differences arise 

is still a poorly understood aspect which 

should be paid more attention to. Using the 

U.S. National Center for Atmospheric 

Research (NCAR)/National Centers for 

Environmental Prediction (NCEP) reanalysis 

data with grid spacing of 200 km and at 6 h 

interval, Brooks et al. (2003) examined the 

atmospheric environments associated with 

significant severe thunderstorms and 

tornadoes at the global scale. Their results 

showed that the subtropical southeastern 

China area was also a potential region 

favorable for the formation of tornadoes. As 

we know, supercell clouds developing over 

different regions with different climate 

characteristics are expected to have 

different microphysical characteristics. Thus, 

considering the different microphysical 

characteristics of supercells developed in 

U.S. Great Plains and subtropical regions in 

China and the reality that little is knew about 

tornadogenesis in Southeastern China, 

Various idealized simulations using a single 

sounding as initial background for storm are 

performed to determine the sensitivity of 

tornadogenesis in subtropical supercell 

storms to the microphysical drop size 

distributions (DSDs). 

2. SOUNDING 

The storm environment for the present 

study is defined by a sounding associated 

with the 8 July 2003 Anhui supercell storm. 

This storm developed over northern Anhui 

province, eastern China, and intensified into 

a supercell around 1500 UTC 8 July. After 

then, a tornado occurred in Wuwei County 

around 1520 UTC. Considering the 

availability of a proximity sounding, the 

sounding used for the idealized experiments 

was generated by the ARPS 3-km 

simulation. Following Dawson et al. (2010), 

the model sounding was extracted at 1200 

UTC in simulated time at a grid point that 

was determined to be more representative 

of the unstable inflow region of the storms 

during the early stages of their 

tornado-producing phase. As shown in Fig. 

1b, this extracted sounding has a similar 

temperature and wind profiles to the 

observed sounding of Anqing (Fig.1a) at 

1200 UTC 8 July 2003, the nearest upper air 

observation station available in this area, 

about 150 km southwest of Wuwei, but the 

dew-point and moisture profiles are 

significantly different. Compared with the 

observed sounding, the extracted sounding 

has a drier warm layer at the middle and low 

levels. The mixing ratio of water vapor at 

600 hPa is 6 g kg–1 for the observed 

sounding versus 3.3 g kg–1 for the extracted 

sounding, and corresponding relative 

humidity is 65% and 40%, respectively. In 

our simulations, the presence of the mid- 

and low-level dry air plays a very important 

role in determining cold pool strength and 



storm development. With the absence of this 

dry layer, the sounding was found to be 

unable to sustain tornadogenesis in the 

model. 

 

 

FIG. 1. (a)Observed sounding at Anqing on 8 July 

2003 at 1200 UTC; (b) model extracted sounding at 

1200 UTC from the 3-km experiment in the inflow 

region of the simulated supercell storms. 

3. EXPERIMENT DESIGN 

Snook and Xue (2008, hereafter SX08) 

showed that supercell tornadogenesis was 

very sensitive to the intercept values of rain 

and hail DSDs. Here, we further investigate 

the role of these two intercept parameters in 

determining tornadogenesis in subtropical 

supercells. Table 1 shows the specifications 

of the intercept parameters for all 

experiments. Note that the configurations for 

the first seven runs are similar to SX08 

except for the intercept values of snow that 

are set to 3×106 m–4 based on LFO83. Case 

S8 is added here to test effects of snow 

DSDs, in which the intercept of snow is set 

to 8×106 m–4 referred to SX08. The last two 

runs are performed to assess effects of large 

hailstones and small raindrops (H2R7) and 

small hailstones and large raindrops (H6R5) 

on tornadogenesis. And these two runs have 

not been performed in SX08.  

TABLE 1. Summary of Sensitivity Experiments 

Experiment Name 
Intercept Parameter (m

–4
) 

Rain Hail Snow 

CNTL 8×10
6
 4×10

4
 3×10

6
 

H2 8×10
6
 4×10

2
 3×10

6
 

H6 8×10
6
 4×10

6
 3×10

6
 

R5 8×10
5
 4×10

4
 3×10

6
 

R7 8×10
7
 4×10

4
 3×10

6
 

H2R5 8×10
5
 4×10

2
 3×10

6
 

H6R7 8×10
7
 4×10

6
 3×10

6
 

H2R7 8×10
7
 4×10

2
 3×10

6
 

H6R5 8×10
5
 4×10

6
 3×10

6
 

S8 8×10
6
 4×10

4
 8×10

6
 

Previous studies (e.g., Lerach et al. 2008; 

SX08) have shown that tornadoes within a 

supercell storm can be simulated 

successfully using the horizontal grid 

spacing of ~100 m. For all experiments in 

this work, the horizontal grid spacing is 100 

m and the vertical grid is stretched from 10 

m near the ground to roughly 500 m at the 

model top. The domain is 64×64×20 km3 in 

size with 81 vertical levels. Free-slip lower 

boundaries and radiative lateral boundaries 

conditions are adopted. Convection was 

initialized with a warm thermal bubble of 4 K 

maximum perturbation centered 1.5 km 

above the ground, with horizontal and 

vertical radii of 10 and 1.5 km, respectively. 

Before initialization, a constant wind of u=10 

m s–1 and v=6 m s–1 is subtracted from the 

sounding to keep the simulated storm within 

the domain. All simulations were run out to 3 

h. The large and small time step sizes are 

0.2 s and 0.1 s, respectively. 

4. PRELIMINARY RESULTS 

4.1 Storm Evolution   

From the plots of storm (radar reflectivity 

and horizontal winds at 2km level) at every 

time step (not shown here), it is easy to find 

that before 1800s the storms simulated in 



various runs present quite similar structure 

and intensity. The initial storm forms and 

then splits into a right-mover and a 

left-mover as observed from radar figures. 

Then, significant differences develop quickly 

between experiments. Simulated storm in 

CNTL is quite like what we observed (Fig.2 

and Fig.3a). It presents a typical classic 

supercell structure and characteritics. 

Results in S8 (Fig.3b) turn out to be 

qualitatively similar with those of CNTL 

(Fig.3a), though the storm simulated in S8 

takes more time to evolve into its mature 

phase, and its duration is longer. It’s 

identical with what SX08 has pointed out: 

the change of DSD of snow does not affect 

the simulation results qualitatively.  

From a detailer view of the structures of 

simulated storms in other experiments when 

they are in their mature phase (Fig.3), 

obvious ―hook‖ echoes with ―V‖ shape inflow 

region to their southeast are easily found in 

various simulations. However, initiated in a 

same horizontal homogeneous environment, 

the shape and evolution of these ―hook‖ 

echoes are quite different among various 

simulations(Fig.3). Thus, the structure of 

supercell storm simulated is sensitive to 

various DSDs. Compared with the structures 

in H2 (Fig. 4c), R7 (Fig. 4f) and H2R7 (Fig. 

5h), it is very interesting that the shape of 

storm in H2R7 is more similar with the result 

of R7. It might imply that the structure and 

intensity of storms simulated are more 

sensitive to DSDs of rain. 

FIG. 2. The 0.5°-tilt radial velocity (m s
−1

) (top) and 

reflectivity (dBZ) (bottom) from the Hefei radar at 1455 

UTC (left) and 1529 UTC (right). North is up. Radar is 

situated at the northwest direction of the image. 

Stronger regions of cyclonic shear are shown within 

the white circles. The inflow region of the storm and 

the location of the tornado are roughly denoted by the 

black solid circle and dashed circle, respectively. 

 

FIG. 4. Radar reflectivity (color shaded, dBZ) and 

horizontal storm-relative winds at 2 km AGL 

(vectors, m s–1) for (a) CNTL, (b)S8, (c) H2, (d) H6, 

(e) R5, (f) R7, (g) H2R5, (h) H2R7, (i) H6R5, and (j) 

H6R7 at the time when the simulated storm is at 

mature phase. Notice that the wind scales of R5, 

H6R5 and H6R7 are different from those of others. 



4.2 Precipitation Pattern 

Accumulated surface rain fall integrated 

over the first 2 h of simulation are show (Fig. 

4). Contours are shown in 25mm increments 

beginning at 25mm. Maximum values are 

more than 300 mm for both R5 and H2 runs 

and are more than twice the maximum 

content for the H6R7 run. The largest 

accumulated surface rain contents for R7 

and H6 are also much less than those of R5 

and H2. The rain falls for CNTL and S8 are 

moderate. A conclusion can be drawn here 

that in simulations where DSDs favor large 

hydrometers may result more rain falls at 

surface. Moreover, with further analyses of 

the results of H2R5 and H2R7, the 

maximum values of these two runs are both 

a little less than 300mm, larger than that of 

R7 run. Obviously, the location of surface 

precipitation is determined by the evolution 

of the storm which has been shown to vary 

with various microphysical PSDs as well.  

4.3  Cold Pool  

Past studies have shown that the 

microphysical DSDs can affect the intensity 

of cold pool and then the interaction 

between the cold pool and the updraft is 

very important to the development of the 

storm, so efforts are also made to explore 

the characteristic of cold pools of various 

simulated storms in our study. Time series of 

total cold pool areas (Fig.5a), minimum 

perturbation potential temperature (Fig.5b) 

and mean perturbation potential 

temperature at surface (Fig.5c) are shown. 

Total surface cold pool area is defined as the 

sum of the area of all grid squares with 

𝜃𝑒
′ < −1𝐾. Total surface cold pool area for 

each run increases after 1800 s. However, 

the increase rate is much greater in R7 and 

H6R7, and by the end of 2 h simulation, the 

cold pools in R7 and H6R7 are almost 2.5 

times the size of that in R5 and H6R5, and 

roughly 3 times the size of that in H2R5. 

Besides of larger areas the cold pool of 

simulated storms in R7 and H6R7 cover, the 

strengths of their cold pools are also much 

stronger than those in R5 and H2R5. 

Evidently from Fig.5b and Fig.5c, the 

minimum and mean surface 𝜃𝑒
′ within cold 

pool of R7, and H6R7 is more than 4 K 

colder than those for R5 and H2R5 runs. 

These results make physical sense as 

smaller raindrops with larger surface areas 

can result more evaporation cooling.  

 

FIG. 4 Accumulated surface rain fall integrated over 

the first 2 h of simulation for (a) CNTL, (b)S8, (c) H2, 

(d)H6, (e) R5, (f) R7, (g) H2R5, (h) H2R7, (i) H6R5, (j) 

H6R7. 



 

FIG. 5. Time series of (a) total surace cold pool ares, 

(b) minimum pertubation potentail temperature at 

surface, and (c) mean pertubation potential 

temperature within cold pool for each simualtion of 

various micophysical PSDs. 

4.4 Microphysical Effects  

In SX08, they have also pointed out that 

the major causes of the differences of cold 

pool strength among various experiments 

are by the processes of melting of hails and 

the evaporation of rain drops. Similar budget 

analyses as in SX08 are also performed in 

our study. The area below 5 km AGL and 

where vertical velocity w is < -0.5 m s-1 is 

chosen as downdraft region for this budget 

analysis and it is performed from 3600s to 

7200s. The total mass converted from one 

species to another is calculated at each time 

step and multiplied by the latent heat 

corresponding to these various 

microphysical processes then outputted 

every 15s. This budget analysis is 

performed among all sensitivity experiments 

above except S8 since it is quite similar with 

the results of CNTL. 

Referring to results of budget analyses, 

we find two main microphysical processes 

which contribute to cold pool formation most. 

Similar with SX08, the largest contribution 

comes from the evaporation cooling and the 

second largest is from the hails/graupel 

melting. Contributions from other processes 

are negligible since they are more than one 

order of magnitude smaller than those of two 

main terms mentioned. These two main 

terms of eight sensitivity experiments are 

divided by those of CNTL to explore the 

DSDs effects on these two terms and then 

the strength of cold pool. Time series of 

these two terms and the total amount are 

shown in Figure 6. 

 

FIG. 6. Contributions of melting of hail/graupel (a), 

evaporation of rain drops (b) to cold pool formation 

and then the ratio of total amounts compared with 

CNTL (c). Y-axes of these plots are all unitless ratio. 

Similar with the results in SX08, 

differences of melting cooling among various 

simulations (Fig.6a) are less pronounced 

than evaporation cooling (Fig.6b). The ratios 

are under 1, which means the total amounts 

of hail melting are less in H2, H2R5 and 

H2R7 than that in CNTL run whereas more 

melting cooling result in H6, H6R5 and 

H6R7. And little change in the melting 



cooling is obtained by various DSDs of rain 

(R5 and R7). However, melting cooling in 

our study differs more significantly among 

experiments than those in SX08, with the 

ratio is more than 3 when approaching 6300 

s in H6R7. Thus, the melting cooling is more 

sensitive to DSDs in our study. 

In simulations where DSDs favor smaller 

raindrops (such as R7, H6R7 and H2R7), 

evaporation cooling is much stronger than 

that of CNTL and the increasing range is 

larger in our study than those in SX08 as 

well. From Fig. 6b, the maximum ratio of 

evaporation cooling in H6R7 in our study is 

even more than 4.5, roughly twice of the 

maximum ratio in SX08. The increasing 

range of evaporation cooling in R7 and H6 

are both larger the corresponding ratios in 

SX08 as well. This might be related with the 

moister condition where the storms evolved 

in our study. More evaporation cooling in H6 

is because more hails melt into raindrops. 

The evaporation cooling of H2R7 is just a 

little more than that of CNTL. Similar with 

SX08, the evaporation cooling of H2 and R5 

are only about half of that in CNTL. The 

evaporation cooling of H2R5 is even less. 

Two reasons could explain this reduction: 

one is that larger raindrops fall out of the 

storm faster which limit the time for 

evaporation; the other is that with the same 

total amount of water, few larger raindrops 

form then less total surface areas result 

which reduce the rate of evaporation.  

Seen from the Fig.6c, it is easy to explain 

why storms in simulations where DSDs favor 

smaller hydrometeors produce colder cold 

pools. And evaporation cooling plays more 

important part in cold pool formation (seen 

from the curves of melting and evaporation 

of H6R5). However, there might be other 

reasons which are not the main concern in 

our study, thus we pay less attention to them 

here. 

4.5 Tornado Activity 

From the analyses above, we check every 

figure of the simulated storms at 10 m level 

(radar reflectivity and horizontal wind) during 

the period when there is a drastic increase in 

vertical vorticity and correspondingly an 

abrupt decrease in pressure field at low 

levels (below 2 km). We make sure the 

center of the target vortices at 10 m level 

every minute during this period firstly, then 

take this location as the horizontal center to 

find the maximums of both the vertical 

vorticity and horizontal wind in a 3km×3km 

area under 2 km level. The maximums are 

summarized to determine the existence of 

the sustained tornadic vortices in every 

simulation. Vortices match the following 

requirements are considered as sustained 

tornadic vortices: 1) it is related with a 

middle-level mesocyclone; 2) the low-level 

maximum vertical vorticity is larger than 0.3 

s-1; 3) the related low-level horizontal wind is 

stronger than 29 m s-1(>= EF0). Sustained 

tornadic vortices are found in three 

simulations: CNTL, R5 and S8. General 

information is summarized in Table 2. The 

duration, dimension and intensity of these 

tornadic vortices are summarized. The 

horizontal size at 10m AGL is about 

1.5km~2km, the maximum vertical vorticity 

of these tornadic vortices near ground is > 

0.3 s-1 which is pretty intense. The locations 

of these tornadic vortices in various runs are 

not exactly same, but they all locate along 

their gust fronts which are formed because 

of the interaction between cold pools and 

the warm inflows which is in accord with 

what others found in early studies. Tornadic 

vortices are only found in the experiments 

where weak (R5) to moderately intense 

(CNTL and S8) cold pool is formed. In H6R7 

and R7, surface vortices are weak and short 

lived because of the strong cold pools. 

TABLE 2. Summary of tornadic vortices of various 

sensitivity experments 

 Experiments 



CNTL R5 S8 

Duration(min) 14 6 14 

Horizontal Dmax (km) ~1.5 ~1.8 ~1.8 

Maximum low-level 

vertical vorticity (1/s) 
0.39 0.35 0.37 

Maximum low-level 

winds (m/s) 
45.7 38.8 37.9 

Note: Low-level: under 2 km 

The tornadic vortex in CNTL begins at 

5160s and lasts for about 14 minutes with a 

maximum low-level wind speed of 45 m s-1, 

corresponding to EF1 intensity. The 

maximum vertical vorticity is about 0.39 s-1 

during this time. And the near-surface vortex 

in R5 lasts for 6 minutes, a little shorter than 

that in CNTL, starting at 6600s and the 

low-level maximum vertical vorticity exceeds 

0.35 s-1. However, the maximum low-level 

wind is weaker in R5 than in CNTL, only 

about 34 m s-1(EF0). The duration and 

intensity of this tornadic vortex in R5 are 

much shorter and weaker than those in 

SX08, which makes it very interesting to 

figure out how these differences of results in 

R5 are formed between SX08 and our study. 

This might be because of the different initial 

background where the storm develops. The 

structure of tornadic vortex in S8 is quite like 

that in CNTL. The structures of tornadic 

vortices in CNTL and R5 are shown in 

Figure 7. The structures and intensities of 

these vortices are quite different at 10 m 

AGL in these two simulations. 

The trajectories of particles which form 

these near-surface vortexes are also 

analyzed. The time of peak tornado intensity 

is chosen as the reference time. One 

particle is located at the center of the vortex 

at 100m AGL and 29 particles are evenly 

distributed along the circle with the vortex 

center as the center and the radius of 500m. 

Then trajectories of these particles are 

traced back about 20 minutes to find out 

where these particles are from and how they 

act to form the near-surface tornadic vortex. 

The horizontal cross-sections at 100m for 

CNTL and R5 are shown in figure 7b and 

figure 7d. Trajectories for CNTL are from two 

major sources. One is along the black lines; 

particles originate at about 3km AGL, and 

then descend cyclonically to surface to form 

the near-surface vortex. The other is along 

the dark gray lines. Particles initially locate 

at about 0~1km AGL, and then also 

cyclonically descend to surface to form the 

vortex. However, things for R5 are a little 

complicated than CNTL. There are three 

kinds of trajectories which are distinguished 

using black, dark gray and light gray lines, 

respectively: 1) Particles along black lines 

originate near 100m AGL then travel along a 

complicate line into the vortex; 2) Particles 

along the dark gray lines initially locate a 

little far from the target vortex near the 

surface then move cyclonically into the 

vortex; 3) Particles (light gray) from about 

3km AGL descend cyclonically to surface to 

form the vortex. It’s easy to find, trajectories 

to form tornadic vortexes in CNTL and R5 

are not identical though quite similar. That 

makes us to consider, if we want to know 

better that the formation of tornadic vortex, 

more efforts should be made to gain more 

information.   

 

FIG.7. Comparison of CNTL (a) and R5 (c) at the 

time of peak tornado intensity, plotted are radar 



reflectivity (shaded, dBz), wind vectors and 

vertical vorticity (contours, s-1, minimum value of 

0.05s-1). (b) and (d) are the trajectory for particles 

which form the tornadic vortex of CNTL and R5.  

5. SUMMARY AND DISCUSSION 

In this work, we have performed 

high-resolution idealized simulations of the 8 

July 2003 Anhui tornadic supercell 

thunderstorms over the eastern China. This 

study extended the work of Snook and Xue 

(2008) to subtropical cases and aimed to 

further test the impact of microphysical DSD 

parameters on tornadogenesis in supercell 

thunderstorms that developed in various 

climatic regimes. The simulated storm 

structure, intensity, and cold pool 

characteristics in response to various 

intercept values of the DSD in LFO83 single 

moment scheme have been investigated.  

Similarly to existing studies (e.g., Gilmore 

et al. 2004; van den Heever and Cotton 

2004; Snook and Xue 2008), we found that 

the structure, dynamics, precipitation and 

evolution of simulated storms developed in 

subtropical thermodynamic conditions were 

also highly sensitive to various DSD 

parameters. When the DSD parameters 

favor larger (smaller) hydrometeors, weaker 

(stronger) cold pools result. The reduction in 

total hydrometeor surface area associated 

with larger raindrops/hailstones leads to less 

evaporation and melting, which are the 

dominant processes affecting the cold pool 

intensity. In addition, the faster-falling larger 

hydrometeors reduce the areal coverage of 

precipitation and the coverage and intensity 

of the cold pool. 

Compared with the CNTL run, evaporation 

and melting cooling which are considered to 

be two major processes in cold pool 

formation and dominant to its intensity differ 

dramatically among simulations. Generally, 

when the DSD parameters favor larger 

(smaller) hydrometeors, weaker (stronger) 

cold pools result because of the smaller 

(larger) total hydrometeor surface area 

which leads to less (more) evaporation and 

melting. Moreover, through similar budget 

analyses of microphysical processes in cold 

pool area as in SX08, it is found that the 

supercell storm developed in this initial 

condition is more sensitive to the MP DSDs 

than those occurred in U.S. Great Plains. 

Thus MP DSDs have strong influences on 

the tornadogenesis through their effects on 

the cold pool.  . 

Moreover, in practical, various 

measurements of rain and hail carried out 

around the world have shown that DSDs 

vary spatially over a wide range (e.g., Bringi 

et al. 2003; Rosenfeld and Ulbrich 2003; 

Sánchez et al. 2009). From observation 

results, DSD of hail could be approximately 

considered as an inverse-exponential 

function, however, the intercept parameters 

of HSD exist spatial differences. This is 

because the intercept parameter depends 

highly upon the thermodynamics of storm: 

the higher the cloud base temperature of the 

storm, the larger the N0 of HSD (Cheng et al. 

1985). With warmer cloud base of summer 

storms in subtropical regime than those in 

U.S. Great Plains, the HSD is more likely to 

favor small hydrometeors. For DSD of rain, 

an inverse-exponential or gamma 

distribution is usually considered. And the 

intercept parameter of RSD is also various 

spatially. Past DSD observations of rain in 

convections during summer in east China 

has shown that the DSD of rain in this area 

has larger intercept and smaller mean 

diameter (Dm) than those in continental 

convection in U.S. Great Plain. The PSD of 

rain is also found different between 

continental and marine convections (e.g., 

Bringi et al. 2003). Considering the real 

situation of DSDs of rain and hail in summer 

storms in east China, combined with the 

simulation results above, thus it might be 

explained why though past work have 



showed that the subtropical southeastern 

China area is potentially a favorable region 

for tornadoes (Brooks et al. 2003), the 

frequency of sever tornado broken out and 

observed is much lower than in the U.S 

Great Plain. It is practically less favorable for 

tornadogenesis in southeast China because 

of the larger intercept parameter of PSDs of 

rain and hail which favor smaller 

hydrometeors, and storms develop in this 

area is more sensitive to DSDs variations.  

There are still other reasons which have 

not been taken into account here, such as 

the aerosol conditions which are considered 

as active CCN to change the DSDs. And the 

pollution conditions are obviously different 

among different regions. Thus, more work is 

still needed to gain a further and better 

understanding of sensitivity of supercell 

tornadogenesis to MP DSDs. This is our 

future plan.  
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1 INTRODUCTION

The role that the local dynamics of the cloud
top play in the transition from the stratocumu-
lus to the shallow cumulus regimes is still un-
certain and parametrizations thereof need to
be improved [1]. The problem is complex, it
combines turbulence, moist convection, sta-
ble stratification, radiation and microphysical
processes, and it can be studied from differ-
ent points of view [2–6]. We approach it here
from the fluid-dynamics perspective of turbu-
lent mixing across a density interface, which is
in itself still a matter of active research [7, 8].
We investigate the interaction between the
buoyancy reversal caused by the evaporative
cooling and the local turbulent mixing, specif-
ically the possibility of the so-called cloud-top
entrainment instability [9, 10].

Recent work using direct numerical sim-
ulations of the cloud-top mixing layer have
shown that buoyancy reversal alone cannot
be responsible for the cloud-top break-up and
regime transition because the turbulence cre-
ated by this process is too weak [11]. Equally,
the corresponding mean entrainment rates are
too small, about 0.2 mm s−1, less than one
order of magnitude smaller than the range
3 − 5 mm s−1 measured in field campaigns
[3]. It indicates that turbulent mixing driven by
other mechanisms should be investigated.

In this paper, we study the interaction be-
tween a steady, horizontal mean shear and
buoyancy reversal in the cloud-top mixing
layer. We use direct numerical simulations
to faithfully represent the difference between
the shear-free case, dominated by molecular
processes, and the inviscid, shear-dominated
case. We use the first research flight RF01
from the DYCOMS-II field campaign as refer-
ence. As explained below, results show that
turbulence intensities, although stronger than

in the shear-free case, are still weak and the
cloud top is not broken. The inversion remains
thin, between a fraction of a meter and several
meters depending on the velocity difference
across the inversion, and the entrainment ve-
locities remain substantially below 1 mm s−1.

2 FORMULATION

The idealized numerical experiment is
sketched in figure 1 and explained there.

Figure 1: The cloud-top mixing layer consists
of a region of dry, warm air, representing the
free-atmosphere, on top of a region of moist,
relatively cold air, representing the cloud (gray
area). The mean vertical structure of the sys-
tem in terms of the mixture fraction χ (equal to
the normalized enthalpy and total water con-
tent) and the buoyancy b is shown here. Each
of the two layers is assumed to have a well-
defined homogeneous state far enough from
the cloud boundary. The buoyancy difference
∆b across the inversion measures the strength
of the stratification. The velocity difference ∆u
across the inversion is created, for instance,
by large-scale circulations.

We use a two-fluid (or bulk) formulation
based on a continuum description of the liquid
phase under equilibrium conditions. Despite
this strong simplification of the cloud bound-



ary, this formulation provides a leading-order
solution to the problem of the cloud-top en-
trainment instability, and an upper bound to
the entrainment velocity that might be caused
by buoyancy reversal alone. Corrections
due to the settling velocity, which moves the
droplets away from the dry air above inducing
their evaporation, and corrections due to finite
evaporation rates, which slow down the for-
mation of cold, heavy parcels of fluid mixture,
tend to weaken the strength of the buoyancy
reversal; hence, the conclusion that evapo-
rative cooling effects are too weak to break
the cloud remains valid. The two-fluid for-
mulation leads to the Boussinesq equations
with a buoyancy term b that is given by an
analytical, non-linear function be(χ) (see fig-
ure 1). The mixture fraction χ is equal to
the normalized enthalpy and total water con-
tent, obeys the standard advection-diffusion
equation, and can be defined, without loss
of generality, to be 0 inside of the cloud and
1 in the upper, cloud-free region [12]. The
set of parameters defining the problem are
{∆u ,∆b , κ , ν , bs, χs}. The Prandtl number
ν/κ, the ratio between the kinematic viscos-
ity and the scalar diffusivity, is set to one. The
last two parameters characterize the buoyancy
reversal in terms of the saturation anomaly
bs < 0 at saturation conditions χs. The thermo-
dynamic state of the RF01, DYCOMS-II case
yields bs/∆b = −0.031 and χs = 0.09 [3]. The
third and last non-dimensional parameter is

Re0 = (∆u)3/(ν∆b) , (1)

a reference Reynolds number. The value that
we can reach, based on our computational re-
sources, is Re0 ' 3.3× 104, which correspond
to a velocity difference of about 0.5 m s−1 for
the DYCOMS-II case, where ∆b ' 0.25 m s−2.
These values of ∆u, though moderate, do
cover part of the range found in the cloud
top, where velocities up to 1 m s−1 are typ-
ical, and more importantly, are shown to be
large enough to describe major aspects of the
interaction between evaporative cooling and
steady, mean shear.

3 RESULTS

Given a dry, stably stratified shear layer with
an initial thickness small enough for the Kelvin-

Figure 2: Evolution of the bulk Richardson
number, equation (2), for the thermodynamic
state of the RF01, DYCOMS-II case. The time
scale is ∆u/∆b ' 2 s.

Helmholtz instability to develop, a state is fi-
nally reached in which turbulence dissipates
and molecular diffusion dominates thereafter
(they are self-limiting). This final state is char-
acterized by a bulk Richardson number

Rib = δω∆b/(∆u)2 (2)

about 1/3, having defined the vorticity thick-
ness as usual by δω = ∆u/(∂〈u〉/∂z)max (see
figure 2 and, e.g., Ref. [13] and references
therein). In the moist system that we inves-
tigate here, the buoyancy reversal will modify
this scenario. However, buoyancy reversal ef-
fects are known to be small compared with the
stratification (|bs|/∆b� 1) and, hence, it is ap-
propriate to conjecture a characteristic thick-
ness

hS = (∆u)2/(3∆b) (3)

for the inversion. Since δw/hS = 3Rib, it
can be inferred form figure 2 that indeed the
sheared cloud-top develops an inversion with
a depth δω ' 0.6−0.8hS after a relatively short
transient of about 10∆u/∆b. The difference
between the dry and the moist cases is that the
latter, because of the buoyancy reversal, de-
velops a turbulent convective boundary layer
inside the cloud that continuously perturbs the
inversion on top. Such a state is shown in fig-
ure 3, as obtained from the direct numerical
simulations. We are interested in the evolution
of the system during this stage.

Qualitatively, the vertical structure of the
system shown in figure 3 is very similar to that
of the shear-free case discussed in Ref. [11],



Figure 3: Logarithm of |∇χ|2 inside a vertical plane. Color code varying in the sequence
black-blue-white between the values 10−4/h2

S and 104/h2
S , where hS is defined by (3). The

side triangular marks correspond to z = ±hS/2 with respect to the point of maximum shear
production, providing therefore a measure of the inversion thickness. The thin, convoluted
white line indicates the saturation surface χ(x, t) = χs. The grid is 2048× 2048× 1664 and the
physical size is 6.6 m in the two horizontal directions.

in particular the cloud-top remains flat and
does not break. Quantitatively, however, there
are differences. The non-dimensional pa-
rameter controlling those differences is the
Reynolds number Re0 defined by (1). Once
Re0 is large enough, the mean shear, in-
stead of the molecular transport, dominates
the system. This is observed for instance in
a strong peak of the shear production term
−〈u′w′〉∂〈u〉/∂z forming next to the inversion,
significantly larger than the maximum of the
buoyancy production term 〈b′w′〉 (not shown).

However, this transition of regimes from
molecularly to mechanically dominated with in-
creasing Re0 occurs somehow slowly. As al-
ready mentioned above, the values that we
can reach, based on our computational re-
sources, are ∆u ' 0.5 m s−1. We find
that there is still a contribution from molecu-
lar transport to the entrainment velocity we of
about 10%. The reason is that the inversion
remains relatively thin, hS is about 0.33 m, and
this thickness, instead of the turbulent integral
scale within the cloud, controls the local mix-
ing inside the inversion. This relatively limited
effect of ∆u is also manifest in the magnitude
of the entrainment velocities, about 0.3 mm s−1

for the cases ∆u = 0.5 m s−1 considered here.
This is about twice the entrainment velocity ob-

tained in the shear-free case, and scaling laws
suggest that we grows proportionally to ∆u,
but it is still one order of magnitude smaller
than measurements at the stratocumulus top.

4 CONCLUSIONS

The results summarized above show that,
for typical atmospheric conditions, turbulence
generated locally by evaporative cooling in the
presence of a steady, horizontal mean shear
is stronger than in the shear-free case but
still small compared to measurements, and
in particular too weak to break the cloud top.
The inversion remains relatively thin and there-
fore the molecular transport remains relevant
for a non-negligible interval of ∆u. A cross-
over value around 0.5 m s−1 is found, for
which 10% of the entrainment velocity is due
to molecular effects; lower values of ∆u lead
to larger contributions and vice versa. These
results suggest that turbulent mixing induced
by other processes (e.g. unsteadiness, radia-
tively driven turbulence or large-scale dynam-
ics) are more likely to control the evolution of
the cloud top.
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1. INTRODUCTION 

Over the past few decades, rapid 

development of industrialization and 

urbanization process in China leads to a 

significantly increase in atmospheric aerosol 

particles. Atmospheric aerosol particles can 

influence climate directly by modification the 

income solar radiation and indirectly by 

interact with cloud microphysical properties 
[1-3]. In recent years, the size distribution of 

aerosol particles and the constituent 

components of source apportionment are 

always a focus of atmospheric chemistry 

research. Amazon basin aerosol inorganic 

and organic constituents of the mass 

concentration in the period of the different 

seasons, and with the distribution 

characteristics of particle size change are 

closely related to the weather conditions [4]. 

A large number of observation and analysis 

of aerosol composition in domestic mainly 

concentrated in big cities [5, 6], less reports on 

the Alpine atmospheric aerosol composition. 

Alpine atmospheric aerosol samples 

collected are with a regional representative 
[7], because of atmospheric environment less 

affected by the surrounding local pollution. 

This paper selects Mt. Huang (1840 m 

above mean sea level) to analysis the 

aerosol composition, size distribution 

characteristics and background sources of 

pollutants. It help further study the aerosols 

on cloud formation and microphysical 

characteristics. 

2. MATERIAL AND METHODS 

2.1 .SAMPLING SITES 

As shown in Fig.1, Mt. Huang is located 

in the mountainous area of southern Anhui 

Province (30°08′N,118°09′E), north-south 

length of about 40km, from east to west 

30km, mountain range an area of 1200 km2, 

Mt. Huang Scenic area of about 154 km2. 

Due to the altitude, the location and the 

corresponding atmospheric circulation, the 

climatic characteristics at Mt. Huang is both 

the Chinese northeast subtropical monsoon 

characteristics and characteristics of vertical 

changes in the mountain climate[7]. 

Observation site is located at the Bright 

Summit of Mt. Huang (1840m above mean 

sea level, Fig.1b), during May 23 to 

September14, 2011. Conventional 

meteorological element (temperature, 

pressure, wind speed, wind direction and 

relative humidity, etc) were measured by 

Automatic weather station during the 

observation period. 

 

 
Fig.1 The sampling location (Mt. Huang, a) 

and the Bright Summit of Mt. Huang (b) 

 



2.2 AEROSOL SAMPLING AND ANALYSIS 

Size-resolved aerosol particles were 

collected using a MOUDI cascade impactor 

(MSP Corporation), a flow rate of 10 L/min, 

Teflon membrane used (47mm). The total 

238 effective membrane were collected 

when the non-rainy aerosol sampling (June 

26-July 5), with each time collected about 

24h. Membranes were weighed by 

electronic balance (BSA224S, sartorius) 

before and after sampling. Aerosol 

water-soluble ions（cation: Na+、NH4
+、K+、

Ca2+、Mg2+，anion：F-、Cl-、NO2
-、NO3

-、

SO4
2- and organic acid: formic acid, acetic 

acid, oxalic acid）were analyzed with ion 

chromatography instrument (Metrohm 850). 

2.3 TRAJECTORY MODEL 

In order to analyze the sources of 

pollutants, the air mass which affects the 

sample aerosol was analyzed by the 

trajectory model. The model is an Eulerian 

and Lagrangian hybrid computing model 

(http://www.arl.noaa.gov/HYSPLIT_info.php,  

Hysplit 4.9) [8]。Trajectory model use the 

National Centers for Environment Prediction 

(NCEP) reanalysis meteorological data. 

Cluster analysis of 17 trajectories is to 

further study the impact of the different 

character of the air mass on aerosol 

composition.  

3 RESULTS AND DISCUSSION 

Figure 2 shows the total aerosol mass 

concentration spectrum distribution during 

the observation period. Aitken nuclei mode 

has a small peak in diameter of 

0.01-0.018μm, which are from the 

combustion process to produce original 

aerosol particles and gas molecules by a 

chemical reaction homogeneous nuclear 

conversion into secondary aerosol particles. 

The maximum peak appears in the diameter 

range of 0.32-0.56μm in accumulation mode 

with the smaller size range, called “droplet 

mode”, taking place in non-precipitation 

clouds or fog [9]. High relative humidity and 

high frequent clouds lead to the higher 

aerosol mass concentration of the particle 

size segment at the Bright Summit of Mt. 

Huang. The other peak in 1.0-1.8μm was 

resulted from that high relative humidity 

(most of RH>80%) could make high 

concentration of soluble hygroscopic ions 

(such as sulfate) in “droplet mode” particles 

grow up [10]. Another reason is that in the 

relative humidity above 80% particle size cut 

of percussive sampling will cause some 

error due to the hygroscopic components, 

making hygroscopic small particles grow up 

and collected in the greater size [11]. Besides, 

there is a small peak in the the diameter 

range of 10-18μm in coarse particle mode 

with greater size range. 
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Fig.2 The total aerosol mass distribution 

during the observation period  

The water-soluble ion is the important 

chemical composition of aerosol. In the 

mainland, the water-soluble components 

increase with the particle size decreases. 

The aerosol water-soluble ions are 

hygroscopic. It is easy to form fog droplet by 

hygroscopic growth. The droplet diameter 

change as the relative humidity varies, thus 

affecting the optical properties and visibility 

of the atmosphere, which led to the 

earth-atmosphere system energy balance. 

The water-soluble components are the main 

component of cloud condensation nuclei 

(CCN) which can influence cloud lifetime 

and optical properties. 

http://www.arl.noaa.gov/HYSPLIT_info.php
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Fig.3 The proportion distribution of the 

aerosol soluble ions 

The aerosol water-soluble ion accounts 

for 34.2% of the total mass concentration 

(Fig.3). The average SO4
2- anion 

concentration (12.3μg/m3) is the highest, 

followed by NO3
- (2.9μg/m3). The average 

cation concentration is Ca2+ and NH4
+ were 

2.1μg/m3 and 1.8μg/m3 respectively. Organic 

acid accounts for 11.37% of the 

water-soluble composition. 

The ratio of (NH4
++Ca2+)/ (NOx+SO4

2-) 

in aerosol particles is 0.65, which indicates 

that most of the particles are of acidic nature, 

probably due to the existing a plenty of 

acidic precursor, such as SO2 and NOX in 

the air. The NO3
- and SO4

2- mass ratio

（NO3
-/SO4

2-） in the aerosols can be used 

to compare the contribution to the amount of 

sulfur and nitrogen in the atmosphere from 

the stationary sources(such as coal) and 

mobile source(such as car exhaust)[12]. In 

this observation period this ratio is 0.89 in 

the spring and 0.15 in the summer, which 

indicating that the characteristics of Mt. 

Huang atmosphere belong to the pollution of 

coal-burning sulfur oxides. However, in 

spring the contribution to SO2 and NOX from 

mobile source is higher than in summer, 

because that an increase in the flow of 

people and more car emissions around Mt. 

Huang in the holiday, led to SO2 and NOX 

concentration more. 

To understand the mechanisms behind 

the different nature the particles presented, 

the aerosol samples obtained during the 

observation period were categorized into 

four different types of airflow trajectory which 

affect the Mt. Huang region (Fig.4). 

Combined with the weather situation, the 

long distance transport northern continental 

air mass (class1 and 2) of high pressure 

control (weather map omitted) account for 

35% in the whole. The track of Class 2 

reaches the way ocean before the Mt. 

Huang region.  

The track of Class 3 has shorter 

transport distance, accounting for 47%. It 

occurred in the low pressure system, mainly 

reflecting the impact of local pollution. 

However, the track of class 4 is mostly in low 

pressure system affected by the long 

distance transport southwest continental air 

mass, up to 18% of the total number of 

trajectories. 

 
Fig.4 The back trajectory of the air masses 

during the sampling periods 

The arithmetic mean value of soluble 

ions mass concentration corresponding to 

each type of tracks reflects the impact of 

different air massed on the atmospheric 

aerosol composition at Mt. Huang (Fig.5). It 

is found that the concentrations of the 

anthropogenic chemical compositions 

originated from the local pollution are 

highest among the three cases. The reason 

is that under low-voltage system control, 



sustained easterly winds continue to 

transport the pollutant of the Yangtze River 

Delta and the eastern coast, coupled with 

stable boundary layer and low surface wind 

speed, easily lead to pollutant accumulation. 

As shown in Fig.5, aerosol soluble 

components generally increased, mainly as  

SO4
2-、NH4

2+ and organic acids. The soluble 

component mass concentration of PM10 is 

33.6μg/cm3. The mass concentration of 

organic acids is higher, mainly from plant 

emissions and natural fire [13], because of 

more vegetation in the eastern coastal than 

inland.  

Influenced of high pressure and the 

northern continental air mass (N for short), 

the weather is clear and wind speed is more 

than 4m/s. It is favor to long distance 

transmission of the northern sand. Due to 

the coarse particle deposition on the way, 

element enrichment factor in fine particles is 

higher [14] after arrival at Mt. Huang, 

especially the Ca2+, NO3
- mass 

concentration increase.  
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Fig. 5 The mass concentration of ions under 

different air masses 

In contrast, the southern continental air 

mass (SW for short) causes the lowest 

soluble aerosol mass concentration 

(13.5μg/cm3). Heavy industrial pollutant 

emissions are less in southwest provinces 

than the eastern, with the average wind 

speed more than 6m/s, which led to the low 

aerosol concentration. 

In different weather situation soluble 

aerosol species mass concentration with 

particle size changes are in a bimodal 

distribution (Fig.6). Aerosol mass 

concentration affected by local pollution air 

mass (Local) is much higher than the other 

two cases. The peak in accumulation mode 

appears in the diameter range of 

0.32-0.56μm and 1.8-3.2μm in coarse 

particle mode. However, the peaks are in 

the diameter range of 0.18-0.32μm and 

5.6-10μm when aerosol affected by northern 

continental air mass (N) and the southern 

continental air mass (SW). Different sources 

of pollutants lead to the proportion of soluble 

aerosol and the main ion change. 
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Fig.6 The aerosol concentration distribution 

of water soluble component under different 

weather situation 

4. CONCLUSIONS 

To characterize the chemical and 

physical properties of aerosol particles and 

their effects on cloud and precipitation at 

highly elevated locations of Southeast China, 

size-resolved aerosol particles were 

collected using a MOUDI cascade impactor 

at the Bright Summit of Mt. Huang (1840 m 

above mean sea level), southeast China, 

during May to September 2011. The mayor 

results are as follows: 

A bimodal distribution is shown for the 

total aerosol mass, with one mode 



appearing in the diameter range of 0.32-0.56 

μm and the other in 1.0-1.8μm. It is also 

found that sulfate, nitrate, calcium, ammonia 

and organic acids are the dominant 

components of water-soluble ions, 

accounting for up to 80% of the 

water-soluble ions in particles and 34.2% of 

the total mass of particles. The pH values 

indicate that most of the particles are of 

acidic nature, probably due to the existing a 

plenty of acidic precursor, such as SO2 and 

NOX in the air.  

To understand the mechanisms behind 

the different nature the particles presented, 

the aerosol samples obtained during the 

observation period, were categorized into 

three groups (the northern continental air 

mass, the local pollution air mass and the 

southern continental air mass) by back 

trajectory analysis, using the Hybrid 

Single-Particle Lagrangian Integrated 

Trajectory (HYSPLIT) model, and it is found 

that the concentrations of the anthropogenic 

chemical compositions originated from the 

local pollution are highest among the three 

cases, which can affect the air quality under 

favorable meteorological conditions 

associated with stable boundary layer and 

low surface wind speed. 
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1. INTRODUCTION 
Investigations and control of 

environment are indispensible to provide 

with the human life and vital activity of 

humanity. Resent events, such as 

convolution of nature of volcano 

Eyjafjallajokudl in Iceland on 2010, 

catastrophe in the atomic station 

Fukushima in Japan on 2011, or earlier 

Chernobil atomic crush on 1986 

demonstrated necessity of efficient 

reacting with the goal of defining possible 

dangers and with active actions on 

atmospheric processes for minimizing 

consequences. A special instrumented 

aircraft-laboratory could be very effective 

mean for atmospheric observations and 

weather and clouds modifications (Hiyama 

et. al., 2003).  

Aircraft-laboratory (or special 

instrumented airborne platform) has a set 

of advantages making it effective 

instrument for environmental research, 

which give possibility: 

• To fulfill simultaneous 

measurements of different parameters of 

atmosphere and underlying surface; 

• To get meridian, latitudinal and 

altitude distributions of atmospheric 

parameters in given region with high 

spatial and temporal resolvability; 

• To integrate ground-based and 

remote control data in common 

informational picture; 

• To make clouds modification and 

control it in any given area; 

• To provide observation over 

difficult of access regions. 



2. THE MAIN GOALS OF NEW 
AIRCRAFT LABORATORY 

The aircraft-laboratory Yak-42D 

“Atmosphere” created in Central 

aerological observatory of Russian 

Federal Service for Hydrometeorology and 

Environmental Monitoring is intended for 

measuring the following parameters of 

atmosphere and underlying surface: 

• Thermodynamic parameters of 

atmosphere (air temperature, 

pressure, density and humidity, 

wind speed, turbulence and 

turbulent fluxes); 

• Gas and aerosol structure of 

atmosphere; 

• Radiation in atmosphere and from 

surface, radiation balance in 

atmosphere; 

• Radioactive pollution of 

atmosphere and underlying 

surface; 

• Microstructure of atmospheric 

clouds and participation; 

• Atmospheric electricity. 

The aircraft-laboratory Yak-42D 

“Atmosphere” is also equipped with 

instruments for clouds modification.  
The main objectives of the aircraft-

laboratory Yak-42D “Atmosphere” are the 

following: 

• Investigations and monitoring 

atmospheric pollutants; 

• Remote control of underlying land 

surface and ocean; 

• Control of the climate factors in free 

atmosphere; 

• Fulfilling scientific and applied 

investigations in physics and 

dynamics of clouds, atmospheric 

fronts and cyclones, planetary 

boundary; 

• Validation of satellite observations 

of atmosphere and underlying 

surface; 

• Fulfilling research and special 

works on clouds modification for 

regulation of atmospheric 

participations.  
 

3. BASE CIVIL AIRCRAFT YAK-42D 
FOR CREATING MULTIPURPOSE 
AIRCRAFT-LABORATORY  

Russian civil aircraft Yak-42D is 

used for the base of new aircraft-

laboratory. The common view of bought 

aircraft Yak-42D # 42440 and its interior is 

presented in Fig. 1. 
The main technical parameters of 

Yak-42D are as follows:  

• Sky crew – 2 (3) members. 

• Maximum flight level –  9600 m; 

• Maximum commercial load - 12000 

kg; 

• Flight distance with the load of 

5000 kg – 4100 km; 

• Air speed rang – from 350 up to 

700 kmh-1; 

• Maximum take-off weight – 57 500 

kg. 

The decision # РЭ-69/5.9-23 of Ministry of 

aviation sets for airplanes Yak-42D the 

following restored life: 



• Up to 40000 flight hours, up to 

18000 flights and period of life up 

to 35 years. 

Residual life of Yak-42D # 42440 aircraft 

is: 

• 38500 flight hours, 17500 flights, 

25 years. 

Aircraft Yak-42D is fully equipped for 

flying using international lines. Aboard 

Yak-42D the following facilities are 

installed: 

• Global navigation system GPS 

KLN-90 BRNAV; 

• Token collision aircraft system 

TCAS-II Honeywell with the special 

system of signals S(EHS); 

• System of earlier warning of 

collision with the land SRPBЗ; 

• Oxygen equipment KSP-42; 

• Automatic radio beacon ARM-406; 

• Electronic altimeter  VBE-1.  

Aircraft Yak-42D # 42440 is 

permitted for the flights with precise 

echeloment RVSM. 

 
4. MEASURING SYSTEM OF AIRCRAFT-
LABORATORY YAK-42D 
“ATMOSPHERE” 

The measuring system of aircraft-

laboratory Yak-42D “Atmosphere” includes 

three levels.  

The first level consist of different kind 

of sensors and measuring systems of 

instruments complexes (temperature and 

pressure sensors, navigation systems, 

spectrometers, radars, radiometers, 

particles counters and others). 

The second level is the set of 

hardware-software complexes which unite 

sensor and measuring systems through 

special computer programs. These 

complexes produce measurements of 

navigation parameters, thermodynamic 

characteristics of atmosphere, different 

gases and aerosol concentrations and 

common content of the gases, solar 

radiation and radiation balance in 

atmosphere, radioactive pollutants, and 

 
 

 
 

 
Fig. 1. Base Yak-42D Russian civil 

aircraft 
 



microphysical characteristics of clouds, 

electric characteristics, and radars.   

The third level is the integration of 

hardware-software complexes to common 

aboard measuring system of the aircraft-

laboratory Yak-42D “Atmosphere”. This 

system contains Data Acquisition System 

(DAS), facilities for cloud modification, 

satellite channel for fast transmission data 

from the aircraft to ground-based centers 

and means for providing control of local 

experiment from the special ground 

center. At this level processing, recording 

and reservation of all data, data exchange 

between complexes, control of experiment 

and transmission of data to ground-based 

centers are provided. 

Each complex included to integrated 

information aircraft system can operate 

independently thus has the own DAS. 

Refusal of one of complexes (except of the 

thermodynamic and onboard DAS) does 

not lead to refusal of all measuring system 

of aircraft-laboratory Yak-42D " 

Atmosphere ". 

The common structure of aircraft 

measuring system of Yak-42D 

“Atmosphere” is presented in Fig. 2 and 

Fig. 3 demonstrates scheme of the aircraft 

Data Acquisition System. 

5. HARDWARE-SOFTWARE 
COMPLEXES OF AIRCRAFT-
LABORATORY YAK-42D 
“ATMOSPHERE”  

 
Fig. 2. Common structure of aircraft-laboratory Yak-42D measuring system 

 



 
5.1. HARDWARE-SOFTWARE 
COMPLEX FOR MEASURING 
NAVIGATION PARAMETERS AND 
THERMODYNAMIC PARAMETERS OF 
ATMOSPHERE 

This complex provides 

measurements of parameters, 

characterized precise aircraft attitude and 

thermodynamic structure of the 

atmosphere (Strunin, 2010). Data of this 

complex are the base for building up 

meteorological fields or spatial-temporal 

distributions of thermodynamic 

parameters. Navigation parameters 

(coordinates, heights, speed of aircraft, 

attitude angles) and wind speed, air 

temperature and humidity, atmospheric 

turbulence data are also necessary for 

presentation and analyzing data of others 

measuring complexes.  

The following sensors and 

measuring systems are installed aboard 

aircraft-laboratory Yak-42D “Atmosphere”: 

• Global position system GPS and 

GLONASS BPSN-2, Russia; 

• Inertial reference system IRS 

Honeywell Laseref VI, USA; 

• Radio-altimeter of high levels A-

075, Russia;  

• Radio-altimeter of low levels A-053, 

Russia;  

• Half-spherical 5-points pitot-static 

heads Rosemount 858AJ and 

858Y, USA; 

• Pressure probe PVD-30, Russia; 

• Air data transducers Rosemount 

MADT 2016B, USA; 

• Dynamic pressure sensor 

Rosemount 1221F2AF7B1B, USA; 

• Differential pressure sensors 

Rosemount 1221F2VL7B1A, USA; 

 
Fig. 3. Scheme of the aircraft Data Acquisition System 

 



• Sensors interface units SIU, CAO, 

Russia; 

• Temperature sensors Rosemount 

102CT2D6, USA; 

• Temperature sensor Rosemount 

102LA2AG, USA; 

• Temperature sensor Rosemount 

102LA2AG, USA; 

• High-frequency aircraft 

thermometer HFAT CAO, Russia; 

• Inertial measuring unit AIST-350, 

Russia; 

• Condensation hygrometer General 

Eastern 1311XR, USA; 

• Aircraft condensation hygrometer 

ACH, CAO, Russia; 

• Ultra-violet hygrometer UVH, CAO, 

Russia. 

Some of these sensors and systems 

are installed in the special boom under the 

wing (Fig. 4). These sensor and systems 

provide measurement of so call primarily 

parameters, which than used for 

calculating all necessary thermodynamic 

characteristics of atmosphere. Common 

views of some sensors and systems from 

the above list are presented in Fig. 5 – 8.  
Listed sensors and measuring 

systems are united to the hardware-

software complex through the special 

 
Fig. 4. Scheme of under-wing boom for 

thermodynamic sensors 

 
Fig. 5. Inertial reference system Laseref 

VI 

 
Fig. 6. Global position system 

 

 
Fig. 7. High-frequency aircraft 

thermometer CAO 
 

 
Fig. 8. Ultra violet hygrometer CAO 

 



computer program. The complex produces 

data processing for defining 

thermodynamic parameters of 

atmosphere, recoding the data, and data 

transmission to the aircraft Data 

Acquisition System: 

• Latitude and longitude, geometric 

height  of aircraft-laboratory flight; 

• True height (radio-height) and 

barometric height of the flight level; 

• Components of  ground speed of 

the aircraft; 

• Attitude angles of the aircraft (roll, 

pitch and heading angles); 

• True air speed of aircraft and true 

air temperature; 

• Components of wind speed in 

geographic coordinate system; 

• Dew-point/frost point temperature 

and absolute air humidity; 

• Turbulent fluctuations of wind 

speed, air temperature and 

absolute air humidity. 

 
5.2. HARDWARE-SOFTWARE 
COMPLEX FOR THE CONTROL OF 
GASEOUS AND AEROSOL 
COMPOSITION OF THE ATMOSPHERE 

This complex allows monitoring of 

changes in chemical composition, 

including the monitoring of pollutants and 

greenhouse gases in the atmosphere 

control of the stratospheric aerosol layer 

and the ozone layer of the atmosphere. To 

solve these problems requires systematic 

airborne measurements of spatial and 

temporal distributions of gases and 

aerosols on various scales, and altitudes 

in the free atmosphere. Airborne sensing 

of gaseous and aerosol composition of the 

atmosphere will identify as early as 

possible climate factors that may lead to 

changes in regional and global scales, and 

are associated either with the natural 

fluctuations in climate-parameter, or by 

anthropogenic influences. 

• Aircraft multi-wavelength aerosol 

lidar ML-375-A (Fig. 9) is designed 

 
Fig. 7. High-frequency aircraft 

thermometer CAO 

 
Fig. 9. Aircraft multi-wavelength aerosol 

lidar ML-375-A 

 
Fig. 10. Aircraft tunable diode laser 

spectrometer 



to measure the backscattering 

coefficient and the aerosol 

extinction in the spectral range 355 

nm - 1064 nm. Based on the data 

made assessment of the main 

physical characteristics of aerosols, 

such as size, density and complex 

refractive index. 

• Aircraft tunable diode laser 

spectrometer (Fig.10) for 

measurement of the concentration 

of greenhouse gases (water vapor, 

carbon dioxide, methane) and their 

isotopic composition in the 

atmosphere, CAO, Russia. 

Airborne spectrometer consists of 

the electronics module (1), which 

supports the work of six diode 

lasers, and 3 measuring channels 

for H2O (2), CH4 (3), CO2 (4). 

• Spectrometer, ultraviolet and 

visible range Shamrock SR-303i 

Andor Technology for 

measurements of the total content 

of O3, NO2, BrO, OClO in the 

atmosphere. 

• Ozone Analyzer Model 205 (2B 

Tech, Inc., USA) and 

chemiluminescent ozonometer, 

CAO, Russia for measuring the 

concentration of ozone and its 

fluctuations in the range from 1.0 to 

1000 ppb. 

• Chemiluminescent instruments for 

nitrogen oxides, ECOPHYSICS, 

Switzerland for measuring 

concentrations of NO (Fig.11), 

NOx, NOy in the range from 0.3 to 

500 ppb. 

• High-frequency pulsation 

measuring chemiluminescent 

nitrogen dioxide, CAO, Russia for 

measuring Ripple-NO2 

concentrations in the range from 

0.1 to 100 ppb. 

• Greenhouse Gas Analyzer G2301-

mc (Picarro, Inc., USA). 

• Non-dispersive infrared analyzer 

SO2/N2O air LI-7500ADP, USA; 

• Gas chromatograph Agilent-7820A 

with a device for sampling air 

Hermes, Germany. 

Whole air samples (NMHC, alkyl 

nitrates, long lived tracers like 

halocarbons), CO2, N2O, CO, 

CH4. 

• High-precision fluorescence aircraft 

hygrometer, CAO, Russia. 

Fluorescent aircraft hygrometer 

 
Fig.11. NO-analyzer ECOPHYSICS 
 



designed to measure spatial and 

temporal distributions of the 

relative volume concentration of 

H2O in the range from 1 to 2000 

ppm (m-1). 

 
5.3. HARDWARE-SOFTWARE 
COMPLEX FOR THE RADIATIVE 
BALANCE INVESTIGATIONS AND 
REMOTE SENSING OF CLOUDINESS 
AND UNDERLYING SURFACE  

This complex measures the upward 

and downward integral fluxes of solar and 

thermal radiation for the radiative transfer 

and radiative heat exchange 

investigations. The net shortwave fluxes, 

being measured at the aircraft and at the 

underlying surface, gives a possibility to 

define absorption of solar radiation by the 

atmospheric layers below and above the 

aircraft, respectively. Along with the similar 

measurements of the thermal radiation it 

gives a possibility to evaluate influence of 

the natural and anthropogenic aerosols 

and greenhouse gases on the radiative 

balance. The high-resolution 

measurements of the shortwave spectral 

reflectance by a hyper-spectral viewer 

allows investigating the influence of the 

natural and anthropogenic factors on the 

surface. Maps of the surface brightness 

temperatures obtained using the 4-

channel IR radiometer also may be useful 

for investigations of the surface. For 

example they give a possibility to evaluate 

the soil moisture as well as to found 

sources of carbon dioxide and methane. 

Additionally such maps of cloudiness 

contain information about cloud structure 

and radiative properties. The McW 

radiometer, which the water vapor channel 

centered at 6.2 μ, is applied to get 

information on in-cloud temperature. 

Radiometer will work in horizontal direction 

in this case. This information is free from 

typical errors of immersion type 

thermometers due to their (or their shield) 

wetting or icing in clouds  

Thus on board of the aircraft there 

are the following instruments:  

• Pyranometers CMP22, 

Kipp&Zonnen, Germany;  

 

 

 
Fig.12. Pyranometers CMP22, 
Pyrgeometers CGR4 and UV-

radiometer UV-S-B-T/C 
 



    - Shortwave integral (0.2 -3.6 μm) 

hemispherical fluxes.  

• Pyrgeometers CGR4 

Kipp&Zonnen, Germany;  

    -Longwave integral (4.5 – 42.0 μm) 

hemispherical fluxes.  

• UV-radiometer UV-S-B-T/C 

Kipp&Zonnen, Germany;  

- UV hemispherical fluxes in  (0.28 – 

0.315 μm) and (0.315 – 0.400 μm) 

spectral range. 

Common view of these sensors is 

presented in Fig. 12.  

• Shortwave hyper-spectral viewer 

(NIR and VIS spectral regions), 

NPO «LEPTON», Russia (Fig. 13); 

   - Pictures of the underlying surface in 

150 channels from 0.420 to 0.900 μm.   

• Longwave 4-channel  viewer 

4КСР(Т) , Main Geophysical 

Observatory, Russia; 

   - Pictures of the underlying surface in 4 

channels from (1.8 – 12.5 мкм).  

• McW two-channel radiometer, 

MGO, Russia; 

   - Two channels (22 and 37 GHz) for 

retrieval of the water vapor content in the 

atmosphere and liquid water in clouds. 

 

5.4. HARDWARE-SOFTWARE 
COMPLEX FOR RADIOACTIVE 
CONTAMINATION MONITORING 

 This system enables assessing a 

degree of radioactive pollution of the air 

(air volumetric activity) and underlying 

surface based on gamma radiation dose 

rate and isotopic composition. 

Measurements of volumetric activity of 

radon decay products, given detection of 

various man-made impurities in the air, 

permit identifying a possible source of 

pollution and direction of impurities with 

respect to the source. By measuring space 

neutrons a source of such particles can be 

 
Fig. 13. Shortwave hyper-spectral viewer 

 

 
Fig. 14. Gamma spectrometer with 

scintillation and high purity germanium 
detector GEM 40-86 «ORTEC» 

 

 
Fig. 15. Space neutron counter 

 



identified (on request from Institute of 

Applied Geophysics). Data obtained about 

volumetric activity of short-lived decay 

products of radon-222 at different heights 

can be used as a tracer of air masses. The 

system includes: 

• Radiometer-dosimeter DMG-01 for 

detecting radioactive clouds in the 

atmosphere and radioactive 

footprints on the ground - SI RPA 

“Typhoon”. The range of gamma 

radiation dose rate measurements: 

10 nGy hr-1-10 Gy hr-1 (1 µR hr-1-

1000 R hr-1).  

• Gamma spectrometer (Fig. 14) 

with scintillation and high purity 

germanium detector GEM 40-86 

«ORTEC», USA, pulse analyzer 

DSPEC Pro «ORTEC», USA, and 

collimator screen - SI RPA 

“Typhoon”. Gamma radiation from 

the underlying surface,  

-range of detected gamma 

quanta energy:  0.1-3.0 

MeV;   

-range of measuring 137 Cs 

contamination density of the 

area, with a flight at 50 m 

height: 2 104 –2 107  Bqm-2 

• Setup “Vega-1M” for measuring 

radon-222 concentration in the 

troposphere (aerosol sampler 

“Vega-1M” radiometric system 

“RUS-2B”) - SI RPA “Typhoon”. 

Atmospheric concentration of 

radon-222 is the air mass tracer.  

• Space neutron counter (Fig. 15)  

(neutron detector LB-6411 and 

datalogger unit UMo LB 123) 

“Berthold Technologies”, USA) 

Range of measuring neutron 

energy:  up to 20 MeV 

Range of measured doses:  30 nSv 

hr-1 - 100 mSv hr-1. 

 

5.5. HARDWARE-SOFTWARE 
COMPLEX FOR MEASURING CLOUD 
MICROPHYSICAL PARAMETERS AND 
COMPLEX OF CLOUD MODIFICATION 
MEANS 

This complex provides 

measurements of atmospheric aerosols of 

different origin in a wide range of sizes at 

the level of the flight of aircraft-laboratory. 

Monitoring of atmosphere transparency, 

concentrations and size spectra of 

atmospheric aerosol will give opportunity 

to evaluate the degree of natural and 

anthropogenic disturbances due to 

emissions of particles from different 

sources. 

The microphysical complex of aircraft-

laboratory includes following devices: 

• Nevzorov LWC/TWC probe 

(Russia) liquid and total water 

content (Fig. 16)  0,003 gm-3 - 4 

gm-3;    

 
Fig. 16. Nevzorov LWC/TWC probe 

 
       



• Cloud Extinction Probe (Russia) 

extinction factor 1 – 200 km-1; 

• The analyzer of a phase and 

structure of clouds AFSO (Russia) 

particle size spectra 10 – 400 mkm; 

• Super-large particles sizes probe 

(Russia) large particle size spectra 

200 – 6000 mkm; 

• Cloud Condensation Nuclei 

Counter, Dual Column, CCN-200 

(DMT, USA) Condensation Nuclei 

concentrations. The air flow to 

devices UHSAS, CCN200 and SP2 

is brought with the help 

aerodynamic inlets, installed on a 

fuselage apart 1,2 - 2 m from 

devices (Fig. 17); 

• Ultra High Sensitivity Aerosol 

Spectrometer – UHSAS (DMT, 

USA) aerosol particle spectra 

0.055 – 1 μm; 

• Passive Cavity Aerosol 

Spectrometer Probe, PCASP-100X 

(DMT, USA) aerosol particle 

spectra 0.1 – 3.0 μm; 

• Single Particle Soot Photometer, 

SP2 (DMT, USA) black carbon 

mass in particles, number 

concentration up to 5000 particles 

cm-3; 

• Cloud Droplet Probe, CDP (DMT, 

USA) cloud particle spectra 2 – 50 

μm;  

• Forward scattering spectrometer 

probe FSSP-100ER (DMT, USA) 

cloud particle spectra 2 – 50 μm;  

• Cloud Imaging Probe CIP DMT 

(DMT, USA) 2-Dimensional Images 

of particles from 25-1550 μm with 

new type of tips (Fig. 18); 

• PMS Optical Array Probe OAP-

2DC (PMS, USA) 2-Dimensional 

 
Fig. 17. The aircraft sample inlet for 

UHSAS, CCN200 and SP2 
 

 
Fig. 19. PMS/DMT canisters under the 

wing 

 
Fig. 18. Cloud Imaging Probe CIP 

DMT 



Images of particles from 25-1550 

μm; 

• Precipitation Imaging Probe PIP 

(DMT, USA) 2-Dimensional Images 

of particles from 100 -6200 μm; 

• Cloud Particle Imager SPI 

(SPECinc., USA) -Resolution  2,3 

μm, up to 1000 particles s-1, 

• Local Data Acquisition System 

M300 (SEA inc., USA). 

PMS/DMT canisters and SPI are 

installed on the pylons located underneath 

the wings (Fig.19).  

For expansion of opportunities to 

use aircraft-laboratories, the latter are 

equipped with the cloud seeding means, 

allowing performing weather modification 

activities. 

To perform cloud seeding by ice-

forming, hygroscopic, and cooling agents 

on the aircraft will be put the appropriate 

technical means. 

In order to seed clouds with the help 

of   ice-forming and hygroscopic agents 

the aircraft will be equipped with two sets 

of UV-26 mean to release pyrotechnic 

flares of type PV-26 in the amount of 1024 

cartridges. Fig. 20 shows a set of UV-26. 

For cloud seeding by cooling agents 

(liquid nitrogen) the aircraft is equipped 

with the small ice particle generator SIPG-

A (Fig. 21) permitting  to seed clouds in 

the range of dosages of 0, 5 kg min-1 up to 

10 kg min-1. 

All microphysical data are saved on 

the disk of local DAS M300.  

 

5.6. THE HARDWARE-SOFTWARE 
RADAR-TRACKING COMPLEX FOR 
RESEARCHES OF ATMOSPHERE 

This complex provides reception of 

cuts of clouds and precipitations with 

measurement of structures of their radar-

tracking reflectivity and values of radial 

projections of speeds of movements of 

particles in clouds, detection of zones of 

turbulence, three-dimensional fields of 

radar-tracking reflectivity, a map of height 

of cloud tops; a map of weather 

phenomena; a map of precipitation 

 
Fig. 20. The set of pyrotechnic means 

UV-26 

 
Fig. 21. The small ice particle generator 

SIPG-A 

 
Fig. 22. View of nadir/zenith radar 

 



intensity; a map of visibility in precipitation 

zones. 

The radar-tracking radar complex of 

aircraft-laboratory is equipped with 

coherent X-ray wavelength radar with 

vertical sector field of view. Radar is based 

on active phased array (APAA). The 

complex consists of two radars – one 

pointed towards zenith and another 

towards nadir - with ability to control the 

position of an electron pattern 5x4 degrees 

within 60 degrees in the plane transferring 

the direction of flight (Fig. 22). To improve 

the detection and to allow a study of 

meteorological objects with weak 

reflectivity in X-band (such as layered 

cloud forms) the radar is using complex 

sounding signals, which is based on 

nonlinear frequency modulation and phase 

shift keying. A radiated power of 

transmitting APAA is 1200 W. The ratio of 

radiation to the pause is equal to 10. The 

system has overall potential sufficient to 

detect hydrometeors with reflectivity up to 

-35 dbZ at a distance of 10 km. In radar 

pointed towards the nadir, there is a 

provision for a mode of lateral view of the 

earth's surface, which in implemented 

using the synthesis of a radiation pattern. 

Radars use a design with separate 

transmit and receive phased arrays based 

on the printed micro strip radiators. The 

control system of an APAA allows you to 

create up to 64 positions of a radiation 

pattern. 

5.7. HARDWARE-SOFWARE COMPLEX 
FOR MEASURING ATMOSPHERIC 
ELECTRICAL CHARACTERISTICS 

This complex provides possibility to 

measure electrical characteristics of the 

atmosphere including clouds and other 

atmospheric phenomena which obtain 

electrical charge (Begalishvily et al. 1993). 

Potential of ionosphere and its changes 

due to natural reasons and artificial 

modification can be derived from the 

measurements. The complex can be used 

also to discover electrical charges in 

troposphere associated with aerosol layers 

and clouds. Electrically charged layer 

clouds which are dangerous phenomena 

 
Fig. 23. Aircraft electrical field mill 

SPNP-011 
 

 
Fig. 24. Aircraft air conductivity probe 

SAIV-011 
 



for aircrafts can be studied with the 

mentioned instruments. Another important 

possibility to use the complex is a 

possibility to assess seeding results, as 

electrical cloud characteristics usually 

change after seeding. Our early 

investigations have also shown that 

radioactive emissions and their temporal 

and spatial variations can be also detected 

with the help of presented complex. 

This complex includes the 

following instruments.  

• Active compensator of an aircraft 

charge (AKZS). 

An instrument is used to regulate 

aircraft electrical charge. The principle 

of such regulation is based on 

regulation of corona discharge from 

the aircraft. Special discharge rods are 

installed on aircraft wings. 

• Aircraft electrical field mill (SPNP-

011). 

The instrument (Fig. 23) is used to 

measure electrical field strength E at the 

position where the probe is installed. Six 

probes  SPNP-011 are installed at 

different parts of the aircraft  

fuselage. Processing of the data provides 

possibility to derive electrical field vector E 

and aircraft charge Q. 

• Aircraft air conductivity probe 

(SAIV-011). 

 The probe (Fig. 24) is used to 

measure air conductivity of both polarities. 

Aspiration method is used for 

measurements. 

 
Fig. 25. The structure of information interaction between aircraft-laboratory Yak-42D 

“Atmosphere” and ground-based centers 
 



5.8. ONBOARD AIRCRAFT DATA 
ACQUISITION SYSTEM (OA DAS)  

OA DAS provides collecting and 

archiving of data from measuring devices 

and the systems which are included in all 

hardware-software complexes. 

OA DAS carries out the following 

functions: 

• Initial data collecting and 

processing on workplaces; 

• Collecting and storage of 

processed results in Onboard archive; 

• Displays of results from uniform 

onboard archive; 

• Exchange of current data between 

measuring complexes; 

• Data transmission on liaison 

channels; 

• Internal monitoring of measuring 

system and the control of its integrity; 

• Export of results of flight to ground 

archive of data; 

• Storage of results of flight 

experiments in Ground archive. 

• Managements of local experiment 

on updating clouds from ground command 

center. 

Onboard Aircraft Data Acquisition 

System is constructed on the basis of 

industrial computers of type “iROBO”, 

network equipment CiscoCatalyst, Satellite 

communication System “T&T Aero SB 

Lite”, radio  data transmission system 

“Land – Aircraft – Land” (Petrov et al., 

2007). 

The structure of information 

interaction between aircraft-laboratory 

 

 
Fig. 26. The common view of aircraft-laboratory Yak-42D “Atmosphere” layout 

 



Yak-42D “Atmosphere” and ground-based 

center for local experiment control and 

information center CAO is presented in 

Fig. 25. 
 
6. EQUIPMENT LAYOUT OF AIRCRAFT-
LABORATORY YAK-42D 
“ATMOSPHERE” AND CONDITION OF 
ITS DEVELOPMENT 

The common view of equipment 

layout aboard Yak-42D (vies from the side 

and from above) is presented in Fig. 26.  

We use the following denotes in the 

figure: 

1.  Complex for researches of 

Thermodynamic parameters of 

atmosphere; 

2.   Complex for researches of Gas and 

aerosol structure of atmosphere; 

2.2.   Aircraft multi-wavelength aerosol 

lidar ML-375-A; 

3.   Complex for researches of Radiation in 

atmosphere and from surface, radiation 

balance in atmosphere; 

3.1. Hyper-spectral viewer; 

3.2. Long wave 4-channel viewer 4КСР(Т); 

3.3. Thermal radiation sensors; 

4. Complex for researches of Radioactive 

pollution of atmosphere and underlying 

surface; 

4.1. Gamma spectrometer with scintillation 

and high purity germanium detector GEM 

40-86 «ORTEC»; 

4.2. Aerosol sampler “Vega-1M”; 

5. Complex for researches of 

Microstructure of atmospheric clouds and 

participation; 

5.1. The set of pyrotechnic means UV-26; 

5.2. The small ice particle generator SIPG-

A; 

6. Radar-tracking complex for researches 

of atmosphere; 

6.1. Coherent X-ray wavelength radar; 

7. Complex for researches of Atmospheric 

electricity; 

7.1.  Aircraft electrical field mill SPNP-011; 
8. Central server of DAS and data 

transmission system; 

 
 

 
 

 
Fig. 27. A model of aircraft-laboratory 

Yak-42D “Atmosphere” 
 



8.1. VHF antenna; 

8.2. Satellite communication system 

antenna. 

In the front part of the aircraft 

fuselage different kind of gas proves are 

located (pitot-static heads, air temperature 

and humidity sensors, air sampling probes 

for number of measuring systems, cloud 

particle probes and others). At the top and 

the bottom parts of fuselage there are a 

number of special fairings of radar 

antennas, pyranometers and 

pyrgeometers sensors. Aircraft-laboratory 

also has a set of special windows for 

upward view and downward view lidar, 

spectrometer, ultraviolet and visible range 

 

 

 
Fig. 28. Location of sensors under the wings 

 



Shamrock, microwave radiometers, hyper-

spectral viewer, long-wave 4-channel 

viewer, cloud extinction probe. A lock-

chamber for collecting samples of radon-

222 measuring is also installed at the right 

side of the fuselage.  Six sensors for 

measuring electricity field of atmosphere 

are located along the fuselage. Several 

fuselage hard points and aperture plates 

are also installed for deployment of new 

instruments as needed.  

The 3-D view of future aircraft-

laboratory is presented in photo of aircraft 

model (Fig. 27).  

Six pylons for carrying two remote 

bars for thermodynamic and microphysical 

sensors and 9 canisters of PMS/DMT type 

with microphysical instruments are located 

underneath the wing.  

PMS/DMT canisters and SPI probe 

are installed at the pylons located 

underneath the wings (Fig. 28). There are 

three additional places on the pylons for 

further installations of canister type 

devices.  

Aboard Yak-42D “Atmosphere” there 

are 8 working places for 10 operators 

maximum, including scientific head of the 

flight. It is possible to place 4 seats for 

additional members of experiments. The 

scientific instruments are located in a 

cabin of the aircraft using standard 19-inch 

racks. The model view of working place 

aboard aircraft-laboratory Yak-42D 

“Atmosphere” is presented in Fig. 29. 

In order to gain some insight about 

the current situation with creating of 

 
Fig 29. The model view of working 
place aboard the aircraft-laboratory 

 

 
 

 
 

 
Fig. 30a. Current situation with the 

aircraft-laboratory creating 
 



aircraft-laboratory a few pictures of the 

aircraft in hangar under working are 

presented in Fig. 30a and b. According to 

working plan all jobs should be completed 

in the first part of the 2013 and after this 

the aircraft-laboratory could fulfill special 

flight tests. 
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ABSTRACT

Since mid-2011 a Raman-Lidar is being used to perform
night time measurements of the vertical distribution of
water vapor mixing ratio in the Amazon forest. The in-
strument is installed 30 km up-wind from Manaus-AM,
in a low impacted site, and remotely senses the tropo-
sphere with a 95 mJ Nd-Yag laser at 355 nm from 350m
up to 12km. The elastic backscattered and inelastic sig-
nals due to the Raman crossection of N2 (387 nm) and
H2O (408 nm) were recorded yielding the determination
of the vertical profile of vapor mixing ratio. Further it
was calibrated with collocated soundings. In this paper
we report on a set of measurements across thin clouds
(< 300 m) in the lower and mid-troposphere (< 6 km)
for which the signal to noise ratio of the water vapor
channel is still acceptable. From 110 nights of measure-
ments, 7 cases were selected. The profiles before and
after each cloud overpass were considered to be a ref-
erence of the cloud-free environment. A large system-
atic enhancement (reduction) of about 5 g/kg (-1 g/kg) in
the vapor mixing ratio was observed up to 150 m above
(within/below) the cloud layer for these very thin clouds.

1. INTRODUCTION

The concentration of water vapor in the tropics is highly
variable in both time and space. Its vertical distribu-
tion above the boundary layer depends on slow advec-
tion and on deep convection, which serves as the free
troposphere’s water vapor source. In the Amazon basin
shallow warm clouds that form during the morning and
early afternoon have an important role on regulating the
diurnal cycle of temperature and humidity. The vertical
redistribution of sensible and latent heat exchanged at the
surface prepares the environment for the development of
deep convection latter during the day [1; 2]. At the same
time, deep convection itself is sensitive to the distribution
of humidity in the free troposphere, developing more vig-
orously in humid environments. Moreover, recent mod-
eling studies [3; 4] have shown that representing this di-
urnal cycle in atmospheric models is extremely impor-
tant because it is the injection of energy in such high fre-
quency that excites slower modes in the atmosphere (e.g.
El Nino, Maden-Julian Oscilation or Pacific Decadal Os-
cilation).

Since mid-2011, a new experimental site was imple-
mented near Manaus-AM, in the Brazilian Amazon For-
est. The ACONVEX (Aerosols, Clouds, cONVection EX-
periment) site will run continuously during the next years

applying a synergy of different instruments, as described
in section 2.1. This paper focus on the Raman-Lidar sys-
tem used for measurements of water vapor and aerosol
optical properties vertical distributions. Further details
about the system is given in section 2.2. For reliable wa-
ter vapor measurements, Lidar profiles were calibrated
with collocated soundings launched during an intensive
campaign between in September 2011, as described by
[5]. In this paper we report on a set of measurements
across thin clouds (< 300 m) in the lower and mid-
troposphere (< 6 km) for which the signal to noise ratio
of the water vapor channel is still acceptable. Section 4
presents the results and discussions.

2. ACONVEX

ACONVEX intends to fill in the gap of a long time
series of measurements with high spatial and temporal
resolution necessary for understanding the interactions
and feedback mechanisms between humidity, convection,
clouds and aerosols. It was initially implemented by a
partnership between different research projects: AERO-
CLIMA (Direct and indirect effects of aerosols on cli-
mate in Amazonia and Pantanal), CHUVA (Cloud pro-
cesses of tHe main precipitation systems in Brazil: A
contribUtion to cloud resolVing modeling and to the
GPM) and Amazonian Dense GNSS Meteorological Net-
work [6].

2.1. Site Description

The ACONVEX site is located up-wind from Manaus-
AM, Brazil, inside the campus of Embrapa Amazônia
Ocidental, on 2.89oS 59.97oW. Figure 1 gives an
overview of the area which is partially impacted by land
use change. Instruments installed include: a meteorolog-
ical weather station, a disdrometer, a multi filter shadow
band radiometer, a cimel sun photometer (AERONET), a
24 Ghz micro rain radar, a ceilometer, a Trimble GNSS
Receiver/Vaisla met. station and an UV Raman Lidar.

2.2. UV Raman Lidar

The UV Raman Lidar is operational on the ACONVEX
site since July 2011. It uses a Quantel CFR-400 Nd-YAG
laser at 355 nm with 95 mJ per pulse and 10 Hz repetition
rate. Beam is expanded by 3 and final laser divergence is
0.25 mrad. The optical system uses a bi-axial setup with
a 400 mm separation between the cassegrain telescope
and the laser axis. The telescope’s primary mirror has
400 mm diameter, while the secondary has a diameter



Figure 1: The location of ACONVEX site up-wind from
Manaus-AM, Brazil, is indicated by the blue balloon. The red
dot marks the position of the operational soundings.

of 90 mm. Focal length is 4000 mm resulting in a f/10
system. An iris is used at the focal plane which gives a
field of view of 1.75 mrad and an initial overlap at 85 m
and full overlap at 450 m.

No fiber optics are used and light passing through the
iris goes directly in the optical detection box. Interfer-
ometric filters separate the elastic backscattered signal
and the inelastic signals due to the Raman cross-section
of N2 (387 nm) and H2O (408 nm) which are read col-
lected in different photo-multiplier-tubes. Signals from
355 and 387 nm were recorded in analog and photon-
count modes, while 408 nm only in photon count. The
optical system was designed to give an uniform signal
on the cathode surface almost independent of height of
the detected signal. A neutral density filter is used to at-
tenuate the elastic signal avoiding saturation, and a good
signal to noise ratio (S/N) is found above 15 km depend-
ing on the atmospheric conditions. The N2 channel, 1-
min average signals have good S/N up to 15 km but only
during night time. For the H2O channel, 1-min average
signals have good S/N only up to 6 km during night time.

3. METHODS

3.1. Water vapor measurement

The Raman Lidar equation for a pulse of wavelength λ
returning at a Raman wavelength λ′ can be written as

P (z, λ, λ′) = P0
c∆T

2
Atelηeff (λ′)

O(z)

z2
β(z, λ, λ′)

exp

[∫ z

0

(α(z′, λ) + α(z′, λ′))dz′
]

where P0 is the pulse energy, c∆T/2 is its length, α is
the volumetric attenuation coefficient, β(z, λ, λ′) is the
Raman backscatter coefficient, Atel is the telescope ef-
fective area, ηeff (λ′) is the detection quantum efficiency,
and O(z)/z−2 is a geometric factor.

As the atmospheric mixing ratio of N2 is constant, it is
possible to measure the mixing ratio of H2O by taking
the ratio of both background corrected signals. As shown
by [5] this results in the following expression

wH2O = CΓAΓM
SH2O −BGH2O

SN2
−BGN2

where the constant ΓA and ΓM are the differential aerosol
and molecular transmission between 387 nm and 408 nm
and the over bars denote temporal and spatial averages.
This smoothing is necessary for obtaining a good signal
to noise ratio, but care was taken not to smooth too much
and remove real variations in the water profile.

To obtain the term CΓAΓM , [5] did least square fits be-
tween the uncalibrated Lidar profiles and eight indepen-
dent collocated soundings, performed during an intensive
campaign between August 30th and 5th September 2011.
The largest correlations were found at +8 min (i.e. ∼2 km
height) when using 5 min and 30 m averages.

Figure 2: Ratio between uncalibrated Lidar profiles and refer-
ence water vapor measurements for collocated soundings. Data
shown is the average of 8 sounding between August 30th and
September 5th 2011.

Figure 2 shows the vertical variability of the calibration
constants. The valued used in the current study corre-
sponds to the vertical average, which was found to be
0.681±0.045 g/g [5].

3.2. Vapor profiles across clouds

From 110 nights of measurements, a visual inspection of
night-plots of range correct signals led to the selection of
7 cases were single shallow clouds crossed the field of
view of the instrument. The number of events selected
is rather low because: (1) only thin clouds (¡300m), (2)
with bases below ¡6 km (3) and good signal to noise ratio
were considered.

The water vapor profiles before or after each cloud over-
pass were considered to be a reference of the cloud-
free environment. The time-slice of the environment



and cloud portions always had the same length of about
20 min, and were separated by 10-15 min to avoid con-
tamination steaming from the time-averages. A direct
comparison of the environmental and cloudy water va-
por vertical profiles was performed, and their difference
calculated.

4. RESULTS AND DISCUSSION

Figure 3 show the results for four of the seven selected
events. The first column shows the range and background
corrected signal (RCS) with no normalization. The sec-
ond column shows the water vapor field (g/kg). The
dashed vertical lines indicate the region for averaging
the environmental portion, while the continuous vertical
lines indicated that of the cloudy portion. The last col-
umn shows the difference between the cloudy and free at-
mospheres, hereafter called moistening profile, where the
horizontal dot-dashed line indicates the cloud base. Each
row corresponds to a different date with cloud base in-
creasing downwards: 13 Jul 2h46 / 2.75 km, 19 Jul 2h30
/ 2.91 km, 11 Sep 0h30 / 4 km, 13 Jul 3h15 / 5.15 km. In
all panels, time is the local Amazon time.

For all cases, the moistening profile, shown in the third
column, reaches a maximum about 200 m above the
cloud base, and a minimum between 200-500 m below
it. The third case shows a vertical profile very similar
to those obtained by shallow cumulus parametrizations
[7] with a large drying up to 1 km below the cloud base.
From all seven cases analyzed, however, this was the only
one found. For instance, the first case in Fig.3 shows a
stable layer below cloud base, while the last case shows
alternating drying and moistening regions. In all cases,
the maximum drying below the cloud reaches only -0.5
to -1.5 g/kg.

For the first three cases shown, there is a large amount of
water vapor above the cloud. Maximum in second col-
umn is reached around 200 m above cloud base, and val-
ues of 8-10 g/kg were found even at heights above 3 km.
The moistening profile reach values of about 2-5 g/kg.
These results, however, must the considered with extra
care, since no correction has been made for the differen-
tial scattering of the N2 and H2O Raman wavelengths,
i.e., ΓA and ΓM . Moreover, multiple scattering inside the
cloud was not considered.

This can be investigated by comparing the last case with
the previous three. The range corrected signal in the last
case is not so different inside and outside the cloud (note
the orange background instead of blue), which means a
very low optical depth. At the same time, the second col-
umn shows no high value of water vapor mixing ratio on
the cloud top edge. This is clearly a strong indication that
multiple scattering is indeed important.

5. CONCLUSIONS AND FUTURE WORK

A large systematic enhancement of about 5 g/kg in the
vapor mixing ratio was observed up to 150 m above the
cloud layer for these very thin clouds. At the same time,

a reduction of about -1 g/kg below the cloud base was
also found. Only 4 cases were analyzed, out of 7 found,
but the current implementation of an automatic algorithm
to detect cloud layers [8] should allow for and increased
statistics.

Results above the cloud base must the considered with
extra care, since no correction has been made for the
differential scattering of the N2 and H2O Raman wave-
lengths and multiple scattering inside the cloud was not
considered. A simple comparison of optically thin and
thick clouds have shown that multiple scattering correc-
tion is indeed important.

Currently work is being done to calibrate the water va-
por profiles with explicit corrections for the differential
molecular and aerosol scattering of the N2 and H2O Ra-
man wavelengths. The following step will be to try to cor-
rect for multiple scattering inside the cloud what should
allow for the evaluation of the moistening profile in the
entire column.

ACKNOWLEDGMENTS

Author’s acknowledge FAPESP’s support under different
research grants. Institutional support from EMBRAPA
and LBA was fundamental. Dr. Barbosa is thankful for
the instruments shared by AEROCLIMA, CHUVA and
GNSS Dense Meteorologial Network projects.

REFERENCES

1. Houze 1993: Cloud Dynamics. International Geo-
physics Series, 53, Academic Press

2. Dai, Trenberth and Karl 1999: Effects of Clouds,
Soil Moisture, Precipitation, and Water Vapor on Di-
urnal Temperature Range. J. Climate, 12, pp. 2451.

3. Raupp and Silva Dias 2009: Resonant Wave Inter-
actions in the Presence of a Diurnally Varying Heat
Source. J. Atmos. Sci., 66, pp. 3165.

4. Raupp and Silva Dias 2010: Interaction of equatorial
waves through resonance with the diurnal cycle of
tropical heating. Tellus A.

5. Barbosa, et al. 2012: Intercomparison of water vapor
calibration constants derived from in-situ and distant
soundings for a Raman-Lidar operating in the Ama-
zon Forest 26th International Laser Radar Confer-
ence, Athens, Greece.

6. Adams K. et al. 2011: A dense GNSS meteorological
network for observing deep convection in the Ama-
zon Atmos. Sci. Let..

7. Siebesma et al. 2003: A large eddy simulation inter-
comparison study of shallow cumulus convection. J.
Atmos. Sci., 60(10), pp. 1201.

8. Wang and Sassen 2001: Cloud Type and Macrophys-
ical Property Retrieval Using Multiple Remote Sen-
sors em Journal of Applied Meteorology, 40(10), pp.
1665.



Figure 3: Range corrected elastic signal @355 nm (left), water vapor mixing ratio (g/kg, center) and difference between cloudy and
environmental averages are shown. Vertical dashed lines indicated the environmental portion, while continuous lines the cloudy
portion. Horizontal line indicates the cloud base altitude. From top to bottom, different cases are shown, with increasing cloud
base downwards: 13 Jul 2h46 / 2.75 km, 19 Jul 2h30 / 2.91 km, 11 Sep 0h30 / 4 km, 13 Jul 3h15 / 5.15 km. Time is given as local
Amazon time.
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1. INTRODUCTION 
 

Numerical modeling of melting process of 
snowflakes is very important for forecasting of 
precipitation types as well as estimation of 
precipitation intensity in melting layer by 
remote sensing. However, verification of such 
models is still difficult, because the 
measurement of liquid-water amount in melting 
layer is not easy, especially for the liquid water 
held inside of individual snowflakes. 

Nakamura (1960) collected falling 
snowflakes by dye-treated filter papers and 
estimated the mass fraction of liquid water in 
the snowflakes by measuring the spot areas 
just after the fall of snowflakes. However, there 
were two problems in Nakamura's method. 
One was that melting or freezing occurs 
immediately after a snowflake touches the filter 
paper unless the paper was kept exactly at 0°C. 
Another problem was that all the liquid water 
held inside of snowflakes does not always 
move onto the filter paper, thus the measured 
values would be underestimated. 

Sasyo et al. (1991) improved the method of 
Nakamura (1960) by developing a new 
instrument which collects snowflakes on the 
filter paper kept at 0°C by a cooling unit. They 
discussed the dependency of liquid-water 
content of snowflakes on their size, but their 
discussion was limited in their qualitative 
characteristics, because the problem of the 
underestimation was not solved even in their 
study. In addition, the instrument developed by 
them was too expensive to be widely used by 
other researchers. Therefore, the observation 
of liquid-water content of melting snowflakes is 
still insufficient. 

In the present study, we observed 
liquid-water content of melting snowflakes with 
the instrument developed by Sasyo et al. 
(1991) to provide the verification data for 
numerical models of melting process. In order 
to reduce quantitative errors, a calibration was 
carried out using an imitated snowflake made 

of polyurethane sponge. Some empirical 
relationships are proposed about the 
liquid-water amount of precipitation in melting 
layer and that about the liquid water soaked in 
individual melting snowflakes. The proposed 
relationships are compared with the results of 
a simple numerical simulation of melting 
snowflakes. 

 
2. OBSERVATION 
 
a. Instrument 
 

 
 
Fig 1. The instrument to measure the liquid- 

water content of individual snowflakes. 
 
  Figure 1 shows the instrument used in this 
study. It was originally developed by Sasyo et 
al. (1991) and produced by Suga Test 
Instruments Co., Ltd. The process for the 
measurement is as follows: 1) Snowflakes 
falling into the inlet are caught by the 
dye-treated filter paper being kept at 0°C with 
the cooling unit. After waiting two minutes for 
the water to soak into the paper, the spots on 
the filter paper are photographed by the 
camera. 2) Then the snowflakes are warmed 
until they completely melts, then the spots on 
the paper are photographed again. 3) By an 
image analysis, the area of a spot just after the 



fall (A1) and that after the melt (A2) are 
measured. The ratio A1/A2 indicates the mass 
fraction of liquid water of the snowflake. This 
image analysis was carried out using software 
called ImageJ developed at the National 
Institutes of Health of the US. If A1/A2 > 1, the 
particle was regarded as a raindrop. The mass 
and the melted diameter of each snowflakes 
can be easily estimated by the spot area-mass 
relationships. Precipitation intensity is 
calculated by the total mass of water on the 
filter paper divided by the area and the time. 
  Here we define following three parameters in 
the analysis. 
 
- Mass fraction of liquid water in precipitation. 
 

 .            (1) 

 
- Mass fraction of raindrops in precipitation. 
 

 .           (2) 

 
- Mass fraction of liquid water in individual 
snowflakes 
 

 ,            (3) 

 
Here, RL, RR and R are precipitation intensity 
of liquid water, raindrops and all hydrometeors, 
respectively. M is the mass of a snowflake and 
ML is the mass of liquid water held inside of the 
snowflake. 
 
b. Calibration 

  In the above measurement, it is assumed 
that all the melted water inside of snowflakes 
moves onto the filter paper. However, a part of 
the melted water might remain in the 
snowflake. As a result, the evaluated 
liquid-water content would be underestimated. 
To reduce such errors, a calibration was 
carried out with imitated snowflakes made of 
polyurethane sponge. The mass of the water 
contained in the imitated snowflakes and 
snowflakes themselves were measured 
accurately with an electronic balance 
(Shimadzu AUW120). Then the imitated 
snowflakes were dropped from 80 cm in height 
to a dye-treated filter paper, and the 
liquid-water content was also measured with 
the spot area on the paper. Figure 2 compares 
the mass fraction of liquid-water of individual 
snowflakes measured with the filter paper (WF) 
and the electronic balance (WE). WF shows 

smaller values than WE especially when the 
liquid-water fraction is small. As a result, the 
following calibration curves were obtained. 
 

            (4) 

 
All the measured values were corrected using 
(4). 
 

 
 
Fig.2 Plots of mass fraction of liquid-water 

content in imitated snowflakes made of 
polyurethane sponge measured by the filter 
paper (WF) and the electronic balance (WE). 
Broken line indicates the best-fit curve. 

 
c. Observation 

  The observation was performed at the Snow 
and Ice Research Center in Nagaoka City, 
Japan (37.4260°N, 138.8867°E). Table 1 
shows the date of observation, range of 
temperature and relative humidity, and the 
number of samples (number of sheets of filter 
papers). 
 
Table 1 Observation cases 

Time 
(JST) 

Temperature 
(°C) 

Relative 
humidity (%) 

Samples 

3:20-7:56 
26 Mar 2011 

 
0.27-1.58 

 
88.1-96.2 

 
23 

15:11-18:51 
9 Dec 2011 

 
0.10-1.79 

 
93.6-97.9 

 
19 

23:42-0:11 
22-23 Dec 

2011 

 
0.62-0.85 

 
95.6-96.8 

 
4 

16:05-18:45 
24 Dec 2011 

 
0.17-1.31 

 
82.7-95.1 

 
6 

9:13-12:14 
12 Mar 2012 

 
1.23-1.72 

 
79.5-94.1 

 
2 

 
  During the observation, microscopic 



photographs of precipitating particles were 
taken to confirm the type of hydrometeors. 
Figure 3 shows the photographs taken on 26 
March 2011. There were snowflakes in various 
melting stages; some particles remained their 
crystal structure while others completely 
melted. These types of hydrometeors fell 
together. Most of the original snowflakes were 
rimed aggregates of dendrites. 
 

 
Fig.3 Photographs of melting snowflakes 

sampled on 26 March 2011 
 
3. RESULTS 
 
a. Relationship between FL and FR 

  Figure 4 shows the plots of the mass fraction 
of raindrops (FR) as a function of mass fraction 
of liquid water in precipitation (FL).  
 

 
Fig. 4 Relationship between mass fraction of 

liquid water in precipitation (FL) and that of 
raindrops (FR). Broken line indicates the 
best fit. 

 
  From the above plots, the relationship 
between FL and FR is approximated as: 

 

       (5) 

 
According to this empirical formulation, most of 
the melted water is kept inside of snowflakes 
when FL < 0.9.  For instance, FR=0.14 when 
FL=0.8, which indicates the mass fraction of 
raindrops is only 14% even when liquid water 
occupies 80% of the precipitation. This 
information would be very important for 
validation of numerical models of melting layer, 
which treat snowflakes and raindrops 
separately. As will be shown later, this 
relationship is not strongly dependent on the 
precipitation intensity. 
 
b. Liquid-water fraction of individual 
snowflakes 
 

 
Fig. 5 Relationship between the mass fraction 
of liquid water in individual snowflakes (W) and 
their melted diameter normalized by D0 
sampled at 16:01 JST on 9 December 2011. 
 
  In each sample, we found the tendency that 
the liquid-water fraction of each snowflake (W) 
becomes small as its size was large (Fig.5). 
We approximated the relationship between W 
and the melted diameter (DW) as follows: 
 

              (6) 

 
Here, D0 is the median volume diameter in 
each sample calculated by assuming the size 
distribution of Gunn and Marshall (1957). If we 
applied the expression (6) to all the samples, α 
and β were found to be functions of FL: 
 

         (7) 
 

         (8) 



 
Empirical formulations (6)-(8) reproduced W of 
each snowflake in our observation with 0.09 in 
averaged error. 
 
c. Particle size distribution 

 In order to see the variation of particle size 
distribution according to the melting process, 
we divided the samples into four classes with 
the value of FL and calculated the averaged 
size distribution in each class. Because the fall 
speed of individual snowflakes was unknown, 
we used NH (cm-3s-1) as the vertical axis. 
Figure 6 shows the size distribution averaged 
in FL < 0.25 and 0.5 < FL < 0.75.  
 

 

 
Fig. 6 Size distribution of precipitation 

particles averaged in the samples with 
(a) FL < 0.25 and (b) 0.5 < FL < 0.75. The 
Gunn-Marshall (GM) and the Marshall- 
Palmer (MP) distributions are shown by 
the black and the gray broken lines, 
respectively. 

 
In both classes, the size distribution agrees 

well with that of Gunn and Marshall (1957). 
However, the number of snowflakes bigger 
than 3 mm in melted diameter decreased when 
FL is large. We cannot conclude if such 
difference was due to the melting breakup of 
snowflakes or simply due to the difference of 
precipitation systems. 
 
4. NUMERICAL SIMULATION 

A simple numerical simulation assuming 
spherical snowflakes was carried out to 
discuss if a melting model of snowflakes can 
explain the observational results. In the 
simulation, following assumption was made: 1) 
Shape of snowflakes is sphere. 2) Bulk density 
of snowflakes follows the empirical formulation 
of the A-type aggregates in Ishizaka (1995). 3) 
Melting of snowflakes occurs from their surface, 
and the melted water soaks internally. That is, 
the diameter of snowflakes becomes small by 
the melting. 4) Surface temperature of  

melting snowflakes is 0℃. 5) The effect of 

deposition and sublimation during melting is 
not taken into account. This assumption is 
justified by the fact that the humidity was close 

to the saturation at 0˚C in our observation. 6) 

The particle size distribution follows the 
Gunn-Marshall distribution. 7) The fall speed of 
snowflakes was calculated by the formulation 
of Bohm (1989). 

Melted diameter of snowflakes were 
divided into 40 bins from 0.1 mm to 8.1 mm. 

Snowflakes fall from the 0˚C level in the air 

with lapse rate 5 K/km. We used a constant 
height step (0.1 m) instead of a constant time 
step in order to calculate FL, FD and W at the 
same height levels. Precipitation intensity was 
assumed as 1, 5 and 10 mm/h. 

Figure 7 shows the relationship between 
calculated FR and FL. It shows that the 
relationship is not strongly dependent on the 
precipitation intensity. Some flip-flops in the 
graph are caused by the discrete bins. The 
calculated relationships agree well with the 
observation, which suggests that a 
spherical-snowflake model without breakup or 
shedding can explain the raindrop rate in 
melting layer. 

Figure 8 shows the mass fraction of liquid 
water of snowflakes (W) versus normalized 
diameter (D0/Dw) when FL=0.5. Results of the 
simulation agree well with the empirical 
formulation given in (6)-(8), although there is 
slight underestimation for snowflakes with 
large diameter. However, the difference is not 



significant because the calculation results are 
within the variance of observational data. 
 

 
Fig.7 Mass fraction of liquid water in 

precipitation (FL) and that of raindrops (FR) 
simulated with the numerical model. Broken 
line indicates the empirical formulation (5) 
obtained from the observation. 

 

 
Fig. 8 Relationship between mass fraction of 

liquid water of individual snowflakes (W) 
and melted diameter normalized by 
median-volume diameter (Dw/D0) when 
FL=0.5. Broken line indicates the empirical 
formulation (6)-(8). 

 
 

5. SUMMARY 
Liquid-water content of melting snowflakes 

was measured with filter papers which kept at 

0˚C by a cooling unit. By a calibration using 

imitated snowflakes, quantitative errors were 
reduced. From the results, we proposed the 
empirical relationships on the mass fraction of 
raindrops (FR) and liquid water (FL) in 

precipitation in melting layer, and also for the 
mass fraction of liquid water in individual 
snowflakes. The proposed relationships 
agreed well with a simple numerical simulation 
assuming spherical snowflakes. The proposed 
relationships are expected to be used for 
validation of numerical models of melting 
snowflakes.   
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Fig. 1 Change with time of RHI images of a thin 

layer cloud from 15:32 to 15:42 JST on 1 

May 2007.   

Fig. 2 Vertical cross sections of S/N ratio, 

Doppler velocity and estimated vertical 

velocity of the curly pattern. 
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1. INTRODUCTION 

Since layer clouds are formed near the 

discontinuous layer of air density and wind 

shear, such kinematic and thermo-dynamic 

instabilities as Kelvin-Helmholtz Instability 

(KHI) Wave, Gravity Wave and Mammatus 

would be expected to occur. However, there 

have been a limited number of studies on 

the organized disturbances formed near the 

cloud base (e.g., Hlad, 1944; Kikuchi et al., 

1991; Martner, 1995; Kollias and Albrecht, 

2005; Schultz et al., 2006, Wang and 

Sassen, 2006, Kanak et al., 2008). 

Using a 3D-scanning Coherent Doppler 

Lidar (3DCDL), we found a new-type of 

organized turbulent air motion below cloud 

base. This turbulence often caused strong 

downdraft in the free atmosphere like the 

“Heat Burst” (e.g., Johnson, 2001). This 

downdraft, however, was not able to reach 

the ground surface because of the hammock 

effect of the atmospheric boundary layer 

(ABL) like the cushion stage of stationary 

microburst (Fujita,1981).  

 

2. ORGANIZED CURLY PATTERN 

FORMED WITHIN THIN LAYER CLOUD 

Figure 1 shows time-series of RHI images 

of a thin layer cloud observed by the 3DCDL 

at Sapporo, Japan, on 1 May 2007. The 

cloud changed from layer to curly type within 

10 minutes. Figure 2 shows vertical cross 

sections of S/N ratio, Doppler velocity and 

estimated vertical velocity of the curly type 

of clouds. Like anvil mammata, this pattern 

shows smooth and cauliflower-like protube- 

rance. However, this turbulence did not 

develop below anvil-clouds. The mean 

horizontal scale, depth and aspect ratio are 

0.6 km, 0.45 km and 1.6, respectively. 

Estimated vertical velocity ranged from -4.5 

m/s (downdraft) to 1.5 m/s (updraft). 

 

3. STRONG DOWNDRAFT ASSOCIATED 

WITH THE CURLY PATTERN 

  The curly pattern was also observed by 

the 3DCDL on 3 June 2005. Figure 3 shows 

time series of vertical cross sections of S/N 

ratio, Doppler velocity and estimated vertical 



Fig. 3 Time series of vertical cross sections 

of S/N ratio (a), Doppler velocity (b) 

and estimated vertical velocity (c) 

from 01:57 to 02:10 JST. 

03日02:00(JST)

 

velocity from 01:57 to 02:10 JST. As seen in 

the figure, strong downdraft (about 8 m/s) is 

found just below the curly pattern. However, 

no strong winds (gusts) were detected on 

the ground surface. 

Figure 4 shows the time series of vertical 

cross section of S/N when the strong 

downburst approached to the ground 

surface. As seen in the figure, top boundary 

of the atmospheric boundary layer showed 

convex surface when the downdraft reached 

to there. 

  

4. DISCUSSION AND SUMMARY 

  This strange curly pattern began to 

develop near the base of optically thin cirro- 

or altostratus cloud. Since vertical wind 

shear was not large, thermodynamic effects 

(entrainment and evaporation) would play 

an important role in formation of this pattern. 

This organized pattern often caused strong 

downdraft (about 8 m/s) in the free 

atmosphere. This downdraft, however, was 

not able to reach the ground surface 

because of the hammock effect of the 

atmospheric boundary layer. This process is 

the good contrast with rising thermals that 

cannot overshoot the top boundary of the 

atmospheric boundary layer. 

 

References 

Fujita, T. T., 1981: Microburst as an Aviation 

Wind shear Hazard, AIAA 19th Aerospace 

Sciences Meeting, January 12-15, St. 

Louis, Missouri. 

Hlad, C. J., Jr., 1944: Stability-tendency and 

mammatocumulus clouds, Bull. Amer. 

Meteor. Soc., 25, 327–331.  

Johnson, R. H., 2001:Surface mesohighs 

and mesolows, Bull. Amer. Meteor. Soc., 

82,13-31. 

Kanak, K. M., and Coauthors, 2008: 

Numerical Simulation of Mammatus, J. 

Atmos. Sci., 65, 1606-1621. 

Kikuchi et al., 1991: The cloud base 

structure of stratocumulus clouds, J. Met. 

Soc. Japan, 69, 701-708. 

Kollias, P., I. Jo, and B. A. Albrecht, 2005: 

High-resolution observations of 

mammatus in tropical anvils, Mon. Wea. 

Rev.,133, 2105–2112. 

Martner, B. E., 1995: Doppler radar 

observations of mammatus, Mon. Wea. 

Rev., 123, 3115–3121.  

Schultz, D. M., and Coauthors, 2006: The 

mysteries of mammatus clouds: 

Observations and formation mechanisms, 

J. Atmos. Sci., 63, 2409–2435.  

Wang, L., and K. Sassen, 2006: Cirrus 

mammatus properties derived from an 

extended remote sensing dataset, J. 

Atmos. Sci., 63, 712–725.  
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1. INTRODUCTION 

Based on the long-term (more than 

several years) measurements of raindrop 

size distribution (RSD) with two-dimensional 

video disdrometers (2DVD) in different 

climatic regimes: subarctic (Sapporo and 

Kanazawa, Japan), subtropical (Okinawa, 

Japan) and tropical (Sumatra, Indonesia) 

regions, we reported “The maximum size of 

raindrops” (Fujiyoshi et al., 2008).  

In this paper, we will statistically confirm 

that large raindrops fell in short periods with 

exceptionally high concentration numbers, 

and propose a new RSD based on the 

statistical analysis of the degree of 

closeness of two raindrops with the same 

size bin.   

 

2. METHOD OF ANALYSIS 

2DVD can record the time (ti) and position 

(Xi,Yi) of a raindrop when it fall into the 

sampling area of 2DVD (10cmx10cm). We 

defined the measure of closeness (MC) of 

two raindrops with the same size bin (d～

d+δd) as follows:   

MC≡Number-density(i)/Number-density(MP)  

Here, 

(a) Number-density (i) = 2/Volume 

   Volume = H(Height) x S(Area) 

   H = V(Terminal velocity of raindrop) x 

(ti-ti+1) 

   t i= Time when a raindrop with the size 

bin (d～d+δd) is observed. 

   S = (Xi-Xi+1)x(Yi-Yi+1)  

  (Xi,Yi)= Sampling position of a raindrop 

(b) Number density(MP) is calculated by 

using Marshall-Palmer (M-P) RSD. 

  Therefore, MC>1, MC=1, and MC<1 

mean that measured number density is 

higher, equal, lower than that of M-P RSD, 

respectively. 

 

3. RESULTS 

Figure 1 shows the appearance frequency 

of MC for raindrops with d=1.5 – 1.75 mm of 

all raindrops observed in four climatic 

regimes. The highest appearance frequency 

appears a little bit larger than MC=1.  

Appearance frequency of MC can be 

approximated by the Log-Normal distribution. 

Using the approximated Log-Normal 

distribution function, we can calculate an 

expected value of MC for each size bin of 

raindrops (Fig. 2). As shown in Fig. 2, the 

expected value of MC exponentially 

increases with increasing size of raindrops. 

This result clearly shows that two raindrops 

fell much higher concentration than M-P 

RSD. 

Changing rainfall intensity (R；10 minutes 

mean) and the size bin of raindrops, we 

made the same figures with Fig. 1. Then we 
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Fig. 3 Distribution of Number-density(i) 

(peak) with size of raindrops. identified the highest MC(peak) for each 

rainfall intensity and size bin. If we know 

MC(peak), we can calculate the 

Number-density(i)(peak). Figure 3 shows 

RSDs using the Number-density (i) (peak). 

As seen in Fig.3, number densities are very 

close to M-P RSD when d<3mm. On the 

contrary, they deviate largely from M-P RSD 

when d>3 mm, that is, large raindrops fell 

much higher concentration than that of M-P 

RSD. It is also noted that the critical size of 

raindrops at which the Number-density 

(i)(peak) begins to deviate from M-P RSD 

increases with the size of raindrops.   

 

4. DISCUSSION AND SUMMARY 

Based on many 2DVD data measured at 

different climatic regimes, we statistically 

confirmed that the number densities of 

raindrops with d>3mm are much higher than 

those of M-P RSD. 

Following processes would explain the 

observed results: 

1) The melting of large graupels and 

snowflakes can produce large raindrops. 

2) Melting particles and raindrops are 

sorted during their fall depending on 

their fall velocities. 

3) Raindrops larger than 9 mm in diameter 

experience spontaneous break-up 

during their fall. 

4) Large raindrops can survive a fall when 

the concentration of small raindrops is 

low enough. 

5) Most of smaller raindrops found at the 

beginning of rainfall events or after a 

pause in rainfall are originated from 

break-up of larger raindrops. 

6) Most of raindrops found during the 

intense rainfall events are formed by the 

collision-coalescence and collision- 

breakup processes of raindrops.  

 

Reference 

Fujiyoshi, Y., I.Yamamura, N. Nagumo, K. 

Nakagawa, K. Muramoto, T. Shimomai, 

2008: The maximum size of raindrops 

— Can it be a proxy of precipitation 

climatology? Int. Conf. Clouds and 

Precipitation, Cancun, Mexico, 7–11 

July, Poster P1.31. 

 



 

INVESTIGATION OF THE SIGNIFICANT RADIATION ERROR CASE OF THE JAPAN 
METEOROLOGICAL AGENCY MESO-SCALE MODEL FOR THE FORECASTING THE 

PHOTOVOLTAIC POWER PRODUCTION 
 

Ken-ichi Shimose1, Hideaki Ohtake1, Yoshinori Yamada2, Joao Gari da Silva Fonseca Junior1, 
Takumi Takashima1 and Takashi Oozeki1 

 
1 Research Center for Photovoltaic Technologies, National Institute of Advanced Industrial 

Science and Technology, Tsukuba, JAPAN 
2 Meteorological Research Institute, Japan Meteorological Agency, Tsukuba , JAPAN 

 

1. INTRODUCTION 

 
    Power production of a photovoltaic (PV) 
power plant varies according to weather 
conditions. Therefore, in association with the 
stabilization of the electric power system 
which takes account of varying PV power, it 
is important to predict the PV power 
production in a few days. The prediction of 
the PV power production is often executed 
by the engineering model. The input of the 
engineering model is from the output of the 
weather forecasting model so that the 
accuracy of the weather forecasting model 
affects the prediction of the PV power 
production. In particular, the forecast value 
of solar irradiance, which is calculated as 
downward shortwave radiation (DSWR) flux 
at surface in the weather forecasting model, 
is one of the major factors for the PV power 
production so that it is necessary to assess 
the accuracy of its value. 

In our research group, the output of the 
Japan Meteorological Agency Meso-Scale 
Model (hereafter JMA-MSM) is used for the 
input of the engineering model (Fonseca et 
al., 2011). JMA-MSM is a non-hydrostatic 
and regional model (Saito et al., 2007). 
There are several studies that validate the 
value of DSWR of JMA-MSM (e.g., 
Nagasawa, 2006; Ohtake et al., 2011). 
These studies only mentioned about 
two-dimensional features of accuracy of 
forecast DSWR. The accuracy of the 
forecast DSWR is greatly associated with 
the forecast cloudiness so that it is 
necessary to analyze the error cause of the 
individual case using the three-dimensional 

feature of the forecast cloud. 
The purpose of this study is the 

investigation of the significant error cause of 
the forecast DSWR in JMA-MSM. In this 
study, because of the limitation of the 
radiation data set, we focus on the analysis 
area around Tsukuba, Japan. 
 

 

2. DATA AND METHODS UTILIZED 

 
The output of JMA-MSM is the grid 

point value. The horizontal resolution of 
JMA-MSM data is 5 km. The computational 
domain (Fig. 1a) is covering around Japan 
with 721 x 577 x 50 points (3600 km x 2880 
km x 21.8 km). The radiation scheme of 
JMA-MSM is based on Kitagawa (2000). 
The partial condensation scheme is used to 
diagnose cloud fraction (Nagasawa, 2008). 
In order to reduce the computational cost, 
the calculation of the radiation process is 
conducted at 10 km and 15 minutes 
intervals. The forecasting cycle of JMA-MSM 
is every 3 hours, in UTC time, providing 
forecasts for the next 15 or 33 hours, 
depending on the forecast time. In this study, 
JMA-MSM 33 hour forecasts started at 
03UTC (the local standard time, LST, of 
Japan is plus 9 hours) are used for analysis. 
The output interval is every 1 hour. 

The observational DSWR data which is 
used for the validation is measured by the 
JMA using a pyranometer at Tsukuba 
observation station (about 50 km northeast 
of Tokyo, Fig. 1b). The forecast DSWR is 
represented by the average of the nearest 
grid point and its neighbor points (total 9 grid 
points). The analysis period is from 2008 to 



 

2010. 
In order to extract the significant error 

case, given threshold of error amount is set 
as follows: | (forecast DSWR) − 
(observational DSWR) |  ⁄  (DSWR at the 
top of atmosphere) > 0.2. The extracted 
cases are categorized as overestimate or 
underestimate and investigated weather 
conditions using the weather map, satellite 
image, visual observation of cloud condition 
at Tsukuba (09LST and 15LST) and 
JMA-MSM three-dimensional cloudiness. 

 
          (a)                (b) 

  
 

Figure 1: (a) Computational domain of 
JMA-MSM. (b) Topography around Tsukuba 
inside the rectangle of (a). Blue point: Tokyo, 
Red point: Tsukuba. 
 

 
 

3. RESULTS 

 

3.1 Error characteristic 

 
    The error cases which exceed the 
threshold described above are 89 cases: 53 
of them are overestimate case, 36 cases are 
underestimate case. Figure 2 shows the 
seasonal distribution of the error cases. The 
underestimate cases mainly occurred during 
the summer season. In another season, 
error cases were mainly overestimate. The 
tendency of under/over estimate is 
corresponding to the result of large area 
analysis (Ohtake et al., 2011; Nagasawa, 
2008). 

Figure 3 shows the classification of 
synoptic weather conditions for each case. 
For the overestimate case (Fig.3a), it is 
found that 25 overestimate cases occurred 
after the passage of the low pressure and 
cold front and 23 cases occurred after the 

passage of the high pressure. For the 
underestimate case (Fig.3b), it is found that 
9 overestimate cases occurred after the 
passage of the high pressure, 7 cases were 
associated with typhoon and 9 cases were 
related to Baiu front. This information is 
possible to be associated with air flow 
information so that it is necessary to 
investigate the property of wind direction at 
Tsukuba, but it is future work. 
 

 
Figure 2: Seasonal distribution of the error 
cases. 
 

 
(a) Overestimate case 

 
(b) Underestimate case 

 
Figure 3: Classification of synoptic weather 
conditions. (a): overestimate case and (b): 
underestimate case. 



 

 

 

 
Figure 4: Classification of the visual 
observation of cloud conditions for the 
overestimate case at Tsukuba. 
 
       Figure 4 shows the classification of 
the visual observation of cloud conditions at 
Tsukuba. The visual observation data only 
exists at 09LST and 15LST so that cases 
are classified only when the over/ 
underestimate occurred that time. For the 
overestimate case, there were thick clouds 
(80% of them were associated with 
stratocumuli or stratus) at the low level (850 
hPa below) so that the conditions of the mid 
level (850 hPa – 500 hPa) and high level 
(500 hPa – 100 hPa) were not visible. For 
the underestimate case (Fig.5), in the case 

of 90 %, there were cumuli at the low level. 
About 80% mid level clouds were associated 
with altocumulus and about 60% high level 
clouds were cirrus. There were thin clouds 
at the mid level and high level and the sun 
could be identified from the ground. 
 

 

 

 
Figure 5: Same as Fig. 4 except for the 
underestimate case. 
 
3.2 Case study 
 
(a) Overestimate case 
    Figure 6 shows the time series of the 
DSWR at the represent overestimate day, 



 

16 Feb. 2010. All grid point value of forecast 
DSWR in the region of 1002 km2 centered 
Tsukuba are also shown in Fig. 6. In this 
case, the forecast DSWR is overestimated 
all day and the maximum error is about 200 
W m-2. The spread of each grid point value 
of forecast DSWR is small so that this 
tendency covered large region around 
Tsukuba. Figure 7 shows the weather map 
at 09LST. This case was associated with the 
cold front. Figure 8 shows the satellite image 
around Tsukuba at 15LST. There were 
widespread clouds at the behind of the cold 
front around Tsukuba. Table I shows the 
visual observation of cloud condition at 
Tsukuba. There was thick stratocumulus at 
the low level all day. 
 

 
Figure 6: Time series of the solar irradiance 
at Tsukuba on 16 Feb. 2010. Red line: 
observation, Green line: forecast, Blue lines: 
forecasts around Tsukuba (within 1002 km2 
centered Tsukuba), Pink line: solar 
irradiance at the top of atmosphere 
 

 
Figure 7: Weather map around Japan at 
09LST (00UTC) 16 Feb. 2010. 

 
Figure 8: Satellite image (infrared radiation) 
around Tsukuba at 15LST (06UTC) 16 Feb. 
2010. 
 
Table I: Visual observation of the cloud 
condition at Tsukuba on 16 Feb. 2010. 

 09LST 15LST 
high 
level 

unknown unknown 

mid 
level 

unknown unknown 

low 
level 

stratocumulus stratocumulus 

 
         (a)                (b) 

 
         (c)                (d) 

 
Figure 9: Forecast cloudiness around 
Tsukuba at 15LST 16 Feb. 2010. (a): total, 
(b):low level, (c):mid level, (d):high level.  
 
 

Figure 9 shows the JMA-MSM forecast 
cloudiness data around Tsukuba at 15LST 
16 Feb. 2010. The total cloudiness of the 
JMA-MSM forecast (Fig. 9a) appears similar 
distribution as the satellite image (Fig. 8). 



 

However, at the low level, there is few 
forecast cloudiness (Fig. 9b). Although the 
visual observations indicated the thick 
stratocumulus at the low level, the 
JMA-MSM fails to simulate low level clouds. 
This false is the one of error cause for the 
forecast DSWR. 
 
(b) Underestimate case 

Figure 10 shows the time series of 
DSWR at the represent underestimate day, 
Aug. 11, 2010. All grid point value of 
forecast DSWR in the region of 1002 km2 
centered Tsukuba are also shown. In this 
case, the forecast DSWR is underestimated 
all day and the maximum error is about 500 
W m-2. The spread of each grid point value 
of forecast DSWR is small, same as the 
represent case of overestimate. Figure 11 
shows the weather map at 09LST. This case 
was associated with the typhoon. Figure 12 
shows the satellite image around Tsukuba at 
15LST. There were no thick clouds near 
Tsukuba. Table II shows the visual 
observation of cloud condition at Tsukuba. 
There was cumulus at the low level, thin 
altocumulus at the mid level and cirrus at the 
high level all day. 
    

 

 
 
Figure 10: Same as Fig. 6 except for 11 Aug. 
2010. 
 

 
Figure 11: Weather map around Japan at 
09LST (00UTC) 11 Aug. 2010. 
 

 
Figure 12: Satellite image (infrared 
radiation) around Tsukuba at 15LST 
(06UTC) 11 Aug. 2010. 
 
Table II: Visual observation of cloud 
condition at Tsukuba on Aug. 11, 2010. 

 09LST 15LST 
high 
level 

cirrus cirrus 

mid 
level 

thin 
altocumulus 

thin 
altocumulus 

low 
level 

cumulus cumulus 

 
 

Figure 13 shows the JMA-MSM forecast 
cloudiness data around Tsukuba at 15LST 
16 Feb. 2010. The total cloudiness of the 
JMA-MSM forecast (Fig. 13a) appears 
excess and widespread comparing with the 
satellite image (Fig. 12). In particular, the 
forecast cloudiness is excess at the mid 
level and high level (Fig 13c,d) so that  the 



 

JMA-MSM fails to simulate these levels 
clouds. This false is the one of error cause 
for the forecast DSWR. 

 
 

         (a)                (b) 

 
         (c)                (d) 

 
Figure 13: Same as Fig. 9 except for 11 Aug. 

2010.  
 

4. CONCLUSIONS 
In order to validate solar irradiance of 

the JMA-MSM, the significant error cause of 
the forecast downward shortwave radiation 
(DSWR) in JMA-MSM is investigated at 
Tsukuba, Japan. The extracted 89 cases are 
categorized as overestimate or under- 
estimate and investigated weather 
conditions. 
    For the case of overestimate, when the 
thick stratocumulus appears at the low level, 
the JMA-MSM fails to simulate the low-level 
cloud. This is the one of the reason why the 
forecast DSWR becomes overestimate. For 
the case of underestimate, when the thin 
clouds appear through the all levels, the 
JMA-MSM fails to simulate the mid-level and 
high-level clouds. This is the one of the 
reason why the forecast DSWR becomes 
underestimate. 
 
 
Acknowledgements. This work was 
supported by NEDO (New Energy and 
Industrial Development Organization, 

Japan). The authors wish to thank the 
member of Numerical Prediction Division of 
the Japan Meteorological Agency, Forecast 
Research Department of the Meteorological 
Research Institute and Aerological 
Observatory, whose suggestions helped us. 
 
 

REFERENCES 
 
Fonseca, J. G. S., T. Oozeki, T. Takashima, 

G. Koshimizu and Y. Uchida, 2011: 
Forecast of power production of a 
photovoltaic power plant in Japan with 
multilayer perceptron artificial neural 
networks and support vector machines, 
26th EU PVSEC, Hamburg, Germany 

Kitagawa, H., 2000: Radiation scheme, 
Report of Numerical Prediction Division, 
46, 16-31 (in Japanese), 2000 

Nagasawa, R., 2006: Improvement of a 
radiation process for the non-hydrostatic 
model, 12th Conference on Atmospheric 
Radiation, Madison, USA 

Nagasawa, R., 2008: Radiation scheme, 
Report of Numerical Prediction Division, 
54, 149-165 (in Japanese) 

Ohtake, H., Y. Yamada, A. Hashimoto, S. 
Hayashi, T. Kato, T. Hara and T. Oozeki, 
2011: Prediction accuracy of shortwave 
radiation of the Japan Meteorological 
Agency Meso-Scale Model in the Kanto 
region, Japan, ICEM 2011, Gold Coast 

Saito, K., J. Ishida, K. Aranami, T. Hara, T. 
Segawa, M. Narita and Y. Honda, 2007: 
Nonhydrostatic atmospheric models and 
operational development at JMA. J. 
Meteor. Soc. Japan, 85B, 271–304. 



STRUCTURE OF PRECIPITATION SYSTEM ENHANCED AROUND MT. HALLA,                 

JEJU ISLAND, KOREA ON 6 JULY 2007 

 
 

Keun-Ok LEE1, Hiroshi UYEDA1, Shingo SHIMIZU2 and Dong–In LEE3 
 

1
Hydrospheric Atmospheric Research Center, Nagoya University, Japan 

 

2
Dept. of Storm, flood and landslide Research, National Research Institute for Earth Science and Disaster 

Prevention, Japan 
 

3
Dept. of Environmental Atmospheric Sciences, Pukyong National University, Korea 

 
1. INTRODUCTION 

Jeju Island frequently suffers from severe 

rainfall system during the rainy season. A 

previous study (Lee et al., 2010) reported 

the localized heavy rainfall occurred at the 

lateral side of Jeju island (Mt. Halla; 

h=1,950m) was generated by orographically 

induced convergence in low altitude with a 

moist environment during the rainy season. 

In this article, dual–Doppler radar analysis 

and cloud resolving numerical experiment 

with high resolution (1.0 km in horizontal) 

investigated the 3-dimensional structure of 

an orographically–enhanced precipitation 

system passing on the northern side of an 

isolated elliptical mountain of Jeju Island, 

Korea on 6 July 2007.  

 

2. OBSERVATIONAL DATA AND 

NUMERICAL MODELS 
 

2.1 Observational data and analysis 

method 
 

Two operational S–band Doppler radars 

of Korea meteorological administration 

(KMA) at Gosan (GSN) and Seongsan 

(SSN) across Jeju Island (white circles, Fig. 

1), which each cover a radius of 250 km 

and together cover all of Jeju Island, record 

sets of volume scans of reflectivity and 

Doppler velocity every 10 min. The dual–

Doppler radar data are interpolated into a 

Cartesian coordinate system with the 

vertical and horizontal grid intervals of 0.25 

and 1.0 km, respectively. A Cressman–type 

weighting function (Cressman, 1959) is 

used for the interpolation with the fixed 

horizontal and vertical effective radius of 

influence of 1.5 and 1.0 km, respectively. To 

determine the 3–dimensional wind field, 

variational method (Gao et al., 1999) was 

employed. The three Cartesian components 

of wind are calculated within the dashed 

circles, except in the intersection area 

specified in Fig. 1 (intersection angle less 

than 35°). 

KMA also conducts upper-air soundings 

at GSN, from the same site as the radar. 

 

 

 
 

Fig.1. Elevation map of Jeju Island and 

observational range (120 km; black circles) of 

the dual–Doppler radars installed at Gosan 

(GSN) and Seongsan (SSN). The GSN and 

SSN radar sites are indicated by small open 

circles. Dual–Doppler radar analysis is 

conducted within the two dashed circles, 

except for within the area of intersection. 



2.2 Model description 
 

To clarify the 3-dimensional evolution of 

the system and the related moist inflow, the 

numerical simulations using a cloud-

resolving storm simulator (CReSS Ver. 3.4, 

Tsuboki and Sakakibara, 2007) developed 

by Nagoya university was conducted in 1.0 

km resolution. For the initial and lateral 

boundary conditions of the numerical 

simulations, we used the output data of the 

meso-scale model of Japan Meteorological 

Agency at 12 LST on 6 July 2007. For the 

simulation, the vertical grid contained 38 

levels with variable grid intervals (∆z = 150 

m near the surface and 340 m at the top 

level, at 8.6 km). The horizontal domain had 

850  740 grid points, with a time step of ∆t 

= 3.75 s. 

CReSS model includes a bulk cold rain 

parameterization and a 1.5-order closure 

with a turbulent kinematic energy prediction 

(Tsuboki and Sakakibara, 2001; see Table 1 

for a detailed description of the model). The 

prognostic variables in microphysics are the 

mixing ratios of water vapor (qv), cloud 

water (qc), rain (qr), cloud ice (qi), snow (qs), 

and graupel (qg) and number concentrations 

of cloud ice (Ni), snow (Ns), and graupel (Ng). 

The microphysics in CReSS is based on Lin 

et al. (1983), Cotton et al. (1986), Murakami 

(1990), Ikawa and Saito (1991), and 

Murakami et al. (1994). 

 

3. RESULTS 
 

3.1. Precipitation system on 6 July 2007 
 

An intense precipitation system passed 

on the northern side of Jeju Island on 6 July 

2007. Figure 2 shows the accumulated 

rainfall amount (dots) from 0000 to 0130 

LST (local standard time; LST = UTC + 9 h) 

recorded by 17 rain gauges on the island. 

Only 5 mm of accumulated rainfall was 

recorded on the west of the island, while 24 

and 34.5 mm was recorded on the north 

and the east of the island, respectively. With 

a good agreement with rain gauges, CReSS 

simulated the intense rainfall on the north 

side of the island. Regions of the simulated 

accumulated-rainfall amount (shades in Fig. 

2) exceeding 50 mm (contoured by white 

line every 5 mm) were apparent on the 

north coastal region and eastern side of the 

island. From the upper-air sounding, Froude 

number (Fr) was calculated to be 0.2. The 

height of 0 ℃ was apparent 4.5 km ASL. 

 

Table 1. Specifications of CReSS. 

Model feature Description 

Basic equation Quasi-compressible nonhydrostatic 

Navier–Stokes equations with a 

map factor 

Projection Lambert conformal conic 

Vertical coordinate  Terrain-following  

Grid Staggered Arakawa C type in the 

horizontal and Lorenz type in the 

vertical 

Advection scheme Antiflux form with fourth-order central 

differential 

Diffusion scheme Fourth-order central differential 

method 

Turbulent closure 1.5-order closure scheme 

Time splitting Horizontally explicit and vertically 

implicit for sound waves 

Precipitation scheme Bulk cold-rain scheme (predicting qv, 

qc, qr, qi, qs, qg, Ni, Ns, and Ng) 

Surface layer Bulk method similar to Segami et al. 

(1989) 

 

 
 

Fig. 2. Accumulated rainfall recorded by 17 rain 

gauges (dots) on Jeju Island from 0000 to 0130 

LST on 6 July 2007. Simulated accumulated-

rainfall for entire calculating time (2.5 hours) by 

CReSS is shown by shades. The white contour 

lines indicate the accumulated rainfall exceeding 

50 mm with interval of 5 mm. The locations of 

the two radar sites (GSN and SSN) are indicated 

by small open circles. 



 

Horizontal distributions of reflectivity at 2 

km ASL (above sea level) are shown for 

every 10 minutes during 0000-0130 LST in 

Fig. 3. Region having reflectivity stronger 

than 40 dBZ is contoured every 5 dBZ. 

From 0000 to 0030 LST (Fig. 3a-d), as an 

elongated precipitation system moved from 

the offshore to northwestern side of the 

island, horizontally-enhanced convective 

region (area with reflectivity larger than 45 

dBZ) was found. The farther eastward-

moving convective region reached to the 

northern island and the preserved 

convective region was observed at 0040 

and 0050 LST (Fig. 3e-f). At 0100 LST when 

the precipitation system located at the 

northeast island (Fig. 3g), the convective 

region around 20-30 km north of GSN was 

persistently shown. In Contrast, relatively 

dissipated convective region was found 

around 30-50 km north of GSN. In 

subsequence, during 0110-0120 LST (Fig. 

3h-i), the preserved convective region 

moved to the eastern island showing the 

relatively expanded convective region on 

the eastern slope of the island, whereas 

barely discernible convective region off the 

northern shore. At 0130 LST (Fig. 3j), the 

relatively-dissipated convective region was 

observed off the eastern shore of the island. 

To show the horizontal evolution of the 

convective region depending on the relative 

location to the island, four analysis domains 

were selected within a 40  10 km area 

north of GSN that includes the convective 

region. These domains are referred to as 

N1 (10–20 km north of GSN, over the 

mountainous area; depicted in Fig. 3b, d, f, 

and h), N2 (20–30 km north of GSN, over 

the northern coast), N3 (30–40 km north of 

GSN, just off the northern coast), and N4 

(40–50 km north of GSN, over open sea). 

The time variation of horizontal area of the 

convective region at 2 km ASL is illustrated 

in Fig. 4. Two significant enhancement of 

the horizontal area of the convective region: 

1) at N2 area during 0000-0040 LST and 2) 

at N1 area during 0100-0130 LST were 

characterized. We focused on the 3-

dimensional structure of the reflectivity and 

wind of the convective region on the two 

significant enhancement stages. 

 

 
 

Fig. 3. Horizontal distributions of reflectivity at 

2km ASL for (a) 0000 LST, (b) 0010 LST, (c) 

0020 LST, (d) 0030 LST, (e) 0040 LST, (f) 0050 

LST (upper right), (g) 0100 LST, (h) 0110 LST, (i) 

0120 LST, and (j) 0130 LST on 6 July 2007. 

 

 
 

Fig. 4. Time variations of the horizontal area of 

the convective region (area with reflectivity 

larger than 45 dBZ) at 2 km ASL within the 

analysis boxes of N1 (thick solid line), N2 (thick 

dashed line), N3 (thin dotted line) and N4 (thin 

solid line) which were depicted in Fig. 3. 



3.2. Structure of convective region in N2 
 

3.2.1. Horizontal structure 
 

The horizontal evolution of reflectivity 

(contour lines from 35 dBZ with interval of 5 

dBZ) and wind from 0000 to 0050 LST are 

illustrated in Fig. 5. As shown in Fig. 5a-b, 

relatively strong westerly (20 m s-1) and 

weak southwesterly (7 m s-1) winds were 

found at the west and the east of the 

elongated precipitation system at 2 km ASL. 

Simultaneously, an elongated updraft region 

(oriented southwest-to-northeast, red shade 

for updraft > 1.5 m s-1) became obvious on 

the west side of the system. As the system 

approached the northwestern coast of the 

island at 0020 LST (Fig. 5a-b), the 

southwesterly winds accelerated to around 

20 m s-1 in the southern part of the system, 

and the related an updraft region was 

shown between the southern part of the 

system and the northwestern coast of the 

island. During 0020-0030 LST, the 

convective region expanded horizontally at 

2km ASL in the northwestern coastal area 

(Fig. 5b-c).  

Related to the updrafts and enhanced 

convective region, the simulated horizontal 

distributions of the relative humidity (RH, 

shadings) and wind at 599 m ASL, and the 

reflectivity (broken contours) at 1919 m ASL 

are shown in Fig. 6. When the convective 

region is apparent in the northwestern open 

sea (Fig. 6a), the high RH over 98 % was 

concentrated around the northwest coastal 

region with southwesterly wind blowing 

around the mountain (10 m s-1). In 20 

minutes, the eastward-moving system 

located in the high RH region showing the 

horizontally-expanded region of reflectivity 

over 40 dBZ (Fig. 6b). 

 

 
 

Fig. 5. Horizontal sections of reflectivity and cell-relative wind fields during 0000-0050 LST. The first 

row (a)-(e) and the third row (k)-(o) show horizontal wind vectors and reflectivity (contour from 35 dBZ 

at 5 dBZ interval) at 2 km and 4 km ASL, respectively. The second row (f)-(j) shows vertical wind 

(shadings) at 2 km ASL. Regions of updraft larger than 1.5 m  s
-1 

and those of downdraft less than -1.5 

m s
-1

 are shaded by red and blue, respectively. Thick contour line in each panel represents coastal line 

of Jeju Island.

  



 
 

Fig. 6. Horizontal distribution of simulated RH 

(shade) and wind at 595 m ASL, and reflectivity 

(contours every 5 dBZ from 40 dBZ) at 1919 m 

ASL when system located on the northwest 

open sea (a) and coastal region (b). 

 

As shown in Fig. 5c-e, the enhanced 

convective region in the coastal region (N2) 

was continuously observed in 0030-0050 

LST with the convergence of westerly and 

southwesterly winds on the northern part of 

the island. 

 

3.2.2. Vertical structure 
 

Several vertical cross-sections have 

been selected from the regions depicted in 

Fig. 5b to illustrate the vertical structure of 

the updraft region and the accelerated 

southwesterly winds that were generated off 

the northwestern coast of the island, to the 

south of the precipitation system. Figure 7 

shows vertical cross-sections of radar 

reflectivity (contouring every 5 dBZ from 35 

dBZ with thick lines from 45 dBZ) and wind 

along the transect lines a–a', b–b', c–c', d–d', 

and e–e' at 0020 LST. The transect lines a–

a', b–b', and c–c' were selected from around 

the N2 analysis domain.  

 

 
 

Fig. 7. Vertical cross-sections of reflectivity and 

system-relative wind fields at 0020 LST. Regions 

of updrafts in excess of 1.5 m s
–1

 are shown as 

dark shading and regions of downdraft less than 

–1.5 m s
–1

 are shown as light shading. The 

regions of intense updrafts (greater than 4 m s
–1

) 

are indicated by the darkest shading. 

 

 

Along the a–a' transect, the convective 

region had a maximum height of 6.5 km 

ASL and a maximum width of 6 km (Fig. 7a). 

A region of paired updrafts (dark shading) 

and the downdrafts (light shading) was 

located near this convective region, 

extending from 1 to 6 km ASL at 10–20 km. 

Another updraft region is apparent to the 

east of this coastline (thick downward 

arrow), between the convective region and 

the island. This updraft region extended 

from 1.5 to 6 km ASL at 20–30 km, with 

reflectivity in excess of 35 dBZ up to 6 km 

ASL. Along the b–b' transect (Fig. 7b), as 

similarly, a region of paired updrafts and 

downdrafts is apparent along this transect 

at 10–20 km, including an area of intense 

updrafts (stronger than 4 m s–1; depicted by 

the darkest shading) between 2 and 4 km 

ASL. To the east side of the downdrafts, an 

additional updraft region (20–30 km, Fig. 7b) 

can be identified above 3 km ASL, with the 

extended convective region up to 4 km ASL. 



Along the c–c' transect (Fig. 7c), the 

convective region extended from the 

surface to 6 km ASL with a maximum width 

of 10 km. The updraft region can be found 

adjacent to the convective region, from 1.5 

to 6 km ASL, and the downdraft region can 

be found below 5 km ASL to the east of the 

updraft region. The additional updraft region 

identified to the east of the downdraft along 

the a–a' and b–b' transects (Fig. 7a–b) is 

not apparent along the c–c' transect (Fig. 

7c). The updrafts between the convective 

region and the island were generated locally 

by the convergence of the strong westerly 

wind and the enhanced southwesterly wind. 

The vertical transects d–d' and e–e' (Fig. 

7d–e) are oriented parallel to the enhanced 

southwesterly wind. Along the d–d' transect 

(Fig. 7d), the convective region extended 

from the surface to 6 km ASL over a 

relatively wide horizontal range (5–35 km). 

An updraft region was located adjacent to 

the convective region (10–20 km) from 3 to 

6 km ASL, with a downdraft region below. 

The convective region was relatively small 

along the e–e' transect (Fig. 7e), in the 

region of accelerated southwesterly winds 

(Fig. 5b) and updraft region (Fig. 5g), 

extending only from 2 to 4.5 km ASL. A 

relatively wide updraft region is apparent 

along this transect at 10–28 km. This 

updraft region tilted from lower–southwest 

to upper–northeast, and extended from 1.5 

to 6 km ASL. 

The accelerated southwesterly between 

the southern part of the system and the 

island at 0020 LST and the related 

enhanced convective region were reflected 

in Fig. 8b. Figure 8 shows a time-height 

cross-section of maximum reflectivity from 

0000 to 0120 LST in the 4 analysis domains 

(N1, N2, N3, and N4) depicted in Fig. 3. The 

heights of reflectivity in excess of 44 dBZ 

increased gradually from 0000 to 0020 LST 

in the N2 (Fig. 8c), N3 (Fig. 8b), and N4 (Fig. 

8a) analysis domains. In N2 (Fig. 8c), 

reflectivity in excess of 40 dBZ was 

observed up to 8 km ASL, and the area of 

reflectivity greater than 48 dBZ extended 

from the surface to 6 km ASL above level of 

0 ℃ (4.5 km ASL) in 0010-0030 LST. The 

strong southwesterly wind between the 

system and the island at 0020 LST, and the 

enhanced convective region were reflected 

as the reflectivity exceeding 50 dBZ was 

apparent around 4 km ASL in N3 (Fig. 8b).  

 

 
 

Fig. 8. Time-height cross-section of maximum 

reflectivity from 0000 to 0120 LST in the analysis 

domains (a) N1 (over land), (b) N2 (coastal), (c) 

N3 (offshore), and (d) N4 (open sea). The 

boundaries of the analysis domains are depicted 

in Fig. 3. Contours and shading show reflectivity 

at intervals of 2 dBZ starting from 40 dBZ. 
 



 
 

Fig. 9. Vertical profile of the simulated horizontal 

area of reflectivity exceeding 40 dBZ (black bar), 

45 dBZ (grey bar), and 50 dBZ (white bar) at 

0040 LST (left panel) and 0110 LST (right panel) 

on 6 July 2007.  

 

Simulated profile of horizontal area of the 

convective region is shown in Fig. 9. For 

this analysis, a domain was selected within 

an 80 km  40 km area that includes the 

convective region (depicted by a rectangle 

in Fig. 6a-b). The horizontal expansion of 

the area of the convective region was 

clearly shown as the system approached 

from the open sea (left panel of Fig. 9) to 

the northwestern coastal area of Jeju Island 

(right panel). Especially, the area expansion 

below 2 km ASL was significant as the 

horizontal area of reflectivity exceeding 40 

(black bar), 45 (grey bar), and 50 dBZ 

(white bar) was increased around 144, 131 

and 200 %, respectively during the period. 

 

3.3. Structure of convective region in N1 
 

3.3.1. Horizontal structure 
 

Related to the enhanced convective 

region at N1, the horizontal evolution of the 

reflectivity and wind from 0100 to 0130 LST 

is illustrated in Fig. 10. At 0100 LST (Fig. 

10a) when the convective region located at 

the northeast island, predominant westerly 

wind (13 m s-1) was found around the 

convective region. At the same time, the 

strong southwesterly wind (16 m s-1) and its 

associated updraft were found in the 

eastern slope of the island at 2 km ASL (Fig. 

10d). In subsequence, at 0110 LST (Fig. 

10b), the convective region moved to the 

eastern slope of the island passing over the 

updraft region, than it significantly enhanced 

(Fig. 10e). Constantly, the local updraft 

region was apparent on the eastern slope of 

the island. At 0120 LST, the enhanced 

convective region was still found around 

eastern coastal area (Fig. 10c). 

 
 

 
 

Fig. 10. Same as Fig. 5 but for 0100-0120 LST. 

 

Horizontal distributions of the simulated 

RH and wind at 599 m ASL, and reflectivity 

at 1919 m ASL are shown in Fig. 11. When 

the convective region located on the north 

slope of the island, high RH over 98 % was 

apparent on the northern side of the island 

(Fig. 11a) with weak westerly wind (6 m s-1). 

In 20 minutes, the convective region moved 

on the eastern slope where the weak 

westerly from the northern island was 

converged with the southwesterly from the 



southern island (Fig. 11b). Simultaneously, 

on the southeastern slope of the island, 

region of high RH higher than 98 % was 

apparent with southwesterly wind. 

 

 
 

Fig. 11. Same as Fig. 6 but for the time when 

system located on the northern slope (a) and the 

eastern slope (b). 

 

3.3.2. Vertical structure 
 

Several vertical cross-sections have 

been selected to see the vertical structure 

of the southwestward-expanded convective 

and the related updraft region on the 

eastern slope of the island at 0110 LST. 
 

 
 

Fig. 12. Same as Fig. 7 but for 0110 LST. 

 Figure 12 shows the vertical cross-

sections of radar reflectivity and wind along 

the transect lines a–a', b–b', c–c', d–d', and 

e–e' at 0110 LST. The a–a', b–b', and c–c' 

transects are oriented parallel to the 

horizontal axis of Fig. 10b and spaced at 5 

km interval from the eastern slope (N1) to 

the northeastern coastal area of the island. 

Along the a–a' transect (Fig. 12a), the 

convective region was tilted from lower–

west to upper–east, and extended from the 

surface to 7.5 km ASL at 10–20 km along 

the transect. Updrafts were predominant 

within the convective region, including two 

regions of intense updrafts (stronger than 4 

m s–1; depicted by the darkest shading). 

One intense updraft region was located 

above 2 km ASL, at the west side of the 

convective region near 8–15 km. Another 

intense updraft region was located above 

3.5 km ASL near 15–25 km, and included a 

relatively tall convective region that 

extended up to 7.5 km ASL. Along the b–b' 

transect (Fig. 12b), 5 km north of a–a', the 

convective region was dominated by 

downdrafts. A narrow updraft region was 

located at 8–10 km along the transect with a 

vertical extent from 1 to 3.5 km ASL. To the 

east of this narrow updraft region, the 

convective region extended from the 

surface to 6 km ASL with a maximum width 

of 7 km. To the east of this convective 

region, another updraft region was located 

at 20–32 km above 2 km ASL, including a 

short convective region between 2 and 4 km 

ASL. The maximum height of 40 dBZ 

reflectivity in this updraft region was 5.5 km 

ASL. Along the c–c' transect (Fig. 12c), 5 

km north of b–b', the convective region was 

even further diminished. This convective 

region extended from 2 to 4 km ASL with 

maximum width of 4 km, and was 

dominated by downdrafts. The updraft 

region was very small, and is barely 

discernable in Fig. 12c.  



The d–d' transect (Fig. 12d) oriented 

parallel to the strong southwesterly wind 

and passes through the center of the 

convective region. The convective region 

was horizontally extensive along this 

transect, with a maximum width of 20 km. A 

relatively short convective region (1 to 3 km 

ASL) was located at 0–10 km, over the 

eastern slope of the island. Updrafts were 

prevalent in this region above 2 km ASL, 

including an area of intense updrafts 

between 3 and 4 km ASL. This updraft 

region extended upward and northeastward, 

with another area of intense updrafts above 

5.5 km ASL at 12–13 km. A relatively tall 

convective region (6 km ASL) was located 

adjacent to this area of intense updrafts. 

Another narrow updraft was located in 4–6 

km ASL at 20 km, coincident with another 

peak in the height of the convective region 

(6 km ASL). Downdrafts were prevalent 

below 6 km ASL in the convective region at 

10–17 km (Fig. 12). The e–e' transect (Fig. 

12e) is oriented perpendicular to the 

convective region. Downdrafts dominated 

the convective region below 6 km ASL along 

the e–e' transect. A relatively wide updraft 

region (15 km) was located above 2 km ASL 

to the southeast of the convective region. 

Figure 8d reflects the enhancement of 

the horizontal area of the convective region 

on the eastern island at 2 km ASL, as the 

height of the reflectivity exceeding 40 dBZ 

increased up to 8 km ASL. The area of the 

reflectivity over 48 dBZ was identified from 

below 4 km ASL from 0100 to 0120 LST. 

The region of the intense updrafts was 

extended to the northeastern slope of the 

island by the strong southwesterly winds, as 

evidenced by the area of high reflectivity 

(greater than 50 dBZ) located at relatively 

high altitude (7 km ASL) in the northeastern 

coastal area of the island (N2, Fig. 8c). 

 

 

 
 

Fig. 13. Same as Fig. 9 but for the evolution of 

the convective region on the north (left panel) 

and east (right panel) slope of the island. 

 
The enhancement of the convective 

region on the eastern slope of the island 

was shown in detail in the vertical profile of 

the horizontal area (Fig. 13). The analysis 

domain was selected within a 15 km  12 

km area that includes the convective region 

on the northern slope and the eastern slope 

of the island (depicted by a rectangle in Fig. 

13). When the system located on the 

northern island (left panel of Fig. 11a-b), 

average of the horizontal area of reflectivity 

exceeding 45 dBZ (grey bar) in 595-1919 m 

ASL was calculated to be less than 60 km2. 

In 20 minutes, as the system moved on the 

eastern slope, the average increased to 

around 80 km2. During this period, the area 

of reflectivity exceeding 50 dBZ (white bar) 

increased from less than 10 to around 35 

km2. 

 

4. SUMMARY 
 

An elongated precipitation system 

strengthened significantly on the northern 

lateral and lee sides of an isolated mountain 

(height of 1,950 m) on Jeju Island on 6 July 



2007. In focus on the enhancements of the 

system, detailed 3-dimensional structure of 

rainfall, wind and moist were revealed by 

dual-Doppler radar analyses and numerical 

simulation with high resolution of 1.0 km 

horizontal resolution.  

As the system approached near to 

northwestern coastal region, southwesterly 

winds accelerated and induced regional 

updrafts between the southern part of the 

system and the island. These updrafts were 

a crucial component in the initial significant 

enhancement of the convective region. 

Furthermore, the isolated and elliptical 

terrain of Jeju Island modified the low-level 

wind blowing around the terrain with a 

relatively low Fr of 0.2. This modification of 

the low-level winds brought a steady supply 

of moist air to the convective region. By this 

favor condition for system enhancement, 

the the convective region was increased up 

to 8 km ASL above freezing level (4.5 km). 

After this intensification, the convective 

region moved to the northern lateral side of 

the island. The modification of the prevailing 

winds by the terrain was consistently supply 

the moist air to the northern lateral side of 

the island; this configuration of the moist 

low-level wind allowed the convective 

region to retain its intensity. 

 The convective region then moved to 

the lee-side of the island, where it again 

intensified significantly. Weak westerlies 

from the northern lateral side of the island 

and stronger, moist southwesterlies from 

the southeastern slope of the island induced 

a local updraft region over the lee-side of 

the island. The second enhancement of the 

convective region occurred as it passed 

over these locally generated moist updrafts. 

Analyses result indicates that the 

isolated mountain and elliptical shape of 

Jeju Island modified the prevailing winds 

containing moist, generating local updrafts. 

These local updrafts and local moist regions 

played an important role in intensifying the 

southern part of an elongated precipitation 

system as it passed the northern side of the 

mountain in a moist ambient environment.  

Further analyses on the evolution of the 

microphysical parameters such as the 

evaporation, sublimation, or melting rates 

would be interesting to see how the 

mountain-generated local moist updraft 

played a role on growth of the precipitation 

cloud around the isolated mountainous 

slope. 
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1. INTRODUCTION 
TianJin is located in the northeast of the 
north China plain,north to yanshan mountain, 
east to the BoHai sea,in the HaiHe river 
basin in the lower reaches,is the important 
trading ports and business and financial 
center city in the north,has the construction 
of the international metropolis favorable 
conditions.TianJin is located in the east of 
mid-latitude of Eurasia,belong to half dry 
continental monsoon climate,is one of the 
dry areas in the north. Per capita water 
quantity of about 159m3, Only for the 
national average of 1/16. The climate 
characteristics is four distinct seasons.The 
precipitation is extremely uneven distribution 
in the year. 85% of the precipitation focused 
on 6-9 months, and mainly in late July and 
early August. By topography, climate and 
other factors,the temporal and spatial 
distribution of precipitation decrease trend 
from the north to the south. A shortage of 
water resources,water resources the 
distribution has severely restricts economic 
and social development in TianJin.The 
artificial precipitation which developed the 
water resources in air is to alleviate the 
shortage of water resources of a important 
way. 
Some domestic provinces analyses each 
province or regional air water resources 
situation and artificial precipitation 
enhancement potential. But the most of the 
provinces are applied atmosphere sounding 
data to calculate PWV of the whole 
atmosphere. Due to the lack of sounding 
station,the method that is applied 
atmosphere sounding data to calculate PWV 

can not be used in TianJin,so this paper 
using ground humidity parameters analysis. 
Although artificial rainfall in TianJin has been 
conducted for several years,the city's natural 
rainfall cloud system,development and 
distribution of knowledge has to some extent, 
but the distribution of water resources in 
cloud has been the lack of comprehensive 
research and scientific computing.Used of 
the ground water vapor pressure and 
precipitation data in 30 years (during 1981 to 
2010) in 13 meteorological stations in 
TianJin,application experience the formula 
to calculate the amount of water resources 
in air of TianJin and precipitation efficiency 
and analyzes their temporal and spatial 
distribution characteristics.For rationally 
develop and utilize the water 
resources,improve the ability of drought 
disaster mitigation provide theoretical and 
technical support. 
2 DATA AND METHOD 
2.1 Data source 
We selected the ground water vapor 
pressure and precipitation data by the period 
of ten-days from January to December in 30 
years(during 1981 to 2010)in 13 
meteorological stations in TianJin. 
2.2 The calculation method of PWV in the 
whole atmosphere 
Precipitable Water Vapor (PWV) in the 
whole atmosphere (also called water 
resources in cloud) refers to the vertical 
column contained in the total water vapor, 
assumed that all water vapor condensation, 
and build up in a column on the underside is 
the liquid water depth, it represents the 
precipitation potential, is the important basis 
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of water resources evaluation.  
We use the empirical formula which is used 
the ground humidity parameters to deduce 
by Yangjingmei and other people to 
calculate the PWV: 

eW '
1

'
0 αα +=         (1) 

In this formula, W is represented for the 
PWV (the unit is cm), e is represented for 
the ground water vapor pressure (the unit is 

hpa), 
’
0α and

‘
1α is experience coefficient. 

The coefficient of experience outside of the 
qinghai-tibet plateau areas: 
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this formula, ϕ is represented for the 

geographic latitude, H is represented for the 
altitude of the stations.  
2.3 Natural rainfall rate 
Atmospheric natural rainfall rate 
(precipitation efficiency) is defined as the 
rate of the actual precipitation and PWV in 
the whole atmosphere,it reflects the 
atmospheric natural rainfall efficiency. 
3.THE SPATIAL DISTRIBUTION 
CHARACTERISTICS OF THE PWV AND 
THE ACTUAL PRECIPITATION IN TIANJIN 
3.1 The spatial distribution of the PWV 
Figure 1 shows the spatial distribution of the 
average annual PWV.The maximum of PWV 
is 7603mm which appeared in HanGu in the 

eastern coastal area and the minimum of 
PWV is 7003mm which appeared in JiXian 
in the northern mountains.The average 
annual PWV is 7371mm in TianJin. The 
spatial distribution characteristics of the 
water resources in air of TianJin is more of 
the southeast coast,less of the northern 
mountains,middle of the plains center. 

 
Fig.1 distribution of average annual PWV 
over Tianjin from 1981 to 2010 
3.2 The spatial distribution of the actual 
precipitation 
Figure 2 reflects the regional distribution of 
practical annual precipitation in 30 years 
(during 1981 to 2010) in TianJin city. In 
figure 2, the high value of 30 years average 
of annual precipitation is 615mm where is 
located in JiXian area and the low value is 
515mm where is located in XiQing area. The 
space distribution general characteristics of 
precipitation is that the northern mountains 
is more then the southern plains; the eastern 
coastal is more then the western. 
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Fig.2  The average precipitation distribution 
form 1981 to 2010 in Tianjin (unit: mm) 
 
3.3 The spatial distribution of the actual 
precipitation 
The above analysis results show that the 
spatial distribution of the actual precipitation 
and PWV is inconsistency. The high value of 
PWV is corresponding to the middle value of 
precipitation, and JiXian has the lowest PWV, 
the precipitation is the highest in TianJin. 
Therefore, we introduce the natural rainfall 
rate to analysis the artificial precipitation 
potential. 
According to the calculation, nearly 30 years 
average precipitation rate in TianJin is only 
5.4%, lower than other provinces and 
municipalities of the country (such as 
Heilongjiang province and JiLin province are 
7% and 11%). The calculation results show 
that the lowest efficiency is   the main 
reason that is caused by the less natural 
precipitation and high frequent drought. 
Figure 3 shows the space distribution of the 
average efficiency of precipitation. In the 
northern JiXian, the highest efficiency of 
precipitation is 6.4%. In BaoDi where is 
close to JiXian, it was 5.7%. The lowest 
efficiency of the precipitation only 5.1% 
appeared in the XiQing district. In the 
southern, JingHai have a 5.45% of the high 
value area. The spatial distribution of rainfall 

efficiency is high in the north and south and 
low in the middle. There is high efficiency of 
the precipitation in the northern.  
The results of the study show that the water 
resources quantity in cloud is enough in 
TianJin, but the efficiency of precipitation is 
low. It is the great potential for development 
of water resources in cloud in Tianjin. 

 
Fig.3  distributions of natural precipitation 
efficiency over Tianjin 
4 .PWV AND PRECIPITATION EFFICIENCY 
WITH THE CHANGE OF TIME 
Figure 4 shows the inter-monthly variation of 
precipitation,PWV and natural precipitation 
efficiency. The distribution characteristics of 
three curves present agreement type which 
has one peak. It increases gradually from 
January to July and decreases gradually 
after August. The PWV is the most in July, 
was 1392.1mm, while the precipitation and 
precipitation efficiency reached a high value, 
was 153.6 mm and 11%, August followed. 
The lowest of PWV and precipitation 
appeared in January, only 147.9 mm and 3.3 
mm, precipitation efficiency was only 2.2%. 
The lowest of precipitation efficiency 
appeared in January, only 1.9%. The PWV 
and precipitation efficiency are bigger than 
annual average value between April and 
September, it has potential precipitation 
enhancement. The precipitation is less in 
wintry and spring (during January and  April, 
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during October and December), because 
PWV and precipitation efficiency are low. So 
the less PWV is the main reason that is 
caused by the high frequent drought in 
winter and spring in TianJin. 

 
Fig.4 The inter-monthly variation of 
precipitation,PWV and natural precipitation 
efficiency. 
5. CONCLUSION 
1)The annual average PWV is between 
7002mm and 7616mm, the precipitation 
efficiency is between 6.0% and 8.1% in 
TianJin. It is suggested that the water 
resources in cloud are very rich, but the 
efficiency of precipitation is low, therefore it 
has a very good potential precipitation 
enhancement. 
2) The spatial distribution characteristics of 
the PWV in TianJin is more of the southeast 
coast, less of the northern mountains, 
middle of the plains center. Precipitation 
efficiency, the space distribution features 
from the north to the south is gradually 
reduced. The development potential of 
water resources in cloud in the south is 
greater than the north. 
3) The PWV and precipitation efficiency are 
bigger than annual average value between 
April and September, it is the key time to the 
reasonable development of water resources 
in cloud in TianJin.  The PWV is less in 
winter and spring, lack of sufficient moisture 
in the atmosphere, which is unfavorable for 
the precipitation formation. 
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1. INTRODUCTION 

Entrainment of dry air into clouds is 
essential to many cloud-related processes, 
for example, warm-rain initiation [e.g., Beard 
and Ochs, 1993; Su et al., 1998; Liu et al., 
2002; Lasher-Trapp et al., 2005; Yum and 
Hudson, 2005], cloud feedbacks in climate 
models [e.g., von Salzen and McFarlane, 
2002; Grabowski, 2006], aerosol indirect 
effect [e.g., Kim et al., 2008] and radar 
retrieval of cloud liquid water content [e.g., 
Liu et al., 2008]. 

Turbulent entrainment-mixing 
processes have been studied in the 
framework of the so-called homogeneous/ 
inhomogeneous model, but the 
understanding is still far from complete. 
Lehmann et al. [2009] pointed out that it is 
unclear whether the entrainment-mixing 
process is predominantly homogeneous, 
inhomogeneous, or in-between, and what 
the controlling factors are and how they 
interact. This incomplete understanding of 
the entrainment-mixing processes calls for 
further state-of-the-art observations.  

Coordinated by the Atmospheric 
Radiation Measurement (ARM) Aerial 
Facility (AAF), the Routine AAF CLOWD 
Optical Radiative Observations (RACORO) 
campaign was carried out at the Southern 

Great Plains (SGP), USA in 2009 
[Vogelmann et al., 2012]. The data collected 
during RACORO provide a great opportunity 
to investigate entrainment-mixing processes 
occurring in mid-latitude continental cumulus 
clouds. 
 
2. DATA 

The cloud droplet size distributions 
were observed with Cloud and Aerosol 
Spectrometer (CAS) deployed on the Twin 
Otter aircraft. The CAS probe sizes and 
counts aerosol and cloud particles in 20 bins 
with bin centers from 0.29-25.05 μm in 
radius. In this study, only the cloud part with 
bin centers from 1.01-20.25 μm in radius is 
used. Temperature and water vapor mixing 
ratio were observed with Rosemount and 
Diode Laser Hygrometer, respectively. 
Dissipation rate is calculated with true air 
speed based on the method introduced by 
Chan et al. [1998]. The 10 Hz data are used 
in this study. 
 
3. RESULTS 

For every horizontal aircraft penetration, 
a number of single cumuli were often 
observed. To focus on entrainment-mixing 
processes and reduce effect of other factors 
(e.g., meteorological and aerosol conditions), 



cumuli from one aircraft flight (26 May 2009) 
are analyzed. There were 44 cumuli along 
the two horizontal penetrations, and these 
cumuli are further filtered based on Figure 1. 
First select the maximum number 
concentration (Nmax) and cubic volume mean 
radius (rvmax

3) along every horizontal 
penetration, then normalize the number 
concentration (N) and cubic volume mean 
radius (rv

3) in every cumulus along that 
horizontal penetration with Nmax and rvmax

3, 
respectively. The lines representing the ratio 
of liquid water content (LWC) to the 

maximum liquid water content (LWCmax) are 
also plotted (Figure 1 shows three examples: 
LWC/LWCmax = 0.2, 0.5, 0.8). If 1/3 of the 
data points in one cumulus are along one of 
the LWC/LWCmax lines, then this cumulus is 
thought to have a center close to adiabatic 
cloud, which is less affected by 
entrainment-mixing processes. These 
clouds are excluded in the analysis. In the 
44 cumuli, 11 had such adiabatic centers, so 
33 cumuli are used here to study 
entrainment-mixing processes.  

 

 
Figure 1  Normalized cubic volume mean radius (rv

3) as a function of droplet number 
concentration (N); rvmax and Nmax are the maximum volume mean radius and number 
concentration along one horizontal penetration, respectively. The dash lines represent the 
ratio of liquid water content (LWC) to maximum LWC (LWCmax), 0.2, 0.5 and 0.8, respectively. 

 
The entrainment-mixing processes are 

studied in the framework of 
homogeneous/inhomogeneous entrainment- 
mixing model which was built on the 
classical work presented by Baker and 
Latham [1979] and Baker et al. [1980]. 
According to this model, the microphysical 
relationship associated with different 
entrainment-mixing processes can be 
classified into three major types, which are 

briefly discussed below.  
The first type is the homogeneous 

entrainment-mixing mechanism. Under this 
mechanism, all cloud droplets are exposed 
to the same environmental conditions and 
evaporate at the same time. Thus rv and N 
are anticipated to be positively correlated. 
The second type is the so-called extreme 
inhomogeneous entrainment-mixing 
mechanism. It proceeds in two-steps: all 



droplets surrounding the entrained dry air 
parcel first evaporate to saturate the parcel; 
then, mixing between this parcel and the 
remaining part of cloud dilutes the cloud. 
Under such conditions, rv changes slightly 
as N decreases due to evaporation. The 
third type is inhomogeneous 
entrainment-mixing with subsequent ascent. 
If the diluted parcel after the extreme 
inhomogeneous entrainment-mixing process 
is lifted upward again, the big droplets in this 
parcel are expected to grow faster than 
those in other undiluted parcels due to less 
competition for water vapor. Under such 
conditions, rv is negatively correlated to N. 

In the 15 cumuli along the first 
horizontal penetrations, 14 cumuli were 
mainly affected by homogeneous 
entrainment-mixing process and only one 
cumulus was mainly affected by extreme 
inhomogeneous entrainment-mixing process. 
Similarly, in the 18 cumuli along the second 
horizontal penetration, 13 were mainly 
affected by homogeneous entrainment- 
mixing process and 5 were mainly affected 
by extreme inhomogeneous entrainment- 
mixing process. Figure 2 shows the 
relationships between rv and N in four typical 
cumuli along the two horizontal penetrations. 
Thus homogeneous entrainment-mixing 
process was the main entrainment-mixing 
mechanism in the cumuli. Yum and Hudson 
[2001] found similar phenomena. But in 
stratocumuli at the same observation site in 
2000, extreme inhomogeneous 
entrainment-mixing process was dominant 
[Lu et al., 2011].  

To further examine entrainment-mixing 
process, transition scale number (NL) is 
calculated; NL was defined by Lu et al. 
[2011]: 

L
*LN
η

=
          (1)

 

where η is Kolmogorov microscale, and L* is 

transition length introduced by Lehmann et 
al. [2009]. The expression of L* is  

react

1/2 3/2*L ε τ=
         (2) 

where ε is dissipation rate and τreact is 
defined as either the time when the droplets 
have completely evaporated or the time at 
which the relative humidity has reached 
99.5% (s > -0.005). A larger value of NL

 

indicates a higher probability of 
homogeneous mixing process. See the 
appendix in Lu et al. [2011] for a more 
detailed explanation of NL. 

Figure 2 shows the average NL in the 
four typical cumuli and Figure 3 shows the 
mean values of NL in every cumulus. Along 
the first horizontal penetration, the cumulus 
mainly affected by extreme inhomogeneous 
entrainment-mixing process had the 
smallest NL. Along the second horizontal 
penetration, the cumuli mainly affected by 
extreme inhomogeneous entrainment- 
mixing process generally had smaller NL 

than the cumuli mainly affected by 
homogeneous entrainment-mixing process; 
however, cumuli # 3-7 had similar NL values 
and are mainly affected by different 
entrainment-mixing processes. The reason 
is that NL or L* is not the only factor that 
determines entrainment-mixing mechanisms; 
the other factor is the size of dry air blob (L) 
in cumuli. Thus, even if NL or L* are the 
same in two cumuli, the entrainment-mixing 
mechanism could be different, 
homogeneous or inhomogeneous, 
depending on L. If L/η < NL, mixing is more 
likely homogeneous; otherwise, mixing is 
more likely inhomogeneous. In cumuli # 3-7, 
L might be different; as a result, although NL 

values were similar, the entrainment-mixing 
mechanisms were different.  
 



 

 
Figure 2  Volume mean radius (rv) as a function of number concentration (N) in 4 typical 
cumuli at the Southern Great Plains site, US, on 26 May 2009. (a) A cumulus affected by 
homogeneous entrainment-mixing process along the first horizontal penetration and (b) a 
cumulus affected by extreme inhomogeneous entrainment-mixing process along the first 
horizontal penetration; (c) and (d) are as for (a) and (b), respectively, but for the cumuli along 
the second horizontal penetration. Average transition scale number (NL) in every cloud is also 
shown.  

 



 
Figure 3  Average transition scale number (NL) in every cloud of (a) 15 cumuli along the first 
horizontal penetration and (b) in 18 cumuli along the second horizontal penetration at the 
Southern Great Plains site, US, on 26 May 2009. White bars represent the cumuli mainly 
affected by homogeneous entrainment-mixing process; black stripes represent the cumuli 
mainly affected by extreme inhomogeneous entrainment-mixing process. 

 
4. CONCLUSIONS 

Entrainment-mixing mechanisms are 
analyzed in 33 cumuli along two horizontal 
penetrations in one case from RACORO in 
terms of microphysics and dynamics. (1) 
The microphysical relationship between 
volume mean radius (rv) and number 
concentration (N) was mainly positive; thus 
homogeneous entrainment-mixing 
mechanism was dominant in the cumuli, 
whereas extreme inhomogeneous 

entrainment-mixing mechanism was the 
main mechanism in the stratocumuli at the 
same site in 2000 [Lu et al., 2011]. (2) 
Transition scale number (NL), the dynamic 
measure of homogeneous entrainment- 
mixing mechanism [Lu et al., 2011], is 
calculated for every cumulus. Generally 
speaking, along the two horizontal 
penetrations, the cumuli mainly affected by 
extreme inhomogeneous entrainment 
-mixing mechanism had smaller NL than the 



cumuli mainly affected by homogeneous 
entrainment-mixing mechanism, consistent 
with the theoretical analysis of NL. However, 
in the second horizontal penetration, some 
cumuli were mainly affected by different 
entrainment-mixing mechanisms but had a 
similar NL, likely due to the effect of the size 
of dry air blob in the clouds.  
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1. INTRODUCTION 

  
The videosonde has been developed to 

reveal the vertical distribution of hydro- 
meteors (Takahashi, 1990). The main com- 
ponent of the device is a video camera used 
to record images of precipitation particles. 
Since the first videosonde soundings at 
Ponape (Takahashi and Kuhara, 1993), 
several hundred videosondes have been 
launched into the clouds in climatologically 
different areas and have contributed to better 
understanding into cloud microphysics 
(Takahashi et al., 1995a, 1995b; Takahashi et 
al., 1999; Keenan et al., 2000; Takahashi et 
al., 2001; Takahashi and Keenan, 2004; 
Takahashi, 2006; Takahashi and Suzuki, 
2010; Takahashi, 2010).  

The videosonde is a useful tool for giving 
important information for remote sensing 
techniques such as polarimetric radar. Polari- 
metric radar can estimate cloud microphysics, 
such as raindrop size distributions and classi- 
fication of cloud hydrometeors, and improve 
the accuracy of quantitative rainfall estimation 
with using appropriate combination of polari- 
metric parameters. To investigate the re- 
lationship between the polarimetric para- 
meters and hydrometeors, simultaneous ob- 
servations by videosondes and polarimetric 
radar are essential. Nakakita et al. (2008, 
2009) conducted an in-situ observation cam- 
paign with synchronization of videosondes 
and COBRA, which is a C-band polarimetric 
radar (Nakagawa et al., 2003) at the National 
Institute of Information and Communications 
Technology (NICT), Okinawa Electromagne- 
tic Technology Center.  

In this study, we focus on the shape of 
graupel obtained from videosonde obser- 
vations during the Baiu monsoon clouds. 
Graupel is generally observed as a cone-like 
shape in clouds as a result of riming. How- 
 
 
 
 
 

ever, we often observed nearly round graupel. 
We evaluated it quantitatively using video- 
sonde images. 

 
2. OBSERVATION 
 
  The videosonde (Fig.1) used in the present 
study was an improved version of that 
designed by Takahashi (1990), being lighter 
and less expensive while providing the same 
level of performance. Videosonde is a 
balloon-borne radiosonde that acquires 
images of precipitation particles via a CCD 
camera. The videosonde system consists of 
a CCD camera, a video amplifier, an infrared 
sensor, a transmitter, batteries, and a control 
circuit. The system has a stroboscopic 
illumination that provides information on 
particle size and shape. Interruption of the 
infrared beam by particles triggers a flash 
lamp and particle images are then captured 
by the CCD camera. Images of particles were 
converted to frequencies between 10 Hz and 
1 MHz and transmitted by a 1680 MHz carrier 
wave (bandwidth 4 MHz, transmission power 
0.5 W) to the receiving system at surface 
before being displayed and recorded onto 
videotapes and DVDs. Recorded precipitation 
particles were classified as either raindrops, 
frozen drops, graupel, ice crystals, or 
snowflakes on the basis of transparency and 
shape, as described by Takahashi and 
Keenan (2004). Information concerning 
atmospheric pressure, temperature, humidity, 
and wind was obtained from a Vaisala RS-92 
radiosonde attached to the videosonde. 
 

 
 
Figure 1. Videosonde (left) and launching balloon (right). 
Videosonde used in this study was an improved version 
of that designed by Takahashi (1990). 450(L)x150(W)x 
220(H), 1.7kg. 
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  Videosonde observations of Baui Monsoon 
clouds were conducted as part of the in-situ 
campaign observation by a C-band polari- 
metric radar synchronized with videosonde 
(Nakakita et al., 2009), which were carried 
out at Okinawa Electromagnetic Technology 
Center of National Institute of Information and 
Communications Technology (26º29’N ,127º
50’E). After the launch of a videosonde, the 
Range Height Indicator (RHI) scans by the 
C-band Okinawa polarimetric radar (COBRA) 
was continuously performed every minutes, 
targeting the videosonde in the precipitating 
cloud. During the campaign observation in 
2008 and 2009, we launched 21 videosondes 
into the Baiu monsoon clouds. In this study, 
five cases were chosen for analysis (Table1).  
 

Table 1. List of videosonde soundings 
# Date (JST) Remarks 
2008#2 0036 June 4 Convective rain, Cloud top 

7km 
2009#10 1941 June 12 Convective rain, Cloud top 

11km 
2009#12 1757 June 11 Convective rain, Cloud top 

13km 
2009#11 0629 June 12 Convective rain, transit to 

stratiform above 0 º C, 
Cloud top 13km, No bright 
band 

2009#3 0235 May 27 Stratiform rain, Cloud top 
9km, Clear bright band 

 
 
3. RESULTS AND DISCUSSION 
 
  Five videosonde soundings were classified 
into four different developing stages of clouds 
according to the COBRA radar images; a 
shallow convective cloud, a deep convective 
cloud, a transition cloud to stratiform, and a 
stratiform cloud. Figure 2 shows the 
precipitation particle size-height diagrams 
obtained from videosonde soundings. On 
June 4, 2008, we launched a videosonde into 
the shallow isolated convective cloud. 
Graupel images transmitted from videosonde 
2008#2 were nearly round and showed that 
the particle size was smaller and flatter with 
altitude (Fig.3a). Videosonde 2009#10 and 
2009#12 were classified into the deep 
convective cloud type. As shown in Fig. 3d, 
the shape of graupel was not cone-like but 
nearly round. The shape of aggregate in Fig. 
3c was not flake-like but with rounded 
outlines. It is different from snowflakes 
consisting of ice crystals in deep stratiform 
cloud case (2009#3). In the case of 2009#3, 

the clear bright band was observed. 
According to the COBRA radar images, the 
videosonde 2009#11, classified into the 
transition stage, was launched into a 
convective cloud, and then it had changed to 
be stratiform. 
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Figure 2. Precipitation particle size-height diagram of 
videosonde (a) 2008#2, (b) 2009#10, (c) 2009#12, (d) 
2009#11, and (e) 2009#3. Open circle (raindrop), 
triangle (graupel), cross (ice crystal), and square 
(aggregate). 
 
 
  To evaluate the graupel shapes quanti- 
tatively, we define two parameters; flattening 
of graupel (f) and ratio of cross sections of 
graupel against the ellipsoid-assumed cross 
sections (r). If f=0, the shape of graupel is a 
circle (a sphere), and r=1 means an oval (or a 
circle). Figure 4 shows f-r diagram of four 
different developing stages. It is found that r 
was decreasing and f increasing as the cloud 
type changed from convective to stratiform. 

(a) (b) 

(c) (d) 

(e)



 
Figure 3. Precipitation particle images of (a) graupel 
obtained from videosonde 2008#2 sounding, (b) frozen 
drops, (c) aggregates, (d) graupel from videosonde 
2009#12. 

This indicates that graupel formation process 
is different in cloud developing stages. Nearly 
round graupel were likely to be observed in 
the shallow convective clouds and more 
irregular-shape graupel in the stratiform 
clouds. Harimaya (1976) showed the embryo 
and formation mechanism of graupel, and 
concluded that both snow crystals and frozen 
drops can become graupel embryo. The 
origin of nearly round graupel is supposed to 
be dendrite crystals or frozen drops. In the 
case of a shallow convective cloud observed 
in this study, because of the low con- 
centration of ice crystals, the origin of the 
nearly round graupel goes back to the frozen 
particle lifted by the updraft, which is quite 
different from the case of the stratiform 
clouds where graupel originated in ice 
crystals. 
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Figure 4. Schematic diagram of nearly-round graupel formation process (top) and f-r diagram of four different 
developing stages (bottom). 
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1. INTRODUCTION

The vulnerability to sever weather events
such as heavy rainfall and strong winds seems
to be inherent in large cities of dense popu-
lation, where human activities are supported
by highly developed communication and trans-
portation networks. Since the large cities con-
sist of concrete buildings and paved roads,
heavy rainfall would give rise to flush floods
and submersion, resulting in loss of lives in
some cases, for example. Recently, sud-
den localized heavy rainfall sometimes occurs
from vigorous cumulonimbi in Tokyo Metropoli-
tan, producing severe damages. Accordingly,
needs for the accurate detection and forecast
of such severe weather events are increasing
in Japan.

In such background, a five-year project
named “Tokyo Metropolitan Area Convection
Study for Extreme Weather Resilient Cities”
(hereafter “TOMACS”) has started from 2010.
This project includes three sub-themes: (a)
elucidation of mechanisms of severe weather
based on a dense observation network, (b) de-
velopment of monitoring and prediction sys-
tems of severe weather, and (c) social exper-
iment concerning the efficient dissemination
and use of information on severe weather in
order to mitigate disasters. This study is made
in the sub-theme (a), in which active cumulo-
nimbi occurring in and around Tokyo are main
targets of research.

The understanding of the structures of cumu-
lonimbi based on observations through their
whole lifetime is not sufficient yet in Japan.
Such understanding is indispensable to the im-
provement of the forecasts accuracy of precipi-
tation and winds associated with cumulonimbi.
This paper presents a structure of a unique
cumulonimbus observed on Jul. 5, 2010, in
the first year of TOMACS, based mainly on C-
band Doppler radar data. Its uniqueness lies
in a high potential of producing heavy rain-
fall regardless of the relatively low-cloud top

height and weak updrafts compared to sum-
mertime active deep cumulonimbi often ob-
served in and around Tokyo Metropolitan.

2. DATA AND WIND SYNTHESIS

Three-dimensional wind fields in cumulo-
nimbi were derived from MUSCAT formalism
(Bousquet and Chong 1998) using data from
three C-band Doppler radars at Narita and
Haneda Airports and Kashiwa, which are rou-
tinely operated by Japan Meteorological Agency.
An additional constraint (Chong and Bousquet
2001; Bousquet et al. 2008) was also em-
ployed. MUSCAT provides the accurate de-
termination of the wind components than does
the conventional approach by Ray et al. (1980)
as shown in Yamada (2011). No adjustments
of the vertical winds were made. The wind re-
covery was made in Cartesian common grids,
whose origin was set at the position of the
Narita radar (Fig. 1). In this figure, the loca-
tions of the three radars are also shown. The
horizontal and vertical resolutions of common
grids were 1 km and 0.5 km, respectively, with
the lowest height of 0.5 km above ground level.
The Doppler radars at Haneda and Narita col-
lect data at a spatial resolutions in the radial
and azimuthal directions of 0.125 km and 0.7◦,
respectively. Their maximum detecting range
is 128 km. Each of these two radars is oper-
ated in one of the two observation modes con-
sisting of conical scannings at predetermined
elevation angles, depending on the location of
echoes relative to each radar. Each mode
completes in several minutes. On the other
hand, available data from the Kashiwa radar
data are at the resolutions of 0.5 km and 0.7◦in
the radial and azimuthal directions, respec-
tively. Its maximum detection range in Doppler
mode is 150 km. Operation mode of this radar
is also conical scanning, and a predetermined
observation sequence including volume scan
in Doppler mode is repeated at ten-minute in-
tervals. Number of conical scans in Doppler



mode of the Kashiwa radar was, however, re-
duced from Jul. 1st, 2009 according to the
change in the antenna scan sequence in or-
der to observe more frequently rain rates near
the surface. One of the limitations of the use of
the operational radar data is relatively sparse
scanning at higher elevation angles. Thus, the
wind components at higher heights would be-
came less accurate in some cases.

Even though the three Doppler radars col-
lect volume scan data independently, dual-
Doppler wind recovery can be made at about
5 – 7 minute-intervals using the Haneda and
Narita radar data. At this time, the difference in
the start time of each of volume scans of these
two radars was less than about three minutes.
For the triple-Doppler analysis, time difference
in the start time of volume scans from the three
radars was also within about ±3 minutes with
respect to the standard time of the wind syn-
thesis. A profit of the triple-Doppler synthesis
is a better wind determination at higher heights
by mutual compensation of their sparse scan-
nings at higher elevation angles.

Other than Doppler radars, routine sound-
ing at Tateno and the meso-surface network
operated by the Japan Meteorological Agency
and so on were also used.

3. THE UNIQUE CUMULONIMBUS ON JUL.
5, 2010

A shallow cumulonimbus produced an hourly
rainfall reaching 95 mm at Itabashi, Tokyo.
This heavy rainfall resulted in inundation and
submersion. It may have been triggered by the
low-level interaction between the sea breeze
and a pre-existing rain region. Wind recovery
was made by means of dual-Doppler synthe-
sis employing Haneda and Narita radar data
for this case.

a. ATMOSPHERIC CONDITIONS

The unique cumulonimbus appeared in a
convective precipitation region at around 1900
JST1, and it persisted at least for one hour
and forty minutes. The surface weather maps
on this day showed that a Baiu-front was lo-
cated to the far south of Tokyo, over the Pacific
Ocean. At the 500-hPa level, no appreciable
cold air was present and west-southwesterly

1Japan Standard Time. JST = UTC + 9 hours

Pacific Ocean

Narita

Haneda

Kashiwa y

x

Fig. 1: The location of the experimental re-
gion is shown by an open rectangle in red
color in the upper panel. Its enlarged map
is presented in the lower panel, where posi-
tions of three Doppler radars, and two loca-
tions of heavy rainfall (Itabashi and Zoshigaya)
described in this paper are also indicated. The
Tokyo Metropolitan lies approximately in the
dashed green oval. The x- and y-axes of the
common grids for the wind recovery are in the
east-west, and north-south directions, respec-
tively. Longitude and Latitude are shown by
thin dashed lines at 10-degree intervals. Alti-
tudes are also indicated by shading.

winds prevailed. The cloud environment seemed
to be moist because mean relative humidity of
lower atmosphere below 700-hPa height was
87% from the 0900-JST sounding at Tateno.
Sounding data at Tateno also showed that LCL
was at 0.52 (0.24) km at 0900 (2100) JST,
and that LNB was located at about 650-hPa
(570-hPa) height at 0900 (2100) JST. These
data implied that no deep convection was ex-



pected. Convectively unstable stratification
was observed from the surface up to about 4-
km height at 0900-JST sounding. Convective
Available Potential Energy (CAPE) for the air
below the 900-hPa height was very small to
be about 55 and 60 J kg−1 from the 0900-JST
and 2100-JST sounding, respectively.

b. MEAN PPI IMAGE AND 10-MINUTE PRE-
CIPITATION

Figure 2 shows a mean reflectivity of the
Haneda radar. Itabashi is located in a small
region of a high reflectivity between 45 – 52
dBZ. In a snaps shot of PPI images, maximum
reflectivity larger than 59 dBZ was observed in
a very small region at some observation times.
No hail report was made. In addition, kDP

data from multiparameter radars operated by
Ministry of Land, Infrastructure, Transport, and
Tourism suggested that the precipitation parti-
cles from this cumulonimbus were in the form
of rain. The time change in 10-minute rain
amount is shown in Fig. 3. Associated with
high reflectivity, hourly precipitation from 1940
to 2040 JST reaching as much as 95 mm hr−1

was observed. This heavy rainfall appeared to
be brought about the shallow cumulonimbus.

Fig. 2: Mean reflectivity in PPI mode of
the Haneda radar at an elevation angle of
1.3◦between 1932 and 2033 JST. Reflectivity
is shown by shading at a 7-dBZ intervals, start-
ing from 10 dBZ. The position of the Haneda
radar is indicated by a solid circle, and the lo-
cation of Itabashi is also pointed by an arrow.

Fig. 3: 10-minute precipitation observed in
Itabashi at an observation point (Toshima) of
the Tokyo Metropolitan Government. This
point was almost located under the cumu-
lonimbus.

c. AIRFLOW STRUCTURES

Figure 4 shows wind fields in horizontal
cross-sections at the 0.5- and 4.5-km heights
at 1945 JST, at which maximum updrafts in
the cumulonimbus were analyzed. The echo
region including the cumulonimbus traveled
at a mean speed of 3 m s−1to the east-
northeast between 1905 and 2024 JST. At the
4.5-km height, an updraft core in the cumu-
lonimbus is identified as a circular shape of 6-
m s−1contour, embedded in regions with rela-
tively weak vertical winds, whose magnitudes
were less than 3 m s−1. The horizontal di-
mension of the updraft core was about 5 km.
As is clearly shown in the cross-section at
the 0.5-km height, there was a system-relative
airflow directing to the cumulonimbus; it pro-
duced a low-level convergence at around the
cloud. This low-level airflow is regarded as
sea breeze from the Bay of Tokyo, and might
have been responsible to activation and main-
tenance of this cloud. In fact, the decay of
this cumulonimbus seemed to correspond to
the slight shift of this low-level wind direction,
which was detected by the meso-surface net-
work. The temperature deficit of the cold pool
beneath the precipitation echoes in this figure
was estimated to be about 1 – 2 ◦ C from sur-
face temperature fields observed by this net-
work.

Airflow and reflectivity fields in a vertical



cross-section along a line AB in Fig. 4 are ex-
hibited in Fig. 5. The reflectivity field demon-
strates that the cumulonimbus was shallow
such that its echo top height was about 6 km,
at which air temperature was about −6◦ C from
the 0900JST-sounding at Tateno. In this cumu-
lonimbus, a narrow reflectivity core > 54 dBZ
was identified below 2-km height at a horizon-
tal distance of about 26 km, and a region of
high reflectivity >= 47 dBZ directed almost
vertical. The southeasterly low-level inflow
was present below the 2.5km height. In ad-
dition, updrafts slightly tilted into the upshear
direction (see Fig. 12). The airflow structure
resembled, to some extent, to that in squall
lines reported so far. In this case, however,
the precipitation system was almost at rest in
this cross-section.

Figure 6 displays time change in the mean
updrafts in the updraft core of the cumulonim-
bus. The mean value at each height was com-
puted using five updrafts from the largest. This
figure shows that the maximum updrafts were
at most 6 – 7 m s−1confided to in a height inter-
val between 3 and 4.5 km, and that these large
updrafts persisted about 30 minutes. Figures 5
and 6 indicate that the localized heavy rainfall
was bring about by a shallow cumulonimbus
characterized by relatively weak updrafts.

4. A VIGOROUS DEEP CUMULONIMBUS
ON AUG. 5, 2008

This example of a vigorous deep cumu-
lonimbus, which also formed over the central
Tokyo, will highlight the uniqueness of the cu-
mulonimbus described in the foregoing section
even though its occurrence was prior to the
start of TOMACS. It was regarded as an iso-
lated heat thunderstorm, and produced a lo-
calized intense precipitation at around Zoshi-
gaya in the central Tokyo, resulting in a sud-
den increase in the flow in sewerage to kill five
workers in it. It propagated at a very small
mean speed of ∼ 0.9 m s−1toward the north-
east between 1139 and 1255 JST.

For this deep case, triple-Doppler wind re-
trieval was made from 1139 to 1255 JST, ex-
cept for at 1217 and 1236 JST, at which wind
fields were derived from dual-Doppler recov-
ery as in section 3.

a. ATMOSPHERIC CONDITIONS

Fig. 4: System-relative airflow (arrows) and
vertical wind fields (shading) at the 0.5-km (up-
per panel) and 4.5-km (lower panel) heights at
1945 JST. Wind vectors are plotted every other
grid points. Vertical wind fields are contoured
at 3 m s−1intervals, and updraft and downdraft
regions are shown in red and blue, respec-
tively. The arrows labeled “C” and “N” indicate
the system motion and the direction of north,
respectively. A rectangle of red dashed line is
the portion, where mean wind shown in Fig.
12 is computed. A line AB in the 4.5-km height
is the position of a vertical cross-section in Fig.
5.

The active cumulonimbus occurred over the
central Tokyo under high pressure. The sur-
face wind analysis based on the meso-surface
network data indicated that the central Tokyo
was located in a weak convergent zone at
larger scale because a stationary front pass-
ing around the Bay of Tokyo was analyzed in
surface weather maps from 0300 to 1800 JST



Fig. 5: Structure of airflow and reflectivity in
a vertical cross-section along line AB in Fig.
4. Arrows are vector representation of system-
relative horizontal and vertical wind compo-
nents, and are drawn such that each arrow is
parallel to the stream line at each point. Re-
flectivity is indicated by shading at 7-dBZ inter-
vals. The system motion in this vertical cross-
section is close to 0 m s−1. The position of
the cumulonimbus is indicated by a solid bold
arrow.

Fig. 6: Time changes in vertical profiles of
mean updrafts in the updraft core of the cu-
mulonimbus from 1905 to 2042 JST. The red,
green, and blue lines are for the developing
(from 1905 to 1922 JST), mature (from 1927
to 1956 JST) , and decaying stages (from 2002
to 2042 JST), respectively.

on this day. The sounding data at 0900 JST
at Tateno indicated that a convectively unsta-
ble layer extended from the surface to about

2-km height. From this sounding data, LNB
was located at about 170-hPa height, LCL was
at about 0.2-km height, and CAPE was about
1400 J kg−1 . No presence of cold air at 500-
hPa height was shown in a weather map.

b. MEAN PPI IMAGE AND 5-MINUTE PRE-
CIPITATION

Figure 7 shows a mean reflectivity field in
PPI image. It depicts that a heavy rainfall is
very localized as indicated by a small extent
of large reflectivities in red color correspond-
ing to 45 – 52 dBZ. Indeed, surface precipi-
tation recorded at an observation point by the
Tokyo Metropolitan Government near the ac-
cident point in the sewerage shows a large
amount of rainfall (Fig. 8). This figure implies
an occurrence of a very intense rain rate in a
short period of time because rainfall amount
between 1145 to 1200 JST was turned into
hourly rainfall of as much as 84 mm.

Fig. 7: As in Fig. 2, except for PPI of
the Haneda radar at an elevation angle of
1.5◦between 1133 and 1236 JST. The location
of Zoshigaya is pointed by an arrow. Echoes
enclosed by a dashed blue oval are associated
with daughter cells.

c. AIRFLOW STRUCTURES

Figure 9 exhibits system-relative and verti-
cal wind fields in the horizontal cross-sections
at 0.5- and 8.5-km heights at 1205 JST, at
which the cumulonimbus was considered to be
in mature stage, and had maximum updrafts
at middle heights. At the 0.5-km height, con-



Fig. 8: 5-minute precipitation observed at
Toshima observation point. Accumulated rain-
fall was 42 mm from 1145 to 1230 JST. These
data are extracted from the accident report
published by the Tokyo Metropolitan Govern-
ment (2008).

vergent flow pattern is identified. This airflow
pattern was observed up to the 3-km height.
At the 8.5-km height, the updraft region dom-
inated in the cumulonimbus, and an updraft
core was well analyzed. The horizontal dimen-
sion of the updraft core was about 5 km. Air-
flow and reflectivity fields in a vertical cross-
section along a line CD in this figure are shown
in Fig. 10. The echo top reached about 15-km
height, and very large updrafts are confined in
a narrow region in the cloud. The easterly in-
flow toward the cumulonimbus was present at
low levels below the 3-km height. Reflecting
weak vertical shear, the majority of updrafts di-
rected almost vertically.

Figure 11 shows time change in the mean
updraft in the updraft core of the cumulonim-
bus. The mean value was computed in the
same manner as in the previous shallow case.
The updrafts at heights ≥ 10 km may be con-
taminated relatively large errors. In contrast to
the shallow cumulonimbus, maximum updrafts
were very large to be 15 – 20 m s−1between
7- and 10-km height interval. This figure also
implies a rapid development of updrafts from
1150 to 1205 JST. The intense updrafts did not
last long time, unlike the shallow case, and it

Fig. 9: As in Fig. 4, except for the cumulonim-
bus on Aug. 5, 2008 at the 0.5-km (upper
panel) and 8.5-km (lower panel) at 1205 JST.
A line CD in the lower panel is the position of
a vertical cross-section in Fig. 10.

weakened soon after 1211 JST. The decay of
updrafts began from lower heights. Even in the
decaying stage, however, intense updrafts ex-
ceeding 10 m s−1were found at from 1217 to
1236 JST at upper heights between 7 and 9
km.

5. Discussion

The cumulonimbus on Jul. 5, 2010 was
characterized by shallowness, relatively weak
updrafts, and large reflectivities. It produced a
large amount of precipitation in the form of rain
in a limited area. This cumulonimbus lasted
at least for one hour and forty minutes. This



Fig. 10: As in Fig. 5, except for the Aug. 5,
2008 cumulonimbus along a line CD in Fig. 9.
The arrows are plotted every other grid points
in the vertical direction.

Fig. 11: As in Fig.6, except for the Aug. 5,
2008 cumulonimbus. Numbers in the figure
show the time of wind recovery in JST. Wind
fields at upper heights at 1139 and 1145 JST
are not well determined because the cumu-
lonimbus was in early developing stage.

long lifetime may be, in part, attributed to the
upshear tilting of updrafts as depicted in Fig.
5 and continuous low-level inflow of the Bay of
Tokyo. Upshear tilting updrafts are shown from
Figs. 5 and 12. The mean magnitude of ver-
tical shear from these two profiles in a height
interval between 2 and 5 km was 3.7 × 10−3

s−1.
Its shallowness and weak updrafts are very

different character relative to those of the very

Fig. 12: Vertical profiles of Doppler-derived
mean horizontal wind component in the direc-
tion parallel to the system-relative wind direc-
tion at the 0.5-km height at 1945 and 1950 JST
in the domain depicted in Fig. 4. Nagative val-
ues indicate the wind components toward the
northwest.

active deep cumulonimbus on Aug. 5, 2008
characterized by strong updrafts exceeding 10
m s−1at middle heights. Such strong updrafts
seem to be a common character to most of
vigorous deep cumulonimbi because Doppler
wind synthesis of several cumulonimbi, in and
near Tokyo Metropolitan, producing high rain
rates exceeding 30 mm per 30 minutes or hail
revealed that all of them had strong updrafts
exceeding 10 m s−1at a 1-km horizontal res-
olution. Based on the results of the present
study, the magnitude of updrafts at middle
heights in the updraft core may be used as a
measure for diagnosing vigorous cumulonimbi
for most cases, it is, however, not applied to
the unique cumulonimbus on Jul. 5, 2010.

6. Conclusion

A unique cumulonimbus, occurring on Jul.
5, 2010, observed during a project “TOMACS”
was analyzed, mainly by means of multiple-
Doppler wind synthesis using data from rou-
tinely operated Doppler radars by the Japan
Meteorological Agency. It was unique in the
aspect that it produced a localized large amount
of rainfall regardless of its character of shal-
lowness and less intense updrafts when com-
pared to commonly observed active cumulo-



nimbi in and around Tokyo Metropolitan. Since
the occurrence frequency of this type of cumu-
lonimbus seems to be very rare in Japan, fur-
ther studies are needed for better understand-
ing of their structures and precipitation mech-
anisms.
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ABSTRACT

The  relationship  between  precipitation 
and  anthropogenic  aerosols  (black 
carbon),  in  the  largest  Amazon  City 
(Manaus in  Brazil),  was studied using 
one year of data from a S-Band ground 
radar combined with measurements of 
black  carbon  and  atmospheric 
thermodynamic  profiles.  The  principal 
result found was a strong indication that 
the  black  carbon  influence  on 
precipitation  is  dependent  on  the 
atmospheric  stability  degree. 
Depending on the combination between 
the period  of  the  year  (with  higher  or 
lower  black carbon concentration)  and 
the stability  degree,  it  was possible to 
separate  the  microphysical  and  the 
radiative effects.

1. INTRODUCTION

Biomass  burning,  as  occurs  in  the 
Amazon  Forest,  releases  to  the 
atmosphere  a  great  amount  of  black 
carbon,  which  could  potentially 
influence  the  cloud  formation, 
precipitation  and  the  radiation  budget 
(LIN et al., 2006). The knowledge of the 
aerosol  influence  on  cloud  and 
precipitation is extremely important and 
has been strongly explored in the last 
years.  Two  main  effects  are  well 
known:  Radiative  or  direct  and 
microphysical  or  indirect.  The 
characteristic  of  absorption  in  the 
visible  part  of  the  electromagnetic 
spectrum  enables  the  heating  of  the 
atmospheric layer and inhibits the cloud 
formation (KOREN et al., 2004), which 
is  the  radiative  effect,  caused  due  to 

atmospheric  stabilization  (KOREN  et 
al.,  2008).  The  microphysical  effect  is 
linked to the possibility of black carbon 
particles  become  cloud  condensation 
nuclei  (ACKERMAN  et  al.,  2000; 
ROBERTS  et  al.,  2001).  Then,  it’s 
expected  that  the  amount  of  cloud 
droplets  increase  with  the  number  of 
particulate material.

Accordingly to the results found in the 
literature  the  radiative  and 
microphysical  effects  could  affect  the 
nebulosity depending on the cloud type. 
For warm clouds it´s believed that both 
effects  act  together  in  a  way  to 
decrease  precipitation  and  cloud 
amount.  The  microphysical  effect 
increases the small  droplets  formation 
(ROSENVELD,  1999;  RAMANATHAN 
et al., 2001), affecting the coalescence 
(KAUFMAN  et  al.,  2005).  This  small 
droplets  could  evaporate  easily 
(ARTAXO et al., 2006), decreasing the 
cloud amount (KOREN et al, 2004) and 
precipitation  (ROSENFELD,  1999).  In 
other  hand,  the  aerosol  influence  on 
convective  clouds  seems  to  be 
different.  In addition to an increase of 
cloud fraction and precipitation (LIN at 
al.,  2006,  DUSEK  et  al.,  2006),  the 
electrical  activity  is  also  strengthened 
(GRAF, 2004, ALTARARZ et al., 2010). 
This behavior occurs mainly due to the 
microphysical  effect.  In  this  case  the 
small droplets could ascent to high level 
of  the  atmosphere,  reaching  the 
freezing level and releasing more latent 
heat,  which increase the updrafts  and 



strengths  the  convection  (LIN  et  al., 
2006; ROSENFELD et al., 2008).

The  objective  of  this  research  was  to 
start  to  explore  a  year  of  a  radar 
dataset for a city located in the core of 
the  Amazon  Forest,  Manaus-AM  in 
Brazil,  combined  with  insitu 
measurements  of  black  carbon.  This 
combination,  associated  with 
thermodynamic profiles,  enabled us to 
start  figuring  out  what  is  the  effect  of 
the  pollution  on  precipitation  in  the 
forest.

2. DATA AND METHODOLOGIES

We  used  a  dataset  from  a  Band-S 
Doppler  Radar  located  in  the  city  of 
Manaus-AM. A  Vertical  Profiles  of 
Reflectivity  (VPR)  technique  was 
applied  for  a  total  of  6248  radar 
samples,  following  Kirstetter  et  al. 
(2010). By the use of this technique it 
was possible to fix the bright band and 
extrapolate  the  radar  reflectivity  to  a 
plan at the same elevation of the radar, 
which was named as Constant Altitude 
Plan Position Indicator-Ground (CAPPI-
Ground).

In  order  to  determine  the  general 
behavior  of  precipitation  in  the  study 
area, as well as its relationship with the 
presence  of  aerosols,  an  index  was 
determined as follows:

( ) 100/_ 20 ∗TOTALdBZ NN=FractionRain  

Where,

N20dBZ is  the amount of  CAPPI-Ground 
pixels with a reflectivity equal or higher 
than 20 dBZ, and NTOTAL is the total of 
pixels in the area.

The  black  carbon  database  was 
obtained from the experiment European 
Integrated  Project  on  Aerosol  Cloud 
Climate  and  Air  Quality  Interactions 

(EUCAARI)  in  the  city  of  Manaus-AM 
during  2009,  totaling  15162  samples. 
Atmospheric  soundings  data  collected 
twice a day during 2009 in the city of 
Manaus-AM were also used. In order to 
obtain  the  stability  degree  of  the 
atmosphere  the  Convective  Available 
Potential  Energy  (CAPE)  was 
calculated,  following  the  equation 
below:

dz
Tv
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The last  dataset  to  be described  was 
the  topography  one.  This  data  was 
obtained  from  the  Shuttle  Radar 
Topography  Mission  (SRTM)  with  an 
original  resolution  of  90  meters 
(RODRIGUES et al., 2005). 

3. RESULTS

The first  results to be commented are 
related to two important characteristics 
of  precipitation  in  the  region: 
seasonality and topographic. The more 
intense precipitation rates were found in 
the  second  semester  (dry  to  wet 
period), which coincides with the higher 
CAPE  values  (Figure  not  shown). 
Although  the  region  do  not  presents 
high  topography  variation  (maximum 
around  160  m),  some  interesting 
features  were  observed.  It  was  found 
that during the dry period most of the 
precipitation  occurs  in  elevated  areas, 
in  other  hand,  for  the  first  semester 
(rainy  period)  the  precipitation  occurs 
nearly  homogeneously  around  the 
region (Figure not shown).

For  the  analysis  of  the  black  carbon 
influence  over  precipitation  two  main 
considerations  were  made.  The  first 
one  was  the  year  division  in  two 
periods,  one with  lower  and the other 
with  higher  aerosol  concentrations 
(which  coincides  with  rainy  and  dry 



periods,  first  and  second  semesters 
respectively). The second consideration 
was  to  analyze  the  black  carbon 
influence  for  different  atmospheric 
instability  degrees.  CAPE values were 
used to achieve this purpose. When the 
atmosphere  presented  a  value  less 
than 1400 J/kg it was considered stable 
and unstable when values greater than 
2600 J/kg were observed. Between all 
possible  combinations  the  aerosol 
effect  is  to  decrease  the  rate  and 
intensity of the precipitation (Figure 1), 
except  during  the  dry  period  when 
atmosphere  is  unstable  (Figure  2).  In 
this  situation,  the  black  carbon 
concentration influenced the increase of 
precipitation,  what  can  be  associated 
with  the  microphysical  aerosol  effect. 
For  the  other  combinations,  the 
radiative affect was dominant reducing 
precipitation. 

Figure  1  -  Mean,  standard  deviation 
and  number  of  samples  of  Rain 
Fraction  for  each  black  carbon  bin, 
during  the  dry  season  for  a  stable 
atmosphere.  The wet  season curve is 
similar but with smaller values of black 
carbon.

4. CONCLUSIONS

The results presented in this research 
are  an  indication  that  a  higher 
concentration  of  black  carbon  can´t 
determinate  itself  the  increase  of 

decrease  of  the  precipitation  in  the 
Amazon.  The  stability  degree  of  the 
atmosphere,  represented  by  CAPE  in 
this research, plays an important role in 
this  relationship.  In  atmospheres  with 
low  potential  to  convection  the  larger 
number of small droplets can´t ascend 
to  elevated  atmospheric  levels  and 
evaporates,  decreasing  the 
precipitation.  The  opposite  behavior 
happens  in  the  case  of  an  unstable 
atmosphere,  where  the  convection  is 
enhanced by a presence of a high black 
carbon concentration.  It´s  important  to 
comment  that  this  result  is  a  first 
attempt  to  infer  the  relation  between 
aerosol and precipitation in the Amazon 
with  the  presented  radar  and  insitu 
black  carbon  dataset.  Another 
approaches  can  and  will  be  done  to 
reach more details. 

Figure  2  -  Mean,  standard  deviation 
and  number  of  samples  of  Rain 
Fraction  for  each  black  carbon  bin, 
during  the  dry  season  for  a  unstable 
atmosphere.
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1. INTRODUCTION 

Aerosol particles act as cloud 

condensation nuclei (CCN) at water vapor 

supersaturations S (percentage of relative 

humidity minus 100%) that are relevant for 

atmospheric conditions(Dusek, Frank et al. 

2006). They could indirectly force climate 

through modification of cloud radiactive 

properties and precipitation efficiency 

(Albrecht 1989; Dusek, Frank et al. 2006). 

The perturbation of this balance by 

anthropogenic aerosols is currently one of 

the largest uncertainties in estimating global 

climate change (Furutani, Dall’osto et al. 

2008) (IPCC 2007). 

In order to a better understanding and 

produce more accurate predictive models of 

the global climate system, it is required for 

understanding of CCN activation properties. 

CCN activation of aerosols is therefore 

being studied intensively in laboratory and 

field experiments (Roberts, Andreae et al. 

2001; Giebl, Berner et al. 2002; Broekhuizen, 

Kumar et al. 2004; Lohmann, Broekhuizen 

et al. 2004; Dusek, Frank et al. 2006). 

Several earlier and recent studies have 

reported laboratory experiments of the CCN 

activity of aerosols consisting of relatively 

simple model chemical species such as 

(NH4)2SO4, NaCl, and organic molecules 

commonly detected in atmospheric aerosols 

(Giebl, Berner et al. 2002; Snider, Guibert et 

al. 2003; Matsunaga, Mochida et al. 2004; 

Zhang, Canagaratna et al. 2005; Wang, 



Collins et al. 2006; Shrestha, Barros et al. 

2010). In recent years, anthropogenic 

emissions of aerosol particles and 

precursors from Asia have increased 

significantly (Giebl, Berner et al. 2002; 

Snider, Guibert et al. 2003; Matsunaga, 

Mochida et al. 2004; Zhang, Canagaratna et 

al. 2005; Wang, Collins et al. 2006; Shrestha, 

Barros et al. 2010), and several researchers 

consider that anthropogenic aerosol 

particles have changed cloud microphysical 

and radiative properties (Anderson and 

Ogren 1998; Xu 2001; Liu, Xu et al. 2004; 

Zhang, Qin et al. 2004; Qian, Kaiser et al. 

2006; Sorooshian, Brechtel et al. 2006; Li, 

Xia et al. 2007; Deng, Tie et al. 2008; Rose, 

Nowak et al. 2010; Muller, Laborde et al. 

2011). To obtain an understanding of 

CCN-active atmospheric aerosols, field 

studies have been carried out. However, 

only few CCN measurements have been 

performed in Asia. No research has been 

carried out on CCN activation 

measurements at the top of Southeast 

China’s mountain, which altitude is the 

height of the cloud. 

Mts. Huangshan located in the southern 

part of the Anhui province, at the southern 

edge of the North China Plain. The air 

particulate matter from the Yangtze River 

Delta metropolis clusters (about 200 km to 

the northeast) is also easily transported to 

the site with the prevailing northeast wind 

(Pan, Kanaya et al. 2011). Within the 

“Program of Integrated Experiments of the 

Interactions between Aerosols and Cloud 

over the Southeast China”, we measured 

and characterized the CCN properties of 

aerosol particles in different height of 

Huangshan. In this manuscript, we focus on 

the results of the aerosol number size 

distributions and the size-resolved activation 

ratios. 

2. METHODS 

2.1 SAMPLING SITE 

From Aug. 20 to Sep 14 2011, 

measurements had been performed at the 

summit of Mt. Huang of the south of Anhui 

province, China (30.13oN, 118.15oE, 1840 m 

a.s.l.), about 380 km away from the East 

China Sea. Mt. Huangshan has a 

subtropical monsoon climate, which summit 

covered with cumulus or orographic cloud in 

rainy season. In addition to the 

measurements described here, the site is 

Huangshan National Reference 

Climatological Station. 

2.2 INSTRUMENTAL 



Size-resolved CCN efficiency spectra 

(CCN activation curves) were measured with 

a Droplet Measurement Technologies (DMT) 

streamwise thermal-gradient CCN counter 

(Roberts and Nenes 2005) coupled to 

Aerosol Generator and Monitor (AGM™ 

Model 1500) of MSP Corporation 

(http://www.mspcorp.com). The MSP’s DMA 

(Differential Mobility Analyzer) and CPC 

(Condensation Particle Counter) are similar 

to TSI’s instrument that reported by paper 

(Rodrigue, Dhaniyala et al. 2007). The CCN 

Counter (CCNC) was operated at a total 

flow rate of 0.5 L min−1 with a 

sheath-to-aerosol flow ratio of 10.  

Aerosol number size distributions were 

obtained by a scanning mobility particle size 

(AGM™ Model 1500) with a time resolution 

of three minutes. Prior to introduction into 

the AGM, ambient aerosol was dried using 

two dryers containing silica gel and a 

molecular sieve (mixture of 13X and 4A), 

then charged by an Electrical Ionizer and 

introduced into the DMA. The relative 

humidity (RH) inside instruments was below 

20%. The Electrical Ionizer (Model 1090, 

MSP Inc.) is similar to that produced by a 

radioactive ionizer, but without the use of 

radioactivity (http://www.mspcorp.com). The 

DMA sheath and sample flows were 3 lpm 

and 0.3 L min−1, respectively. The systems 

were carefully calibrated using Polystyrene 

Latex standards. 

The nearly mono-disperse dry aerosol 

particles with a diameter Dp,0 are selected by 

the differential mobility analyzer, 

subsequently measured number 

concentration of particle and cloud 

condensation nuclei, respectively. The 

NCCN/NCN ratios after the corrections above 

were fitted with the following equation (Rose, 

Gunthe et al. 2008). 

3 RESULTS AND DISCUSSION 

3.1. SIZE DISTRIBUTION MEASURED 

Figure 1 shows averaged number, 

surface area and volume size distributions 

for the entire sampling period. The surface 

area and volume distributions are computed 

assuming unit density spherical particles. 

The diameter range 0.15-0.95 μm for the 

number distribution is shown as an inset. 

The number size distributions present a 

unimodal shape. The max value of aerosol 

number concentration is appeared in the 

accumulation mode (133nm).  



 

Figure 1 Size distribution of particle number, 

surface and volume averaged over the 

sampling campaign at the Huangshan. 

Hourly average size distribution of 

number concentrations was used in the 

comparison. The diurnal variations of size 

distribution of number concentrations of 

particles during sampling period were 

presented in figure 2. In one day, the 

minimum number concentrations were 

appeared at 0:00-3:00, and then gradually 

increase. For main particles in Aitken nuclei 

mode from 0:00 to 11:00, while main peak of 

11:00 to 23:00 occurred at accumulation 

mode and higher number concentration, 

because that the transport of anthropogenic 

pollutants of terrestrial surface (TS) was 

responsible for the vertical uplifting of air 

masses from TS to the atmospheric 

boundary layer (ABL). The dynamical 

processes of transport has delayed, 

therefore, the maximum appeared around 

13 o’clock.  

 

Figure 2 Average daily pattern of particle 

number concentration 

Summary statistics for the distribution of 

24-h average particle number concentration 

were showed in Figure 3. The number 

concentrations of all samples were in the 

orders of 103 cm-3. There were two times 

evidently change processes of variation of 

number concentration from high to low 

under different meteorological background 

conditions. The first higher value was 

appeared in August 20-24 while lower value 

from August 25 to September 2; the second 

higher value began in September 3 and 

ending at 6 then in September 9-12 lower 

value. In the second process, we had 

measured of the particle chemical 

composition and aerosol activation in the 



same period. 

 

Figure 3 Daily number concentrations during 

sampling period 

There was a high-pollution periods 

(September 3-6) and a clean periods 

(September 9-12), see figure 3. Analysis of 

the wind direct associated with “polluted” 

and “clean” periods indicate prevailing winds 

from north during polluted periods, while 

clean periods were associated with winds 

predominantly from the southeast (see 

figure 4). On a regional scale, northly winds 

are coming from the North China Plain, a 

heavily industrialized region with many 

plants to cause significantly anthropogenic 

emissions. The relative impact of local 

sources in the vicinity of the measurement 

site will vary with wind direction, but most 

significantly in terms of these ‘‘clean’’ versus 

‘‘polluted’’ scenarios. 
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Figure 4 wind direction diagram rose in 

“polluted” and “Clean” 

3.2 CCN ACTIVATION 

Figure 5 shows a representative 

example of averaged CCN efficiencies. The 

activation curves at different 

supersaturations are distinct. Particles 

smaller than 150 nm are rarely activated at 

supersaturation 0.1%, while 50 nm particles 

have activation ratios of 0.6 at 0.7% 

supersaturation. Most 150 nm particles 

activate more than 60% at all measured 

supersaturations.  

 

Figure 5 Average activation curves for 

different supersaturations 



Figure 6 shows the time series of the 

activation ratios for 50, 75, 110, 165 and 260 

nm particles at different supersaturations. At 

lower supersaturations and for smaller 

particles (<100nm), the activation ratios are 

close to 0, because the particles are too 

small to be activated. Particles larger than 

75 nm are mostly activated at 

supersaturations above 0.4%. It can be seen 

in figure 6 that the activation ratios is more 

50% for 265 nm particles at all 

supersaturations.  

 

Figure 6. Time series of the activation ratio 

during September 2011 

We selected pollution case on 

September 6, while clean case on 

September 10. In figure 6, the aerosol 

activation rations were roughly the same for 

all particles at lower supersaturations above 

0.1%, while higher activation ratios of 

pollution at other supersaturations and for 

smaller particles, e.g. 50, 75 and 110nm. 

Particles larger than 150 nm are mostly 

activated for pollution and clean at 

supersaturations above 0.2, 0.4 and 0.7%. 

 

4. CONCLUSIONS 

An investigation of activation properties 

of aerosol at a high elevation site of 

Huangshan was performed from August to 

September, 2011. The average of number 

size distributions presented a unimodal 

shape in submicron particle at the top of 

huangshan. Because of the vertical uplifting 

of air masses from TS to the ABL, the 

diurnal variations of size distribution of 

number concentrations of particles, 

appeared higher number concentration after 

noon, during sampling period. CCN 

activation spectra presented activation ratio 

increased, accompanied by particle size and 

supersaturation increased. A variety of air 

mass types were sampled; polluted air 

coming from North China Plain tends to 

have higher concentrations of particles and 

contains significant amounts of 

anthropogenic matter and higher activation 

fraction (CCN/CN). 
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1. INTRODUCTION 

The heterogeneous nucleation 
involving ice nuclei (IN) has a pivotal role in 
the precipitation formation and radiation 
balance.  IN directly impact the ice number 
concentration. IN is particularly important in 
mixed phase clouds where balance between 
the ice and liquid phase is sensitive to the 
presence of ice number concentration 
(Korolev and Field, 2008).  Ice nuclei 
representation in the GCMs is based on 
temperature (Fletcher, 1962) for predicting 
ice nuclei concentration or using an 
empirical relationship between ice nuclei 
concentration and ice supersaturation 
(Meyers et al., 1992) or based on hybrid 
formulation as proposed by Cotton et al. 
(1986).  Based on the data obtained from 
continuous flow diffusion chamber (CFDC), 
Meyers et al. (1992) established an 
exponential relationship between ice nuclei 
concentration (activated by deposition-
condensation freezing mode) and ice 
supersaturation which is reasonably 
independent of temperatures between -7OC 
and -20OC. Predicted ice nuclei 
concentration from these measurements 
exceeds values predicted by the Fletcher’s 
approximations by as much as one order of 
magnitude at temperature warmer than -
20oC. The impact of changing from modified 
Fletcher’s approximation to the new 
deposition-condensation-freezing model of 
nucleation produced higher concentrations 
and more mass of pristine ice  at 
temperatures warmer than -20oC. Meyers 
parameterization for ice nucleation is widely 
used in the cloud models. 

 
DeMott et al (2010) has shown that 

the concentration of ice nuclei active in 
mixed-phase cloud conditions can be 
related to the temperature and the number 
concentration of particles larger than 0.5 µm 

in diameter. When implemented in global 
climate models, the new parameterization 
strongly altered cloud liquid and ice water 
distributions compared to the simple, 
temperature-only parameterizations.  

 
Current study is oriented towards 

better understanding of role of ice nucleation 
in monsoon clouds by developing and 
implementing new parameterization scheme 
based on unique observations of ice nuclei 
over Indian region during the monsoon 
season. Ice nuclei samples were collected 
onboard the aircraft used for Cloud Aerosol 
Interaction and Precipitation Enhancement 
Experiment (CAIPEEX).  Based on ISCCP 
observations, Pai and Rajeevan (1998) 
showed that cloud radiative forcing is 
strongly correlated with changes in high 
clouds over tropical Indian Ocean.  The 
presence of large amount of high clouds and 
large optical depth of these clouds results in 
large negative net cloud radiative forcing in 
the Asian monsoon region during June to 
September (Rajeevan and Srinivasan 2000; 
Sathiyamoorthy et al 2004). High clouds are 
predominant over Indian monsoon region 
(Tang and Chen, 2006). The recent 
reanalysis products over the Indian region 
also illustrate that the high clouds impose a 
significant cloud radiative forcing over the 
monsoon region (Urankar et al., 2012).   

 
2. OBSERVATIONS 

 
A Thermal Gradient Diffusion 

Chamber (TGDC) was designed and built 
for operation inside the cold room (see 
Figure 1a). Ice nuclei can be activated 
(Figure 1b) by deposition-condensation-
freezing mode inside the chamber 
depending on the processing temperature 
and supersaturation w.r.t. water and ice. 
Aerosol samples were collected on 
hydrophobic filters (Sartorius PTFE- filters, 



pore size of 0.45 µm) onboard the CAIPEEX 
instrumented aircraft over different 
geographical locations and altitudes.  The 
TGDC is used to determine the IN 
concentrations from samples collected 
during CAIPEEX. An empirical relationship 
can be built between ice nuclei 
concentration and ice superstation. Detailed 
information on the CAIPEEX experiment 
and sample of first results has been 
presented by Prabha et al (2011) and 
Kulkarni et al (2012). The aircraft was 
instrumented with several cloud physics and 
aerosol instruments, such as cloud droplet 
probe (CDP; Droplet Measurement 

Technologies DMT for cloud droplet size 
distributions  in 30 bins between 2  and 50 
µm,  and  derived parameters include liquid 
water content (LWC), droplet effective 
radius, cloud droplet number concentrations 
(CDNC), mean volume radius, etc), Aircraft 
Integrated Meteorological Measurement 
System (AIMMS for air temperature, relative 
humidity, and winds), DMT CCN Cloud 
condensation nuclei (CCN) counter for CCN 
concentration, Passive Cavity Aerosol 
Spectrometer Probe (PCASP for size 
distribution, effective radius and 
concentration).  

 
 

 
 

Figure  1a.  TGDC 
 

 
 

Figure 1b. Activated Ice Nuclei on the filter paper 
 
 

 
 



The ice nuclei concentration is highly 
variable spatially as well as temporally. 
Meyers(1992) parameterization scheme is 
based on the observational data over 
specific geographical location and does not 
contain any observations over the monsoon 
region. No intensive observations of ice 
nuclei are available over India which is 
having large geographical variation and 
spatial distribution of aerosol particles. 
CAIPEEX provided a good platform to make 
such observations.  
 

3. MODEL SETUP 
 

Advanced Research Weather 
Research and Forecasting model (ARW) 
version 3.3 (Skamarock et al. 2007) is used 
in our study. ARW is a nonhydrostatic 
mesoscale model. We have followed similar 
configuration for the ideal case setup as 
used by Morrison and Milbrandt (2010) and 
similar to the standard ideal case of super 
cell storm, where no radiative transfer and 
surface fluxes parameterization were used. 
Horizontal and vertical turbulent diffusion is 
based on 1.5 order turbulent kinetic energy 
scheme. This case uses open boundary 
condition at lateral boundaries. The grid 
spacing is 2 km and has a domain size of 84 
km x 84 km and 41 vertical levels. 
Initialization sounding used is same as the 
one of Weisman and Klemp (1982; 1984) 
and the shear layer extends to 7 km. The 
precipitable water is 4 cm, CAPE is 2758 
Jkg-1, LCL pressure is 854 hPa and 
temperature is 16 OC. The convection is 
triggered with a thermal/bubble and 
integration is carried out for a period of 6 

hours.  In all the simulations we use 
Milbrandt and Yau (2005a, b) scheme 
implemented with some modifications in the 
recent ARW 3.3. We have chosen this 
scheme, after comparing different double 
moment schemes for a real case of deep 
convection. This scheme predicts both 
mixing ratio and number concentration and 
has hydrometeor categories of cloud liquid, 
ice, graupel, snow, ice and hail. The scheme 
does nucleation of droplets in strong 
updrafts which lead to the production of 
cloud liquid water at elevated layers of deep 
convective cases. Our emphasis was to test 
the ice nucleation scheme in such an 
environment where there is also cloud liquid 
water present at elevated layers. The 
presence of supercooled liquid in the deep 
convective clouds over Indian region during 
CAIPEEX was illustrated by Prabha et al 
(2011). Supercooled liquid was noted in 
deep convective clouds down to 
temperature of -37.5 oC in continental mixed 
phase clouds (Rosenfeld and Woodley, 
2000). 
 

4. RESULTS AND DISCUSSION 
 
4.1 ICE NUCLEI SAMPLES DURING 
CAIPEEX 
  

Samples were collected over several 
geographical locations as illustrated in 
Figure 2a and in Table I. These samples 
were analyzed in the TGDC. 

 
 
 

 



(a)
(b)

 
 
Figure 2. CAIPEEX IOP base locations during 2009 where ice nuclei observations are made (a) 
and ice nuclei observations during CAIPEEX compared with Meyers (1992) (b) 
 
Table I Location, coordinates and dates of sample collection during CAIPEEX 2009 
 
Location Coordinates Dates of sample  collection 

Hyderabad 17.22
 o

 N , 78.29
 o

 
E 

June- 10,11,16,17,18,19,20,21, 
August –14, 15, 16,18 
September-27, 28. 

Bangalore 12.59
 o
 N, 77.40

 o
 E June- 3,28;  2009 July – 6,7,8,13 

Pune 18.29
 o
 N, 73.5

 o
 E September – 16,17,23,24 

Bareilly 26.18
 o
 N, 81.2

o
 E July – 16,17,18,22,August – 

20,23,24,25. 

Guwahati 26.1
 o
 N, 91.45

 o
 E August – 27, 29, 30 

 
Figure 2b shows the ice nuclei observations 
over various locations over Indian region 
during monsoon. These observations 
showed relatively less values compared to 
the reported values in the literature (Demott 
et al., 2010) 
 
4.2 SIMULATION OF A SUPER CELL 
STORM 

The supercell simulation (default) 
was carried out for the default case with 
ARW model configurations and 
specifications as described above. The new 
ice nuclei parameterization was derived 

from the TGDC analysis of samples 
collected onboard the CAIPEEX aircraft. 
This parameterization is used in the ARW 
model and simulation (named as new 
scheme) is carried out for exact same 
configurations and initial conditions. Both 
simulations (default and new) showed no 
difference in the accumulated rainfall until 
250 min of integration. Differences started 
appearing after that period and enhanced 
with time. The spatial distribution of rainfall 
(Figure 4) and reflectivity (Figure 5) at 240 
min and at 360 min showed that there are 
differences in the spatial distribution of 



rainfall and reflectivity. These differences 
increase as integration progresses. One 
important aspect to note is that at 240 min, 
though there is no difference in the 
accumulated rainfall, the spatial distribution 

of rainfall and reflectivity are quite different. 
These differences are apparently 
contributed by the changes in the ice 
nucleation.  

 
Figure 3. Accumulated surface rainfall using the default and new  ice nucleation schemes. 
Difference between the two simulations is also indicated.  

(a) (b)

 
 
Figure 4. Spatial distribution of difference (in mm) in the surface rainfall between the new and old 
ice nucleation parameterization. The simulated fields at 240 min (a) and 360 min (b) of the super 
cell simulation are shown. 
 



(a) (b)

 
Figure 5.  Same as in Figure 3, but for difference in the simulated maximum reflectivity at 240 
min (a) and at 360 min (b) 
 

(d)

(b)(a)

(e)

(c)

(f)

 
 
Figure 6. Time averaged vertical distribution of number concentration of hydrometeors; cloud 
(NC), snow (NS), rain (NR), graupel (NG), ice (NI) and hail (NH) from default and new scheme for 
super cell storm 
 
The new scheme introduced an increase in 
the number concentration of cloud droplets, 
ice, snow and hail (Figure 6). Above 12 km 
there is an increase in the cloud liquid water, 

ice. Below this level, there is increase in hail 
number concentration, indicating that the 
production of supercooled liquid and ice 
crystals situated above produced hail. The 
increase in supercooled liquid in the upper 



levels (>12 km) is primary factor for 
increased hail in the new scheme. Thus it is 
clear that a change (decrease) in the ice 
nucleation can cause a significant change in 
the upper levels of super storm.  
Figure 7a, 7b and 7c gives time height 
distribution of cloud liquid, ice and hail water 
mixing ratio.  These results show that the 
storm matures at 125 minutes of integration. 
After 160 min storm weakens and the cloud 
liquid water and ice water in the new 
scheme is slightly higher (on average) than 

the default scheme.   
 
Ice water is noted only above 12 km. 
Production of more hail coincides with the 
joint presence and increase in supercooled 
liquid and ice at high levels of the storm.  
 
 
 
 
 

 
Figure 7a. Time height distribution of cloud water mixing ratio in the default and new scheme 
based simulations  
 

Figure 7b. Time height distribution of ice water mixing ratio in the default and new scheme based 
simulations  
 



 
Figure 7c. Time height distribution of hail mixing ratio in the default and new scheme  
 
 

Our results lead to similar 
conclusions as Lebo and Seinfeld (2011) on 
the effect of IN on the development deep 
convective clouds. In that study, increase in 
the IN number concentration on the 
dynamics of deep convective clouds is very 
small. The decrease in domain averaged 
cumulative precipitation was not statistically 
significant; however spatial distribution of 
precipitation was affected by small changes 
in ice nuclei concentration.  This is an 
important result in regard to the effect of 
new parameterization on deep convection. 
Especially the stratiform part of the cloud is 
influenced significantly. In the new scheme, 
graupel decreased and rainwater decreased 
subsequently in the decaying stage of the 
storm unlike in the default simulation. 
Morrison and Milbrandt (2010) showed that 
different approaches in treating graupel and 
hail in two different microphysical schemes 
produce distinct differences in storm 
structure, precipitation, and cold pool 
strength. The IN parameterization can 
indeed influence these processes indirectly 
in the mixed phase region.  

 
5. CONCLUSIONS 

 
A new parameterization was 

developed for the ice nucleation in the 
deposition-condensation-freezing mode for 

Indian region. First time unique 
observations of IN over the Indian continent 
during monsoon season are presented. 
These observations are used to develop ice 
nucleation scheme in mixed phase clouds 
which are abundant over the Indian region 
and contribute to precipitation.  

 
When the storm is well developed 

(especially in the convective part of the 
storm), supercooled liquid was enhanced in 
the upper regions (above 12 km). The 
accretion of supercooled water and 
production of more hail is seen in the 
simulation with new parameterization. The 
hail enhancement is a result of increased 
supercooled liquid at higher levels. In the 
warm region of the cloud, there is also an 
increase in cloud droplet number 
concentration. However, the net effect of 
these microphysical changes was not 
reflected in the surface rainfall.  

 
In the stratiform part of the storm, 

significant difference in the spatial 
distribution is noted as in several earlier 
studies emphasising that aerosol effects 
impact the spatial distribution rather than 
the precipitation amount (Khain et al., 2004; 
Teller and Levin, 2006; Khain and Lynn, 
2009; Lee and Feingold, 2010), depending 
on the type of cloud, thermodynamical 
conditions, etc.    



 
The importance of this work is 

paramount due to the fact that monsoon 
clouds principally high clouds contribute to 
the precipitation and cloud radiative forcing 
over Indian region. The dimming observed 
over the Indian region is largely explained 
by high cloud cover and unless these cloud 
processes (involving primarily ice) are 
understood, cloud-precipitation feedback 
will be erroneous in the numerical models 
used for monsoon rainfall prediction.  
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1 Introduction 

The purpose of the present study is to 
quantitatively evaluate the effect of 
hygroscopic seeding on surface rainfall 
from warm rain clouds. We developed a 
hybrid cloud microphysical model that 
incorporates a Lagrangian CCN (cloud 
condensation nuclei) activation model, a 
semi-Lagrangian droplet growth model, 
and an Eulerian spatial model for 
advection and sedimentation of droplets 
(Kuba and Fujiyoshi, 2006).  

This model can simulate the CCN 
activation process precisely so that the 
effect of a slight change in the initial cloud 
droplet size distribution due to hygroscopic 
seeding can be evaluated in detail. The 
model can also accurately calculate the 
consequent droplet growth through 
condensation and collision-coalescence as 
well as advection, size sorting, collision-
breakup, and sedimentation of drops in 
clouds, leading to a reliable estimate of the 
seeding effect on surface precipitation. 
The simulations for shallow convective 
and stratiform clouds with moderate 
continental background CCN were 
performed in Kuba and Murakami (2010). 

In this study, the simulations for shallow 
and deep convective clouds were 

performed to estimate the effect of cloud 
thickness on hygroscopic seeding. 

And this model was improved to simulate 
the field experiments. A hygroscopicity 
parameter  introduced by Petters and 
Kreidenweis (2007) was adopted to 
simulate the observed background CCN 
and seeding particles (salt micro-powder 
and hygroscopic flare) in real atmosphere. 
The results showed that hygroscopic 
seeing can be effective to increase rainfall 
amount in the limited cases (cloud 
thickness, background CCN, amount and 
chemical component of seeding particles). 
And relationship between changes in 
number concentration of cloud droplets 
and in surface rainfall amount due to 
hygroscopic seeding was studied in detail. 

 

2 Model description 

The hybrid microphysical cloud model was 
developed to accurately estimate the 
number concentration and size distribution 
of cloud droplets and the effect of CCN on 
cloud microstructures (Kuba and Fujiyoshi, 
2006). The activation of CCN and initial 
condensational growth are computed in a 
Lagrangian particle framework using a 
parcel model. The solute effect of CCN is 
taken into account even after the 



 

activation. Because the maximum 
supersaturation experienced by an air 
parcel is estimated accurately, the number 
of cloud droplets that can be activated is 
also estimated accurately. This method 
precludes numerical diffusion of the 
droplet size distribution. A time step of 
0.05 s is adopted for the parcel model to 
calculate CCN activation and the 
consequent condensational growth of 
droplets. This hybrid cloud microphysical 
model also uses a two-moment bin 
method based on that of Chen and Lamb 
(1994) to calculate condensation and 
coalescence growth with a semi-
Lagrangian particle framework and to 
calculate sedimentation and advection 
with an Eulerian spatial framework. The 
cloud droplet size distribution estimated by 
the parcel model is used as the initial 
cloud droplet size distribution for the two-
moment bin method. This method to 
provide the initial cloud droplet size 
distribution seems to be preferable to 
previously used methods in which 
activated droplets were added to the first 
bin (Morrison and Grabowski, 2007; 
Grabowski and Wang, 2009) or distributed 
to bins assuming some size distribution 
shapes (Tzivion et al., 1994; Reisin et al., 
1996). Details of the model have been 
reported by Kuba and Fujiyoshi (2006). 

The present study made the following 
improvements to the hybrid microphysical 
cloud model of Kuba and Fujiyoshi (2006). 
To properly estimate multi-coalescence in 
one time step, two schemes are used. 
One is a general stochastic coalescence 
scheme for rare lucky coalescence 
between droplets, and the other is a 
continuous coalescence scheme for 
frequent coalescence of a large drop and 
numerous small droplets (numerous small 
droplets are evenly shared by large drops) 
following the method reported in the 
doctoral dissertation of Dr. Jen-Ping Chen 
(1992). We distinguish rare lucky 
coalescence and frequent coalescence 
using the predicted frequency of collision 
in one time step. If the predicted frequency 
of collision between one particle in the i-th 
bin and smaller particles in the k-th, (k+1)-
th, ...., and i-th bins in one time step is 1 or 

less, a general stochastic coalescence 
scheme is used to calculate the growth of 
particles in the i-th bin by coalescence with 
particles in the k-th, (k+1)-th, ...., and i-th 
bins. If the predicted frequency of collision 
of one particle in the i-th bin and smaller 
particles in the first, second, ...., and i-th 
bins in one time step is larger than 1, a 
continuous coalescence scheme is used 
to calculate the growth of particles in the i-
th bin by coalescence with particles in the 
first, second, ..., and (k-1)-th bins. If only 
the general stochastic coalescence 
scheme is used, a very short time step 
such as 0.01 s is needed to avoid 
underestimation of coalescence growth 
caused by the neglect of multiple 
coalescences. This method using both 
continuous and stochastic schemes with a 
time step of 3.0 s leads to the same 
results as the method using only the 
stochastic scheme with a time step of 0.01 
s (not shown here). However, in this study, 
a 0.5 s is adopted for the time step of bin 
method considering other conditions. We 
use 73 bins to express a range of radii 
(from 1 m to 4 mm) for activated cloud 
droplets and raindrops. In addition, we 
adopt the coalescence efficiency proposed 
by Seifert et al. (2005) and a breakup 
scheme based on that of Feingold et al. 
(1988) to estimate the collision-breakup of 
raindrops.  

 

3 Numerical experiments 
The kinematic framework of this study is 
based on that proposed by Szumowski et 
al. (1998) to test the warm rain 
microphysical model. The kinematic cloud 
model prescribes an evolving flow and 
performs 2-D advection of temperature 
and water variables (domain: 9 km x 3 km, 
dx and dz: 50 m, dt: 3 s). The flow pattern 
shows low-level convergence, upper-level 
divergence, and a narrow updraft located 
in the center of the domain. The 
magnitude, vertical structure, width, and tilt 
of the flow through the central updraft are 
all prescribed using simple analytical 
functions. This kinematic framework with a 
microphysical scheme predicts temporal 
and spatial evolution of water vapor, 
hydrometeors, and potential temperature 



 

explicitly by using the prescribed flow field 
and initial and boundary conditions of 
water vapor content and potential 
temperature. The advection scheme is a 
modified version of that of Smolarkiewicz 
(1984). The bulk microphysical scheme 
incorporated in Szumowski’s original 
model is replaced with our hybrid 
microphysical model (Kuba and Fujiyoshi, 
2006). This simple model cannot estimate 
the effect of microphysical processes 
(hydrometeor loading and latent heat 
release due to condensation and 
evaporation) on dynamics. The effect of 
change in microphysical processes 
caused by differences in CCN will be 
studied in future work. However, the model 
can estimate the effects of CCN on the 
cloud microstructure and raindrop 
formation. Therefore, this model is suitable 
for estimating the effect of hygroscopic 
seeding on warm rain formation from the 
microphysical viewpoint. Figure 1 shows 
the wind field at the time of peak updraft 
velocity for the shallow convective cloud 
case (a) and the deep convective cloud 
case (b). Figure 2 shows the vertical 
profile of updraft velocity at each time for 
the shallow convective cloud case (red 
line) and the deep convective cloud case 
(green line). 

Kuba and Takeda (1983), Cooper et al. 
(1997), Feingold et al. (1999), and 
Saleeby and Cotton (2004) showed that 
giant CCN have the greatest effect on the 
precipitation efficiency of warm rain clouds 
in cases with numerous small background 
CCN. 

When low concentrations of smaller-sized 
CCN are present, adding giant CCN 
results in a slight decrease in rainfall, 
suggesting that almost all rainwater is 
produced by coalescence among cloud 
droplets formed on smaller-sized CCN. On 
the other hand, when high concentrations 
of small CCN are present, adding giant 
CCN leads to a modest increase in rainfall 
amount, suggesting that rainwater is 
produced mainly from coalescence 
between small cloud droplets formed on 
smaller-sized CCN and large droplets 
formed on giant CCN (Kuba and Fujiyoshi, 
2006). Preliminary numerical experiments 

using our hybrid microphysical cloud 
model also suggested that hygroscopic 
seeding cannot increase warm rain when 
the number concentration of background 
CCN is low (the size distribution of 
maritime background CCN used in 
preliminary numerical experiments is 
shown by the red line in Fig. 3). Therefore, 
it is assumed that CCN for the non-seeded 
case (reference case) consist of high 
concentrations of small particles like a 
continental case or polluted case. To 
clearly estimate the role of seeding 
particles, the number concentration of 
giant CCN is assumed to be very small 
(e.g., the number concentrations are 2.0 e-
5 cm-3 for CCN larger than 1 m in radius 
and 5.0 e-7 cm-3 for CCN larger than 5 m 
in radius). The chemical composition of 
these CCN is assumed to be NaCl. The 
CCN size distribution for the non-seeded 
case (background CCN) is shown by the 
green line in Fig. 3. We use 181 classes to 
express the range of radii from 0.009 to 9 
m for background CCN. Figure 4 shows 
cloud water in the non-seeded case for 
shallow and deep convective clouds at 15 
min. Seeding is assumed to begin 5 min 
after cloud initiation below the cloud base. 
Seeding durations are 10 min. Seeding 
material is assumed to micro-powder 
(NaCl) with a log-normal size distribution.  
Mode radius of the size distribution is 0.5 
m or 2 m (mode radius of blue line in 
Fig. 3 is 2 m). 

 

4 Results of numerical experiments 

Figure 5 shows temporal change in 
accumulated surface rainfall averaged 
over the domain for the shallow convective 
cloud case. Mode radius of seeding 
particles is 0.5 m (Fig.5a) or 2 m 
(Fig.5b). A black solid line shows non-
seeded case with continental backgrond 
CCN. For seeded cases, micro-powder 
with five different amounts are seeded. For 
reference, non-seeded maritime cloud 
case is also shown by a black broken line. 
For cloud seeding with 0.5m-mode-radius 
micro-powder (Fig.5a), black (non-seeded), 
red (amount of seeding particles is 5.5e-4 
gm-3,180 cm-3) and green (1.1e-3 gm-3, 



 

360 cm-3) lines show that rainfall increases 
with increasing the amount of seeding 
particles. But blue (2.8e-3 gm-3 , 900 cm-3), 
pink (5.5e-3 gm-3 , 1800 cm-3) and light 
blue (1.1e-2 gm-3, 3600 cm-3) lines show 
that larger amount of seeding particles 
make rainfall amount smaller. On the other 
hand, for cloud seeding 2m-mode-radius 
micro-powder (Fig.5b), rainfall increases 
with increasing amount of seeding 
particles (see red line; 5.5e-4 gm-3 and 2.5 
cm-3, green line; 1.1e-3 gm-3 and 5.0 cm-3, 
blue line; 2.8e-3 gm-3 and 12.5 cm-3) and 
saturates at the seeding amount of 5.5e-3 
gm-3 (25 cm-3) shown by pink line.  

Figure 6 is the same as Fig. 5 but for deep 
convective cloud. Note that scale of 
vertical axis is four times as large as that 
of Fig. 5 because deep convective cloud 
produces much larger rainfall amount than 
shallow convective cloud does. Black solid 
and broken lines show non-seeded 
background case and maritime CCN case. 
The difference is small and it means that 
rainfall efficiency of deep cloud is not 
sensitive to CCN number concentration.  
Red, green and blue lines show seeded 
case. They show that seeding is not 
effective to increase rainfall from deep 
convective cloud. 

Figure 7 shows relationship between the 
changes in accumlated surface rainfall 
averaged over the domain for 60 minutes 
and in cloud droplet number concentration 
near the cloud base due to micro-powder 
seeding for shallow convective cloud (a) 
and deep convective cloud (b). Cloud 
droplet number concentration near the 
cloud base for non-seeded case (  ) is 
about 500 cm-3 at 6 minutes and about 800 
cm-3 at 12 minutes. Mode radius of 
seeding particles is 0.5m (   ) or 2.0 m 
(   ). When particles with 0.5 m-mode 
radius are seeded for shallow convective 
cloud (Fig.7a), cloud droplet number 
concentration decreases and rainfall 
increases with increasing the amount of 
seeding particles (        ).  It suggests that 
competition effect works. But too much 
seeding leads to an increase in cloud 
droplet number concentration and a 
decrease in rainfall (      ). When particles 
with 2.0 m-mode-radius are seeded, 

small decrease in cloud droplet number 
concentration and an increase in rainfall 
(        ) suggest that raindrop embryo effect 
works. Seeding a large number of ultra 
giant particles leads to very low number 
concentration of cloud droplets and a large 
increase in rainfall. It seems that both rain 
drop embryo effect and competition effect 
work. Even for the heavily seeded cases 
where cloud droplet number 
concentrations are less than those for 
maritime CCN case, rainfall amount is 
smaller than maritime CCN case. In these 
cases, almost all cloud droplets are fomed 
on seeded giant particles. This situation 
does not have an advantage over maritime 
CCN case in rainfall production. This is 
discussed by using Fig.8 in detail. 

 For deep convective cloud case (Fig.7b), 
rainfall amount is not sensitive to cloud 
droplet number concentration. It means 
that hygroscopic seeding is not effective 
for deep convective clouds. 

In Fig.7a, the cloud seeded with 2m-
mode-radius micro-powder, which has 
almost the same cloud droplet number 
concentration as maritime cloud has 
(surrounded by red circle), has smaller 
rainfall than maritime case.  Figure 8 
shows cloud droplet size distributions in 
these cases.   Cloud droplet number 
concentration of seeded case shown by 
green line (backgroud CCN + 2m-mode-
radius seeding particles) is smaller than 
background CCN case shown by red line, 
and almost the same as maritime case 
shown by purple line. For reference, the 
case of maritime CCN without giant 
particles (it means a part of red line up to 
1m in Fig.3) is shown by blue line. In 
cases shown by green, purple, ane blue 
lines, the cloud droplet number 
concentrations and mode radii are almost 
the same. At 1200m above the cloud base 
(Fig.8a), seeded case has largest number 
concentration of small rain drops (about 50 
m in radius) because of large number of 
giant seeding particles. Difference 
between blue and purple lines is caused 
by the difference in number concentration 
of giant CCN.  At later time and higher 
level (Fig.8b), number concentration of 
rain drops larger than 200 m is smallest 

1 

2 



 

in the seeded case. Small number of CCN 
leads to many rain drops even if there are 
not giant CCN. Too many small rain drops 
can not produce large rain drops because 
of severe competition for coalescence 
growth with smaller cloud droplets. These 
results suggests that not only cloud droplet 
number concentration but also cloud 
droplet size distribution is important for 
rain drop production 

 

5 SUMMARY 

This study examined the effects of 
hygroscopic seeding on warm rain clouds 
using a hybrid cloud microphysical model 
combining Lagrangian, semi-Lagrangian, 
and Eulerian frameworks. The hybrid 
cloud microphysical model can accurately 
estimate the effect of CCN on cloud 
microstructure. The simulation results 
suggest the following conclusions 
regarding hygroscopic seeding of warm 
rain cloud in moderate continental air 
masses. 

 

1. Appropriate amount of micro-powder 
with 0.5m-mode-radius to increase 
rainfall from shallow convective cloud 
is about 1.1e-3 gm-3 (360 cm-3). 
Decrease in cloud  droplet number 
concentration due to competition effect  
leads to an increase in raifall amount.  
Seeding more particles decreses 
rainfall. 

2. Appropriate amount of micro-powder 
with 2.0m-mode-radius to increase 
rainfall from shallow convective cloud 
is about 5.5e-3 gm-3 (25 cm-3). Both 
competition effect and raindrop embryo 
effect make rainfall amount  larger. 

3. For deep convective cloud case, 
rainfall amount is not sensitive to cloud 
droplet number concentration, and 
hygroscopic seeding is not effective to 
increse surface rainfall. 

4. Seeding a large amount of micro-
powder with 2.0m-mode-radius 
cannot make rainfall amount larger 
than that from maritime shallow 
convective cloud even though cloud 

droplet number concentrations of 
seeded shallow convective cloud 
become less than those in the 
maritime cloud 

 

Acknowledgements 

The authors sincerely thank Ryohei 
Misumi of the National Research Institute 
for Earth Science and Disaster Prevention 
(NIED), who supplied FORTRAN code for 
the breakup process. This study was 
carried out as a part of the Japanese 
Cloud Seeding Experiments for 
Precipitation Augmentation (JCSEPA) 
funded by the Ministry of Education, 
Culture, Sports, Science and Technology, 
Japan, under the Special Coordination 
Funds for Promoting Science and 
Technology. 

 

References 

Chen, J. -P.: Numerical simulation of the 
redistribution of atmospheric trace 
chemicals through cloud processes,  Ph.D. 
dessertation, The Pennsylvania State 
University, 343 pp., 1992. 

Chen, J. -P. and Lamb, D.: Simulation of 
cloud microphysics and chemical 
processes using a multicomponent 
framework. Part I Description of the 
microphysical model, J. Atmos. Sci. 51, 
2613-2630, 1994. 

Cooper, W. A., Bruintjes, R. T., and 
Mather, G. K.: Calculations pertaining to 
hygrospic seeding with flares, J. Appl. 
Meteor., 36, 1449-1469, 1997. 

Feingold, G., Tzivion, S., and Levin, Z.: 
Evolution of raindrop spectra. Part I: 
Solution to the stochastic collection / 
breakup equation using the method of 
moments, J.Atmos.Sci., 45, 3387-3399, 
1988. 

Feingold, G., Cotton, W. R., Kreidenweis, 
S. M., and Davis, J. T.:  The impact of 
giant cloud condensation nuclei on drizzle 
formation in stratocumulus: implications for 
cloud radiative properties,  J. Atmos. Sci., 
56, 15, 4100-4117, 1999. 



 

Grabowski, W. W. and Wang, L. -P.: 
Diffusional and accretional growth of water 
drops in rising adiabatic parcel: effects of 
the turbulent collision kernel, Atmos. 
Chem. Phys., 9, 2335-2353, 2009. 

Kuba, N. and Takeda, T.: Numerical Study 
of the effect of CCN on the size 
distribution of cloud droplets. Part II. 
Formation of large droplets, J. Meteor. Soc. 
Japan, 61, 3, 375-387, 1983. 

Kuba, N. and Fujiyoshi, Y.: Development 
of a cloud microphysical model and 
parameterizations to describe the effect of 
CCN on warm cloud, Atmos. Chem. Phys., 
6, 2793-2810, 2006.  http://www.atmos-
chem-phys.net/6/2793/2006/ . 

Kuba, N. and Murakami, M.: Effect of 
hygroscopic seeding on warm rain clouds 
– numerical study using a hybrid cloud 
microphysical model, Atmos. Chem. Phys., 
10, 3335-3351, 2010. http://www.atmos-
chem-phys.net/10/3335/2010/ 

Morrison, H. and Grabowski, W. W.: 
Comparison of bulk and bin warm rain 
microphysics models using a kinematic 
framework, J. Atmos. Sci., 64, 2839-2861, 
2007 

Petters, M. D. and S. M. Kreidenweis: A 
single parameter representation of 
hygroscopic growth and cloud 
condensation nucleus activity. Atmos. 
Chem. Phys., 7, 1961-1971, 2007. 

Reisin, T., Tzivion, S., and Levin, Z.: 
Seeding convective clouds with ice nuclei 

or hygroscopic particles: A numerical 
study using a model with detailed 
microphysics, J. Appl. Meteorl., 35, 1416-
1434, 1996. 

Saleeby, S. M. and Cotton, W. R.: A large-
droplet mode and prognostic number 
concentration of cloud droplets in the 
Colorado State University Regional 
Atmospheric Modeling System (RAMS). 
Part I: Module descriptions and supercell 
test simulations, J. Appl. Meteor., 43, 182-
195, 2004. 

Seifert, A., Khain, A., Blahak, U., and 
Beheng, K. D.: Possible effect of 
collisional breakup on mixed-phase deep 
convection simulated by a spectral (bin) 
cloud model,  J. Atmos. Sci., 62, 1917-
1931, 2005. 

Smolarkiewicz, P.K.: A fully 
multidimensional positive definite 
advection transport algorithm with small 
implicit diffusion. J.Comput.Phys., 54, 325-
362, 1984. 

Szumowski, M. J., Grabowski, W. W., and 
Ochs III, H. T.: Simple two-dimensional 
kinematic framework designed to test 
warm rain microphysical models, Atmos. 
Res., 45, 299-326, 1998. 

Tzivion, S., Reisin, T., and Levin, Z.: 
Numerical simulation of hygroscopic 
seeding in a convective cloud, J. Appl. 
Meteor., 33, 252-267, 1994. 

 



 

 

       

 

Figure1. The wind field at the time of peak updraft velocity at 15 min for the shallow 

convective cloud case (a) and for the deep convective cloud case (b). 

 

 

Figure 2 Vertical profile of updraft velocity at 5 min. (a), 15 min. (b), and 25 min. (c) for the 
shallow convective cloud case (red line) and the deep convective cloud case (green line). 

 



 

               

Figure 3. Size distributions of the background CCN (green line), salt micro-powder with 2m-

mode-radius (blue line), and maritime CCN (red line). Total number concentrations of 

background CCN and maritime CCN (r > 0.01 m) are 1000 and 100 cm-3.    

 

 

 

Figure 4. Cloud water content (g kg-1) at 15 min. for non-seeded cases. (a) Shallow 

convective cloud. (b) Deep convective cloud. 

 



 

 

Figure 5. Temporal change in accumulated surface rainfall averaged over the domain for the 

seeded and unseeded shallow convective clouds. Mode radius of seeding particles is 0.5 m 

(a) or 2 m (b). A black solid line shows unseeded case with continental background CCN. 

For seeded cases, five different amounts of salt micro-powder are seeded: 5.5e-4 (red), 

1.1e-3 (green), 2.8e-3 (blue), 5.5e-3 (pink), and 1.1e-2 (light blue) gm-3. For reference, 

unseeded maritime cloud case is also shown by a black broken line. 

 

 

 

Figure 6. Same as Fig.5 except for deep convective cloud case. 

 

 



 

 

 

 

Figure 7. Relationship between the changes in accumulated surface rainfall averaged over 
the domain for 60 minutes and in cloud droplet number concentration due to micro-powder 
seeding for shallow convective cloud (a) and deep convective cloud (b).      

shows  non-seeded case .       shows seeded case with 0.5m-mode-radius particles. 

shows seeded case with 2.0m-mode-radius particles.        shows non-seeded maritime 
CCN case. 

 

 

 

Figure 8. Cloud droplet distributions at 1200 m above cloud base at 15 min.(a), and at 1700 
m above cloud base  at 16 min. (b).   

Red line; unseeded case (background CCN) 

Green line; seeded case (mode radius of seeding particles is 2 m) 

Purple line unseeded maritime case 

Blue line unseeded maritime case without giant particles.  
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1. ABSTRACT  

 
Several hole-punch clouds were 
observed simultaneously over Helsinki, 
Finland on 5th November, 2011, in a 
supercooled liquid layer at an altitude 
of 7.5 km. Based on the observations 
by vertically-pointing Doppler cloud 
radar, Doppler lidar and scans from the 
Dual-polarisation C-band weather 
radar at the Kumpula campus, we posit 
a mechanism that can provide ice 
nuclei in sufficient quantities: 
intermittent fallstreaks from higher 
cirrus layer. Interaction between a 
higher cirrus layer (8-11 km) and a 
lower mixed-phased layer 1 km deep 
(supercooled layer at 7.5 km with ice 
falling up to 1 km below) was noted in 
the cloud radar Doppler velocity 
spectra, where the velocity distribution 
of the falling ice from the cirrus layer 
broadened, then shifted to faster falling 
velocities after encountering the 
supercooled liquid layer. 

 
2. INTRODUCTION 
 
Formation of holes in the clouds is a 
result of glaciation (e.g. Pedgley, 
2008): the presence of ice nuclei in a 
super-cooled liquid layer can produce 
large numbers of ice crystals which 
grow rapidly by deposition of water 
vapour in the supersaturated 
conditions. This growth is maintained 
at the expense of evaporation of liquid 
droplets, causing a gap to form in the 
cloud, and the heavier ice crystals 
falling in visible streak below the liquid 
layer. However, ice nuclei are not 
normally present in high enough 
concentrations in the atmosphere to 
cause glaciation. It is thought that ice 
nuclei originate via rapid freezing of 
water when an aircraft passes through 
the liquid layer (Westbrook and 

Davies, 2010; Heymsfield et al., 2010, 
2011). However, our observations with 
Doppler and weather radars, 
accompanied by Doppler lidar and 
radiosounding profiles, suggest 
another mechanism that can provide 
ice nuclei in sufficient quantities; 
intermittent fallstreaks from cirrus 
layers above, analogous to the seeder-
feeder mechanism for enhanced 
orographic precipitation. 
 
3. METHODS 

 
The observations were obtained from 
vertically-pointing Doppler cloud radar 
(Mira 35 GHz, METEK GmbH), 1.5 µm 
wavelength Doppler lidar (Halo 
Photonics, Pearson et al., 2009) and 
scans from the Dual-polarisation C-
band weather radar at the Kumpula 
campus (60.12°N, 25.58°E) 5 km 
north-east from the city centre of 
Helsinki, Finland. Radiosounding 
profiles at Jokioinen, ca. 110 km north 
of Helsinki, and satellite images from 
NOAA AVHRR, provided supporting 
evidence. In addition, several human 
observers took photos of hole-punch 
clouds in and around the Helsinki 
Metropolitan area.  
 

4. RESULTS AND DISCUSSION   
 
The Doppler cloud radar and Doppler 
lidar indicate the existence of three 
cloud layers on 5th of November (Fig. 
1): a) a liquid stratocumulus cloud 
layer with a base at 0.5 km (visible in 
both radar and lidar), b) a mixed-phase 
altocumulus cloud between 6.3-7.3 km 
with the supercooled liquid layer at the 
top, and c), a cirrus layer at 8-11 km.  
 
The radiosounding profile suggests 
that conditions for cirrus-ice formation 
were suitable at about 10 km (relative 



humidity close to 100% with respect to 
ice), as seen in the cloud radar 
reflectivity factor and Doppler velocity 
image (Fig. 1). Initially, evaporation of 
falling ice limited the layer-depth to a 
kilometer or so, later on the fallstreaks 
began to extend to 3 km or more.  
 

 
Figure 1. Doppler cloud radar profiles 
of reflectivity factor (upper panel), 
Doppler velocity (middle panel) and 
spectral width (lower panel) measured 
on 5th of November in Helsinki, 
Finland. 
 
The radiosounding also displayed a 
region at about 7.3 km with almost 
100% relative humidity with respect to 
water. A liquid layer was present at this 
level throughout much of the day, with 
ice virga precipitating below to about 
6.3 km. Small amounts of ice were 
continuously produced, but the liquid 
layer was stable and continually 
replenished, until the increasing 
intensity of ice produced in the cirrus 
layer above provided a new direct 
source of ice nuclei. Rapid glaciation 
took then place, as seen in Fig. 1 from 
16.00-16.30 UTC. By late evening, the 
cirrus layer was producing enough ice 
to cause complete glaciation of any 
liquid.  
 
The glaciation mechanism was clearly 
evident in the Doppler velocity spectra 

of the radar at and below the liquid 
layer at 7.3 km. The vertical velocity 
distribution seen in the ice falling from 
the cirrus layer broadened 
considerably, before shifting towards 
larger terminal fallspeeds, on passing 
through the supercooled liquid layer. 
 
In addition, images from the NOAA 
AVHRR satellite captured small holes 
in the cloud deck above southern 
Finland. Members of the public also 
observed several simultaneous holes 
in the supercooled liquid layer in 
locations where the low-level 
stratocumulus layer was broken or had 
dissipated, as in Helsinki city center. 
Photos of the phenomenon were also 
published in local newspapers (e.g. 
blogit.hs.fi/saa/2011/11/05/aukkoja-
pilvessa/). 
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1. INTRODUCTION 
 

Aerosol particles with soluble and in-
soluble materials produce ice crystals 
through homogeneous and heterogene-
ous freezing nucleations in upper tropo-
sphere. Their physicochemical nature 
and number concentration affect the 
properties of ice cloud, such as albedo, 
coverage and life time, which have an 
effect on the radiative forcing of ice cloud. 

The variety of different IN types and 
their scarcity complicates the measure-
ment and simulation of heterogeneous 
ice nucleation. In addition, heterogene-
ous nucleation can occur via several dif-
ferent mechanisms (deposition, immer-
sion, condensation, and contact freezing). 
Although some of the mechanisms have 
been investigated with numerical models 
(e.g., Khain et al., 1999), our knowledge 
of them is still not sufficient. 

Contact, immersion, and condensa-
tion freezing involve liquid droplets and 
are therefore the most commonly ac-
cepted ice nucleation mechanisms in 
supercooled liquid clouds. According to 
Hoose et al. (2010), immersion freezing 
by mineral dust is found to be the domi-
nant ice formation process, followed by 
immersion and contact freezing by soot 
from a global climate model implemented 
with an ice nucleation parameterization 
based on classical nucleation theory. 

In order to fully understand immersion 
and condensation freezing of soot and 
mineral dust, it is important to know the 
ability of the aerosol particles as not only 

IN but also CCN. We investigated size 
distribution, activated fraction of CCN, 
hygroscopicity parameter (κ), and acti-
vated fraction of IN (as a function of 
temperature and supersaturation with 
respect to water) of the artificially gener-
ated pure soot and mineral dust particles 
in our laboratory. In this paper, we report 
on the CCN ability of the soot and mineral 
dust particles, and present the simulation 
results using a parcel model implemented 
with the κ-Köhler theory and using the 
measured values (CCN size distribution 
and hygroscopicity parameter (κ)) which 
are the initial value for the model. The 
results of IN ability will be also reported in 
a companion presentation by Tajiri et al. 
in this conference. 

 
2. EXPERIMENTAL METHOD 
 

The CCN abilities of soot and mineral 
dust particle were investigated by meas-
uring the activation spectrum, hygrosco-
picity parameter (κ), and droplet size dis-
tribution (DSD) activated on particles in a 
cloud condensation nuclei counter 
(CCNC).  

The soot particle was generated by 
graphite spark type generator (PALAS 
Inc., Model GNP2000). The morphology, 
organic carbon to elemental carbon ratio, 
and optical properties of the same type 
generator were comprehensively ana-
lyzed in AIDA studies (Saathoff et al., 
2003; Schnaiter et al., 2003) 

Certified Asian mineral Dust (CAD) 
and Arizona Test Dust (ATD) were dis-
persed by the rotating brush type dis-
perser (PALAS Inc., Model RBG1000). 
The CAD was produced by Nishikawa et 
al. (2000) to reference Asian mineral dust. 
Detailed information was provided by 
their paper. They demonstrated that the 
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mineral composition of the CAD particles 
and Asian mineral dust aerosols collected 
in Japan (Osaka Pref., Kagoshima Pref., 
and Yamaguchi Pref.) were very similar in 
elemental composition and claimed that 
CAD is an appropriate reference material 
for Asian mineral dust aerosol particles. 
The ATD is available from Powder Tech-
nology Inc. (Minesota, USA) as a refer-
ence material, which can be used in other 
labs for comparison of results and meth-
ods of IN measurements. Detailed infor-
mation was presented in Möhler et al. 
(2006). 

The generated and dispersed parti-
cles were stored in an aerosol buffer tank 
(1.4 m3 volume) via two cyclones (50% 
cutoff diameter 2.5 μm and 1.0 μm), and 
then supplied to aerosol instruments. 

The activated fractions of the soot, 
CAD, and ATD were determined by 
measuring CCN concentrations with the 
CCNC (DMT Inc., Model CCN-200) and 
CN concentrations with Condensation 
Particle Counter (CPC). The CCNC is a 
continuous-flow thermal-gradient diffu-
sion chamber for measuring aerosols that 
can act as cloud condensation nuclei. 
Particles (Dp > 0.75 μm) large enough to 
be detected by built-in optical particle 
counter (OPC) of the CCNC are counted 
as CCN. The CCNC measured CCN 
number concentrations and size distribu-
tions of droplet from 0.75 μm to 10 μm.  

A differential mobility analyzer (DMA, 
TSI Inc., Model 3080), CCNC, and CPC 
were used for measuring hygroscopicity 
parameter (κ). The particles classified by 
DMA were simultaneously measured with 
CPC and CCNC. The activated fraction of 
the particles (Nccn/Ncn) was calculated 
from the concentrations of CN (Ncn) and 
CCN (Nccn), and the supersaturation 
was increased in a stepwise manner, the 
critical supersaturation was then deter-
mined to be the supersaturation at which 
a minimum of 50% of the particles acti-
vated as cloud droplets. The critical su-
persaturation as a function of dry particle 
diameter was obtained from each classi-
fication for particle diameter. Details of 

this procedure have been described by 
Koeler et al. (2007) and Rose et al. 
(2008). 

 
3. RESULTS 
 

The size distributions of the dispersed 
soot, CAD, and ATD particles are shown 
in Fig. 1. These size distributions were 
measured with a scanning mobility parti-
cle sizer (SMPS, TSI Inc., Model 3936). 
The soot, CAD, and ATD particles pre-
pared for the present experiments have a 
peak diameter of 100, 350, and 300 nm, 
respectively.  

Figure 2 depicts the activation spectra 
of the soot, CAD, and ATD particles. The 
ratios of Nccn/Ncn were 0.001, 0.8, and 
0.5 at SS = 0.2% and 0.4, 0.9, and 1.0 at 
SS = 0.8%, respectively. The soot particle 
prepared for the present experiments was 

 
Figure 1 Size distributions of the soot, 

CAD, and ATD particles measured with 
SMPS. 

 
Figure 2 Activation spectra of the soot, 

CAD, and ATD particles as a function of 
supersaturation with respect to water. 
Each dot indicates the mean value av-
eraged over 1min. 



not efficient as CCN. The CAD and ATD 
particle were efficient as CCN.  

Figure 3 indicates the relationship 
between critical supersaturation and the 
dry diameter for soot, CAD, and ATD par-
ticles. The mean κ-value of soot, CAD, 
and ATD was 0.006, 0.014, and 0.017, 
respectively. 

In the κ-Köhler theory, the κ-value of 
the particle indicates its hygroscopicity. 
Once the κ-value was known, the activa-
tion and subsequent condensation 
growth of the particle could be calculated. 
To simulate such processes, the parcel 
model of Chen and Lamb (1994) was 
modified to include the κ-Köhler theory 
instead of the classical Köhler theory 
(Yamashita et al. 2011). Figure 4 show 
that DSDs activated and grown in the 
supersaturation column of the CCNC, 
where SS are set to 0.4 (soot and CAD) 
and 0.5% (ATD). In the case of soot 
(κ=0.006), there was a difference be-
tween the calculated and measured 
DSDs. The difference was especially 
large at large diameters. Although the 
reason of the difference is not clear, a 
possible reason is considered to be an 
uncertainty in the size measurement with 
for the soot particles. As the morphology 
of the soot particles is an aggregate 
made of finer particles, the size of them 
may be underestimated by the SMPS. 
For the CAD (κ=0.014) and ATD 
(κ=0.017), the calculated DSDs were 
consistent with the measured ones. Alt-
hough the model needs to be improved, it 
shows a reasonable performance.  
 
4. MODEL SIMULATION OF 

ADIABATIC EXPANSION FOR THE 
SOOT AND MINERAL DUST 
PARTICLE 

 
This section presents the results of 

the parcel model simulation where the 
measured value (CCN size distribution 
and hygroscopicity parameter (κ)) are 
used as the initial value.  

In the simulation, the initial air tem-
perature and pressure were set to 15 °C 

 
Figure 4 DSDs activated and grown in the 

supersaturation column of CCNC, 
where SS are set to 0.4 (soot and CAD 
case) and 0.5% (ATD case). The grey 
line is the lognormal distribution fitted 
to the measured dry size distribution. 
Triangles are DSDs measured with 
CCNC, black lines are DSDs calculat-
ed by the parcel model implemented 
with the κ-Köhler theory. 

 
Figure 3 Theoretical (solid lines) and 

measured (marks) critical supersatura-
tion as a function of dry diameter for 
soot, CAD, and ATD. 



and 1000 hPa, respectively. The parcel is 
adiabatically lifted at 1 ms-1. The initial 
CCN size distribution was the lognormal 
distribution fitted to the measured dry 
particle size distribution (see Fig. 4). The 
total concentration was set to constant 
(300 cm-3).  

Figure 5 shows time series of pres-
sure, temperature, RHw, RHi, and droplet 
number concentration. The temperature 
at the lifting condensation level (LCL) is 
-10.3 °C. The maximum RHw for soot, 
CAD, and ATD simulation was 101.9, 
101.3, and 101.2%, respectively. Since 
the water vapor was not efficiently con-
sumed through the condensational 
growth of the low hygroscopicity particles 
until the onset of droplet activation, the 
maximum supersatuartion for the soot 
particles (lowest hygroscopicty in this 
study) was the highest. The RHi at LCL 
was about 111%, and then gradually in-
creased. 

The droplet number concentrations at 
the maximum supersaturation for soot, 
CAD, and ATD cases were 180, 265, and 
265 cm-3, respectively. About 60, 88, and 
88% of soot, CAD, and ATD particles, 
respectively, were activated.  

We also conducted some other sim-
ulations when the total CCN concentra-
tion was 1000 cm-3 and other parameters 
were same as those mentioned above. 
Although results are not shown here, the 
temperature at LCL is -10.3 °C, and the 
maximum RHw for soot, CAD, and ATD 
simulation was 101.5, 101.0, and 100.9%, 
respectively. These values are lower than 
those for lower CN concentration (300 
cm-3) case because of competition effect. 
The droplet number concentration at the 
maximum supersaturation for soot, CAD, 
and ATD case was 481, 803, and 813 
cm-3, respectively. About 48, 80, and 81% 
of soot, CAD, and ATD particles, respec-
tively, were activated. These values are 
also lower than those for the lower CN 
concentration (300 cm-3) case. These 
results are reasonable results reflecting 
cloud microphysical effects. 
 

5. SUMMARY 
 

Investigations of the CCN ability of 
the artificially generated soot and mineral 
dust particles were conducted. The mean 
hygrosocopic parameter κ for soot, CAD, 
and ATD is 0.006, 0.014, and 0.017. Us-
ing the mean hygroscopic parameters, 
their activation and subsequent conden-
sational growth in the supersaturation 
column of the CCNC were simulated by 
the validated parcel model. Although 
there was a difference between the cal-
culated and measured DSDs for soot 
case, the model shows a reasonable 
performance. Model simulations for adi-
abatic expansion were also conducted. 
From the simulation results, the model 
implemented with the κ-Köhler theory 
could simulate the liquid phase micro-
physics reflecting cloud microphysical 

 
Figure 5 Time series of (a) pressure and 

temperature, (b) relative humidity for 
water, (c) relative humidity for ice, and 
(d) number concentration of droplets 
between 5.0 μm and 100 μm in diame-
ter. 



effects. 
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1. INTRODUCTION 

It is accepted that the electrification 

of thunderstorms results from a charge 

separation process during rebounding 

collisions between ice particles in the 

presence of supercooled droplets (non-

inductive charging process). Based on their 

laboratory results, Saunders et al. (1991) 

proposed empirical equations for the sign 

and magnitude of the separated charge as a 

function of the effective water content EW 

and temperature T. During their laboratory 

experiments, the so-called 'anomalous 

zones' were established where for a given 

cloud temperature, the polarity of ice 

particles charging at low effective water 

content was opposite to the polarity at 

higher EW. Furthermore, in these zones the 

charge magnitude is considerably higher in 

comparison to the remainder of the charge 

separation domain. In Helsdon et al. (2001), 

due to the dominating role of the positive 

and negative anomalous zones on the 

overall charge structure of their simulated 

cloud case, it is proposed to diminish the 

charge magnitude in these regions by a 

certain percentage to reduce their effect on 

the results.  Mansell et al. (2005) reduced 

also the magnitude of separated charge at 

low EW. 

In Brooks et al. (1997) modifications 

of the equations in Saunders et al. (1991) 

for the separated charge to be presented as 

a function of cloud temperature and rime 

accretion rate RAR = EW.V, instead of EW 

are proposed. However, in their 

parameterization, the authors do not 

mention about the ‘anomalous zones’. 

Preliminary results in Tsenova et al. (2011) 

where the electrification of an idealized 

cloud case is simulated with the different 

existing parameterizations of non-inductive 

charging showed that the inclusion of the 

‘anomalous zones’ at low EW (or RAR) 

affect significantly the cloud charge 

structure. In the present study numerical 

simulations of an idealised cloud case are 

performed with MésoNH model with and 



without the ‘anomalous zones’, using 

parameterizations based on the effective 

water content EW (Saunders et al., 1991) 

and on the rime accretion rate RAR (Brooks 

et al., 1997) with the aim to determine to 

what extent including or not the anomalies 

may affect the simulated charge structures.  

 

2. NUMERICAL SIMULATIONS AND 

RESULTS 

The MésoNH code is a non-

hydrostatic mesoscale model which results 

from a joint development of Laboratoire 

d'Aérologie and Météo-France. In the model, 

the charge separation mechanisms are 

entirely due to non-inductive processes. 

Charges are separated during collisions 

between graupel and pristine ice crystals, 

graupel and snow/aggregates and between 

snow/aggregates and pristine ice crystals. 

The electric charges carried by each of the 

five hydrometeor categories (cloud and rain 

drops, ice crystals, snow, and graupel) are 

transported along the airflow and are 

exchanged according to the various 

microphysical mass transfer rates. A power 

law distribution of the individual charges as 

a function of the particle size is assumed. All 

the charging rates are obtained after 

integration over the particle size 

distributions.  

The parameterizations are based on 

laboratory data for the non-inductive charge 

transfer between rebounding ice crystals 

and graupel in the presence of cloud 

droplets. The charge separation values are 

calculated in the temperature range [−40°C, 

0°C], i.e. no charging is assumed below 

−40°C. The considered parameterizations 

are: 

- SAUNa — the parameterization 

based on the equations presented in 

Saunders et al. (1991), thereafter referred to 

SKM. According to these equations the 

charge transfer Q per separation event for 

graupel/ice crystal collision depends on 

crystal size d and relative velocity V 

following the equation: 

     Q = A daVbq(EW,T)       (1), 

where A, a, and b are constants 

depending on crystal size and graupel 

velocity and are tabulated in SKM, q is the 

charge determined from the experimentally 

derived equations linking EW and T for the 

positive and negative charging cases.  

There is no reduction of the magnitude of 

separated charge in the anomalous zones 

charging.   

- SAUNn – same as SAUNa, but 

without taking into account the charge in 

“anomalous zones” at low EW; instead, the 

charge is calculated by linear interpolation of 

data from closest zones. 

- BSMPn — the parameterisation is 

based on the equations presented in Brooks 

et al. (1997). According to these equations 

the charge transfer Q per separation event 

is given by: 

Q = A daVbq(RAR,T)       (2), 

 - BSMPa – same as BSMPn with 



included equations for the charge transfer in 

the “anomalous zones” as a function of 

RAR, with no reduction of the charging in 

these zones. 

The model was run using 

temperature and moisture profiles observed 

on July 19, 1981 during the Cumulus Co-

operative Precipitation Experiment near 

Miles city, Montana. The simulated cloud 

forms at 3.5 km AGL (about 5oC) and rises 

up to 12 km altitude (about -55oC). Charging 

in the simulated cloud occurs at 40 min 

model time (MT), about 5 minutes after the 

first graupel particles formation in the cloud. 

Figures 1 and 2 show the temporal evolution 

of the height of the maximum positive and 

negative total charge density obtained with 

SAUNa and SAUNn (Fig.1) and BSMPa and 

BSMPn (Fig.2). From the two figures it is 

visible that when the ‘anomalous zones’ are 

excluded from the two parameterizations 

(based on EW and on RAR) for non-

inductive charging, the simulated maximum 

negative total charge density is achieved 

above the maximum positive one (see 

bottom panels of the two figures), which is 

contrary to the conceptual picture of the 

distribution of charge based on the 

measurements in the real CCOPE cloud 

Dye at al., 1986.  

Considering the temporal evolution 

of the maximum positive and negative total 

charge densities obtained with the four 

parameterizations (figures 3 and 4), one can 

see that exclusion of the ‘anomalous zones’ 

leads to considerably lower values of 

maximum total charge densities.      

 

 
Fig.1. Temporal evolution of the 

height (in km) of the maximum positive (in 
red) and negative (in green) total charge 
density obtained with SAUNa (top panel) 
and SAUNn (bottom panel) 

 

 
Fig.2. Temporal evolution of the 

height in km of the maximum positive (in 
red) and negative (in green) total charge 
density obtained with BSMPa (top panel) 
and BSMPn (bottom panel) 



 

 
Fig.3. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) total charge density in nC/m3 
obtained with SAUNa (top panel) and 
SAUNn (bottom panel) 

 

 
Fig.4. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) total charge density in nC/m3 
obtained with BSMPa (top panel) and 
BSMPn (bottom panel) 

 

 
Fig.5. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) carried by graupel charge density 
obtained in nC/m3 with SAUNa (top panel) 
and SAUNn (bottom panel) 

 

Figure 5 shows that when SAUNn is 

used the graupel negative charging is much  

smaller when compared to the SAUNa case. 

It is the opposite for the positive charge 

density of snow particles which becomes 

considerably large when SAUNa is used 

instead of SAUNn (Fig. 7). When Brooks et 

al. (1997) equations are used, the inclusion 

of the ‘anomalous zones’ reverses graupel 

charging, i.e. graupel particles carry a 

negative charge in the BSMPa case and 

positive charge in BSMPn case (Fig. 6).  By 

symmetry, snow particles carry a positive 

charge when BSMPa is used but a negative 

one when BSMPn is used.  The pristine ice 

crystals are charged positively when SAUNa 

is used, while in the SAUNn case, these 

particles are charged negatively during the 



whole simulation (Fig. 9). The same is true 

when the BSMPn, versus BSMPa, 

parameterization is used (Fig.10).  

 

 
Fig.6. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) carried by graupel charge density in 
nC/m3 obtained with BSMPa (top panel) and 
BSMPn (bottom panel) 

 
 

 
Fig.7. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) carried by snow particles charge 

density in nC/m3 obtained with SAUNa (top 
panel) and SAUNn (bottom panel) 

 

 
Fig.8. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) carried by snow particles charge 
density in nC/m3 obtained with BSMPa (top 
panel) and BSMPn (bottom panel) 

 
 

 

 
Fig.9. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) carried by ice particles charge 
density in nC/m3 obtained with SAUNa (top 
panel) and SAUNn (bottom panel) 



 
Fig.10. Temporal evolution of the 

maximum positive (in red) and negative (in 
green) carried by ice particles charge 
density in nC/m3 obtained with BSMPa (top 
panel) and BSMPn (bottom panel) 

 

3. CONCLUSIONS 

The present study reports numerical 

simulations of an electrified deep convective 

case performed with MésoNH model. The 

simulations differ by considering or not, the 

‘anomalous zones’ of the SKM charging 

diagram. Two types of parameterizations are 

used; they are based on the effective water 

content EW (Saunders et al., 1991) and on 

the rime accretion rate RAR (Brooks et al., 

1997). Preliminary results show that the 

inclusion in the parameterization of the 

magnitude and sign of charge transfer rate 

at temperatures and EW (or RAR) 

corresponding to the ‘anomalous zones’: 

- tends to favour the formation of a 

positive dipole or ‘normal cloud charging’ in 

agreement with the field data analyses when 

SAUNa or BSMPa are used, while the 

dipole structure is inverted when SAUNn or 

BSMPn are used, 

- leads to an increase of the total 

charge density in the SAUNa and BSMPa 

cases in comparison to SAUNn and BSMPn 

respectively. 

Based on this one can conclude that 

the charge separation rate in the so-called 

“anomalous zone”, established by SKM has 

to be considered in the parameterization of 

the non-inductive charging rate in numerical 

models of electrified thunderstorms. 
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ABSTRACT. 

  

Analysis of the works that corroborate the 

existence of the warm storms (WS) shows 

that there are no enough reliable 

instrument observations of the WS. 

Moreover, even instrumental 

measurements carried by the great 

researchers in this sphere (D.R.Fitzgerald, 

H.R.Byers, B.Vonnegut, C.B.Moore, 

I.M.Imyanitov, I.M.Shwarts) that showed 

high values of the electric fields in warm 

clouds give rise to doubts, because the 

question of accuracy of aircraft 

measurements of electric field, particularly 

inside clouds, has not been solved till now. 

On the other hand we have carried a great 

number of aircraft experiments on the 

beginning of the convective cloud 

electrification. The experiments were 

carried in various climatic zones (from the 

north-west of Russia till subtropical zone 

of the Caucas and in Cuba), in different 

seasons and over different surfaces (plain, 

sea, mountains) [Mikhailovsky,1992]. We 

have established that till the cloud top 

have not exceeded the isotherm minus 80 

C (Russia) and minus 60 C (Cuba) any 

indication of charged particles in the cloud 

could not be recorded (field strength over 

cloud could not be distinguished from the 

back-ground values on the same altitude). 

Furthermore electrification wasn’t recorded 

till large particles inside supercooled part 

of the cloud could be recorded by the 

radar. Thus, the results our experiments 

and analysis of the articles about the 

"warm storms" bring us to conclusion that 

the thunderstorm processes in the clouds 

without ice particles - is a myth. 

 

1.INTRODUCTION 

 

The phenomenon of warm thunder-storms 

is one of paradoxes of modern physics of 

clouds. Today most of all contributors 

consider that the main role in electrifying 

clouds is played by an ice phase of a 

cloud. Alongside with it the possibility of 

existence of thunder-storms in clouds 

where are no conditions for existence of 

ice phase, is not denied by anybody, at 

least in publications, and till now is meat 

on pages of textbooks and monographs. 

When the authors in 70’s started in 

researches of electrifying the convective 

clouds, they following their teachers were 

sure that WS was though very rare, but 

the substantial phenomenon. Having 

worked in this area almost 30 years and 

having flown for this time more than 3000 

hours on various airplanes – labs the 

authors consider that this phenomenon is 



similar to riddles of “Bermuda triangle”, i.e. 

pseudo-scientific myth.  

One of the earliest testimonies of 

existence of a WS is the message by 

Foster, 1950. He wrote, that from aside of 

an airplane he observed rather frequent 

(interval of 9 -11 sec) discharges in 

completely exotic clouds of diameter 100 - 

150 meters and vertical extent about 1600 

m. When the zero isotherm at a level 4500 

m, the isotherm of 60C was on the altitude 

of 2400 m, i.e. mean gradient about 3 

degrees on kilometer was observed. One 

more example of the testimony of the 

eyewitness is the article by Pietrowski, 

1960. He, on the contrary, in thick 

(diameter 3км) cumulous clouds without 

rain (top was on the level of 3300 m, top 

temperature was 20C and vertical extent 

was 2500 m) also out of an airplane 

observed discharges with an interval 3 - 4 

sec. Michnowski, 1963 visually observed 

two lightning with an interval 3 minutes in 

a warm, on his sight, orographic cloud in 

mountains of Northern Vietnam. The 

vertical extent of the cloud was by his own 

estimation less than 1 km.  

These and other visually-subjective 

testimonies of existence of a WS cause 

many questions about 1) accuracy of 

definition of top boundary of a cloud and 

its temperature, 2) belonging of discharges 

to these small warm clouds, specially 

accounting the  circumstance, that the 

observations were carried in twilights or 

even at the night. It’s very important to 

understand in what stage the clouds 

discharges were observed – on the stage 

of growing or, on the contrary, on the 

stage of destroying of normal 

thunderstorm clouds. Gunn, 1956 on the 

basis of such separate testimonies of the 

random spectators has declared existence 

of WS. And despite of objections of some 

scientists [Appelman, 1957], this 

hypothesis began to be represented as 

established fact. The very large 

contribution in strengthening of positions 

of this hypothesis has been introduced by 

Moor C.B., Vonnegut B., 1960. But also 

after reading the papers by these 

undoubtedly great contributors of cloud 

physics, the same questions arise – how 

they determined the level of the top 

boundary of a cloud that was located on 

the distance of 50 km from them? As 

follows from our experience, in any version 

(by the radar or visually) the error of 1 - 2 

km is rather probable.  

Generalizing the above, we should state, 

that there is not any experiment on 

research of warm thunder-storms that was 

in detail described and used instrument 

methods of control. Moreover, since the 

seventies with increase of technical 

accuracy of experiments and requirements 

to reliability in general the papers on 

observations of a WS have not appeared. 

Despite of existing technical facilities of 

control of clouds and discharges the 

carrying out of observations of a WS was 

not serious problem. These investigations 

would either prove the possibility of WS 

without the ice phase or would state that 



WS is the consequence of experimental 

errors or differences in terminology. For 

example, large dissipating thundercloud 

on the decay stage could be taken as 

"warm cloud". Or "warm cloud" could be 

seeded with the ice particles out of anvil of 

a neighboring thunderstorm. 

As it will be in detail shown below, during 

detailed and careful researches of warm 

convective clouds we did not manage to 

detect even their slight electrifying. There 

was an inconsistency with previous results 

by I.M.Imyanitov, 1972, etc. The joint 

efforts made it possible to install that the 

high values of electrical fields in warm 

cumulus are a consequent of errors of 

measurements Е inside clouds. And it 

happened in the case when Imyanitov,  

was one of the best experts of that time in 

the world in measuring the parameters of 

atmospheric electricity. The 

measurements were carried out with the 

help of a system of aircraft flux meters, the 

deformation factors for sensors were 

determined in the flat electrostatic 

condenser and other methods. But even in 

these conditions the level of errors has 

remained to be very high. The technical 

and methodical support of aircraft 

measuring of E carried by the other 

contributors (D.R.Fitzgerald, H.R.Byers, 

1958, B.Vonnegut, C.B.Moore, 1961) at 

that time was even less reliable. It is 

enough to indicate that Moore and 

B.Vonnegut have utilized a collector 

method of measuring Е. And its limitations 

in comparison with measurements by flux 

meters are well-known. Allowing these 

circumstances it is necessary, apparently 

to recognize that high (about 1000 V/m) 

values of Е in warm cumulus, measured 

above mentioned contributors, are, most 

likely, consequent of errors of 

measurements [Mikhailovsky, 1992].  

Thus it turns out that we have no the 

authentic testimonies even of gentle 

electrifying of warm convective clouds, the 

more so of discharges. And on the 

contrary, as it will be shown below, we 

have the authentic testimonies of that 

absence. 

 

2.EXPERIMENTAL EQUIPMENT AND 
OBSERVATIONAL TECHNIQUE 

 

 Studies in Russia were carried on 

board of aircraft meteorologic laboratories 

(AML) IL-14, IL-18, AN-12, AN-26 and 

YaK-40. However, principal results were 

obtained in flights of the "Cyclone" AN-12  

(see Fig.1). 



 

 

Figure 1.   Equipment’s layout on the 

aircraft-lab AN-12 “Cyclone” #11530. 

1,2,3,5 – top, down, lateral and rear 

sensors of airplane electrical field meters, 

correspondently, 4  - tip  of active airplane 

charge compensator,  6- on-board 

meteorological locator 7 – on-board 

meteorological radar “Groza”(BMR), 8 - 

aircraft meteorograph, 9,10 – devices for 

explosive charges fifing, 11 – roller 

conveyer for free-flowing reagents. 

 

  AML outfitted with: 4 field mill 

sensors to measure the vector of electric 

field tension (E) and the plane self-charge 

(Q); an on-board meteorologic radar 

(BMR) sighting to nadir and yielding 

vertical radar cross-sections of cloud from 

above; instrumentation to measure 

temperature and humidity, and other 

instruments. Calibration of the field mills 

sensors was carried out in the laboratory 

standard condenser. Amplifier sensitivities 

were routinely controlled during the 

experiments using particular plates inside 

the sensors. Form factors were derived 

from the aircraft model, confirmed 

thereafter (by flights in the electrical fields 

of the earth or cloud or another aircraft, as 

well as from aircraft charge variations 

etc.). To reduce Q to zero special 

discharges were used. The sensitivity was 

controlled with special devices in the 

course of the experiments 

[Mikhailovsky,1992].  

 The aircraft radar calibration was 

also confirmed by results from 

experiments and by ground locators MRL-

2 and MRL-5 meteorological polygon in 

Turgoshi.  

 A positive direction of the vertical E 

component was chosen to be the one  

coinciding with the "fair weather E", that is 

from plus to minus downward.  

 Flying outside clouds and applying 

specially designed special techniques field 

mills were capable of measuring E within 

10 to 250000 V/m. Signals from top and 

down field meters were summarized by 

the analogue device using appropriate 

coefficients. Values Ez, Q, Eside, and Etail 

were tape recorded. The changing of E 

over a small isolate convective cloud was 

simple and smoothed and similar to those 



over a monopole charge or a dipole. 

Visual observations of clouds and their 

photographic imaging were also taken 

from board the AML. Visually the state of 

the top VST was defined to correspond to:  

1 - no crystallization, the top was 

completely water droplet - bright and 

brilliant, "gloria" was observed;  2 - start of 

crystallization, separate "jets" were 

observed;  3 - crystallization intensely 

developed, numerous jets were observed, 

the top was "torn" and "tousled";  4 - 

completely crystallized top - dull, flat, 

"false sun" was observed. Observation 

technique foresaw tracking of cloud during 

the whole of its life-span. Observations 

commenced at the Cu cong or Cu med 

stage, when the temperature at top of 

clouds was Tt > 0o C, Z < 0 dbZ, E=0 and 

ended when the cloud disintegrated. 

Single cell separate clouds were mainly 

chosen for such observations. We 

conducted measurements during 

successive step by step flies over the 

center top, 10 to 50 m above it, depending 

on the cloud development stage and its 

top height.  

 Thus the process of ECC is 

characterized by the E vector above cloud, 

formation of large ice particles 

(precipitation) - by cloud radar reflectivity 

Z. Having Tt and VST one may estimate 

the process of crystallization in the cloud, 

and by the increase of its top height, Ht 

judge on the cloud dynamics. A technique 

was specifically designed to measure 

charge structure inside the cloud by 

measuring vector E, but the first attempt of 

its application indicated that it should be 

further upgraded, and that the accuracy of 

measurements of the E vector should be 

additionally analyzed. The vertical 

component Ez appeared to be sufficient to 

provide the answers to questions stated 

above, that’s why for this task we used Ez 

to characterization the electric field of the 

cloud.  

 Investigations of electrification of 

the convective clouds (ECC) at Cuba were 

carried out in July - August 1991 by means 

of aircraft AN-26 and radar MRL-5 at 

meteopolygon Camaguey  (Cuba)              

[Mikhailovsky,1996,2000]. The aircraft was 

equipped with 2 field mills and microwave 

radiometer. It measured the vertical 

component of electric field E, beside the 

cloud on the level of zero isotherm, and 

liquid-water-content of the cloud W in the 

layer 0÷-150C. Two field mills were 

installed at the top and at the bottom of 

fuselage near the centriplain. They 

measured the vertical component Ez  of 

the electric field and the charge of the 

aircraft Q. Form factors were defined using 

the shape similarity of aircrafts AN-26, AN-

24, IL-14 and the special 

technique[Mikhailovsky,2000]. 

Liquid-water- content W in a tilted section 

of a cloud was determined by microwave 

radiometer with wavelenght 8 mm. It was 

maintained in a window on the left side of 

aircraft at an angle of 30 degrees. The 

technique of investigation of clouds with 

radiometer was described earlier 



(Koldaev, 1990). Radar MRL-5 with 

wavelenght 5 cm equipped with automatic 

system of processing information was 

placed in the center of meteopolygon 

(airport Camaguey). We could receive 

spase-and-time variations of reflectivity Z 

and select separate convective cells. 

  The technique was in step-by-step 

passes beside a cloud on the altitude of 

zero isotherm and in control of E,W. The 

studies began on the earlier stages of 

cloud's development (Tt > 0o C, E = 0 V/m, 

Z < 0 dbZ). The level of top Ht was 

determined visually on the earlier stages 

and by radar when Z > 0 dbZ. 

 

3.RESULTS AND DISCUSSION 

 

 The experiments were conducted 

at various latitudes (from Batumi up to the 

Leningrad area, Cuba), in a various 

season (since March till November), above 

various underlying surface (plains, sea, 

mountains). For the analysis the results 

more than 50 experiments above territory 

of the USSR (2 – over the Black Sea) and 

14 above territory of Cuba were utilized (4 

– over Caribbean Sea). 

 As it was indicated above our study 

technique in Russia envisaged observing 

the cloud through the whole of its life span. 

It was taken flies-over 10-50 m above the 

cloud top during the initial stages of its 

development. Under these conditions we 

took that the initial moment of ECC 

coincided in time with that fly-over, during 

which significant values of E were 

observed over the cloud, (E over the cloud 

exceeded the value of fair weather E on 

the same altitude by the factor of 3-5). A 

precondition to this was that no such 

values of E were recorded during the 

previous fly-over. Since we tried to start 

our observations during the stage when  

E= 0, such a regime was indeed available 

for most of the clouds. In experiments we 

established, that while the top of a cloud 

has not exceeded the isotherm –8 0C there 

were not observed the values of electrical 

field 10÷100 meters above the clouds that 

could be distinguished from background 

values at the same altitude and at the 

same accuracy of measurements. 

Moreover, the fields were not marked till in 

the supercooled part of a cloud there were 

no large particles that could be found out 

by an meteorologic radar (Z > 0 dbZ). 

Cloud parameters fixed in that fly-over 

were assumed to yield those of the start of 

ECC. 

 We received that: 

 -  ECC is not observed till Tt remains 

above -80C and is always observed if Tt 

drops below -220 C (see fig.2); 

- it is never observed if precipitation 

reflectivity below the cloud is lower than 0 

dbZ (Zr < 0 dbZ) while it is always 

observed if Zr > 40 dbZ.  

 Similar relations are found to relate 

ECC to the thickness of its supercooled 

part (dH) (see fig.3). As it follows from 

those relations the organized ECC starts 

only when the cloud reaches the stage of 

its development, at which large ice 



particles may appear inside the cloud (Tt < 

-80 C, Z > 0 dbZ, dH > 1.4 km) (see 

fig.2,3). 

 

 

 
Image 2. Experimental curve shows 

organized ECC probability (P) 

dependence  of  temperature of top 

boundary of cloud(Tt). Crosses(x) show 

overall number of flights (No) over the 

cloud with current Tt.  

 

 
Image 3. Experimental curve shows 

organized ECC probability (P) 

dependence of temperature of thickness of 

superecooled part of cloud(dHT<0). 

Crosses(x) shows overall number of 

flights(No) over the cloud with current 

dHT<0.  

 

Investigations of  the early stage of ECC in 

the tropics (Cuba) showed that the 

necessary conditions for onset of these 

clouds electrification were also the 

conditions for appearance of ice particles. 

We can see that the electrification of 

convective tropical clouds didn't occur until 

Tt > - 60 C, Z < 0 dbZ, dH < 1.0 km (see 

fig.4).  

 

 

 
 

Image 4. Experimental curve shows 

organized ECC probability (P) 

dependence of temperature of top 

boundary of cloud (Tt) in Cuba area. 

Crosses(x) show overall number of flights 

(No) over the cloud with current Tt.  

 

These conditions are similar to those 

obtained above for convective clouds in 

the former USSR and didn't verify the 

hypothesis of "warm thunderstorm". It 

should be marked that the electrification 

starts earlier in convective clouds over the 

sea then over the land. For example, 

according to the previous data the 

conditions for ECC in continental clouds 

for the territory of the former USSR are the 

following: Tt < -12 0C, Z > 0 dbZ, dH > 1.8 
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km, and for Cuba: Tt <-80C, Z > 0 dbZ, dH 

> 1.4km [Mikhailovsky,2000]. 

 

CONCLUSION. 

 Thus, results of own experiments 

(first of all!), the analysis of studies by the 

supporters of existence of warm 

thunderstorms, own experience and 

intuition cause us to think that 

thunderstorm processes or even simply 

the organized elecrification in clouds 

where is no ice phase is nothing but myth. 
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1. INTRODUCTION 
 
Multiannual aerosol and cloud 
observations from different satellite 
instruments are used to assess the 
impact of aerosols on convective cloud 
regimes over several semi-arid and 
arid land regions in Africa and Arabia. 
Satellite observations are from the 
MODIS on the Aqua satellite (including 
the “Deep Blue” aerosol retrieval), from 
SCIAMACHY and AATSR on 
ENVISAT (Kriebel et al., 2003; Holzer-
Popp et al., 2008) and from IASI on 
Metop (Klüser et al., 2011, 2012), all 
gridded into 1°x1°. The analysis 
regions cover the West-African Sahel, 
the Maghreb, the Karoo-Kalahari 
region of Southern Africa, the Arabian 
Peninsula  (Fig. 1) and observations 
include the years 2004-2009 (MODIS: 
all, ENVISAT: 2004-2008, IASI: 2009). 

 
Figure 1: Analysis regions and annual mean 
cloud water path for 2009 from MODIS. 
 
2. METHODOLOGY 
 
From these observations histograms of 
cloud microphysical properties are 
derived for different aerosol classes 
(background, moderate and heavy 

aerosol for total aerosol, mineral dust 
and fine mode aerosol). The IASI 
retrieval is sensitive to mineral dust 
only and also only ice cloud properties 
are derived, thus this sensor provides 
information about dust influence on ice 
clouds only. 
 

 
Figure 2: Cloud top temperature histograms 
from MODIS for Sahel total aerosol. 
 
Using cloud water path respective 
cloud top temperature (Fig. 2) of the 
background observations the cloud 
property histograms are projected to 
the respective background cloud state 
by calculating two-dimensional 
histograms as estimates of the 
probability density functions. This 
method allows for analysing histogram 
deviations from the background 
observable histogram without any 
additional seasonal subsetting, which 
would reduce the sample sizes for 
individual analysis. 
 
3. RESULTS 
 
For most regions and most aerosol 
types the so-called “Twomey-Effect” 
(Twomey, 1974) is clearly visible in the 



observations: droplet sizes are reduces 
under aerosol influence resulting in 
higher optical depth (Fig. 3). 
 

 
Figure 3: Deviation of liquid phase cloud 
effective radius from projected background 
conditions (for MODIS, Sahel total aerosol). 
 
This effect is observed for both, liquid 
water and ice fraction of the clouds. 
Also reduced cloud top temperatures 
and increasing cloud cover with 
decreasing droplet radius is observed 
in the majority of cases (the so-called 
“Albrecht-Effect”). Moreover the ice 
fraction is increased under aerosol 
influences significantly in almost all 
regions and for all aerosol types (Fig. 
4). The magnitudes of effects differ 
partly with aerosol type, although 
MODIS aerosol type identification has 
been shown to have very large 
uncertainties over land (Levy et al., 
2010). 
The relative decrease of droplet sizes 
is more effective in the liquid water 
fraction, reaching mean effective 
radius differences of down to -6.9±0.2 
µm. For those cases mean cloud 
optical depth is increased by up to 
7.2±0.2. 
On the other hand in the Karoo-
Kalahari region also increased droplet 
sizes under aerosol influence are 
observed. 
From the histogram analysis it is 
evident that the fraction of mid-level 
cloud is strongly increased in aerosol 
episodes (potentially plume top 
convection) while the large fraction of 

boundary layer clouds with very small 
droplets dominates the background 
sample. 
 

 
Figure 4: Regional mean deviations of ice 
water path versus liquid water path from 
background conditions for different aerosol 
subsets (MODIS observations). 
 
 
Detailed analysis of these results 
provides a mostly stable effective 
radius - optical depth deviation 
relationship, thus the majority of 
deviation magnitudes from different 
regions shows a very consistent 
picture. The same is true for the mean 
deviations from background 
observations of optical depth and cloud 
top temperature. For cloud cover and 
ice fraction (fraction of ice cloud cover 
to liquid phase cloud cover) the picture 
is not as clear, the observed aerosol 
effects of these variables show a 
strong scattering. 
 
4. CONCLUSIONS 
 
From the analysis of three different 
satellite datasets (MODIS, ENVISAT, 
IASI) in four semi-arid and arid land 
regions (Maghreb, Arabia, Sahel and 
Karoo-Kalahari), divided into three 
aerosol subsets (total, biomass 
burning, mineral dust) and three cloud 
subsets (liquid water, ice, total) the 
Twomey effect has been identified for 
both, liquid water and ice clouds. But it 
has also been shown that the cloud 
optical depth deviation from 
background conditions is widely 



controlled by cloud water path rather 
than only by a change in cloud droplet 
size. The aerosol effect on cloud cover 
could not as clearly be attributed to a 
specific mechanism. Changes in cloud 
phase (i.e. the ice phase fraction) are 
strongly pronounced in cloud water 
path but not as clearly in cloud cover. 
In the current satellite datasets also 
some limitations have been identified, 
which have to be addressed in the 
future: the aerosol type retrieval from 
MODIS has very large uncertainty, 
from AATSR effective radius and cloud 
water path have to be derived and from 
IASI the (ice) cloud optical depth and 
ice water path retrieval has to be 
revised. 
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SUPER-DROPLET APPROACH TO SIMULATE PRECIPITATING
TRADE-WIND CUMULI – COMPARISON OF MODEL RESULTS

WITH RICO AIRCRAFT OBSERVATIONS

Sylwester Arabas∗1 and Shin-ichiro Shima†2

1Institute of Geophysics, Faculty of Physics, University of Warsaw, Poland
2Graduate School of Simulation Studies, University of Hyogo, Kobe, Japan

1. INTRODUCTION

In this study we present a series of Large Eddy
Simulations (LES) employing the Super-Droplet
Method (SDM) for representing aerosol, cloud
and warm-rain microphysics (Shima, 2008; Shima
et al., 2009). SDM is a particle-based and prob-
abilistic Monte-Carlo type model. The particle-
based formulation helps to overcome the prob-
lem of parameterisation of processes occurring
at single-particle scale (micro- to millimetres) as
source/sink terms in the LES equations solved on
grids with cell dimensions of the order of tens of
metres. The aim of this paper is to showcase the
capabilities and point out the limitations of SDM
in context of simulation of a field of precipitating
clouds.

2. THE SUPER-DROPLET METHOD

The framework of the method consists of
two mutually coupled simulation components:
(i) a fluid flow solver computing (in an Eule-
rian sense) the evolution of fluid velocity field
and evolution of the thermodynamic scalar quan-
tities, and (ii) a particle-tracking logic comput-
ing (in a Lagrangian sense) evolution of physical
coordinates and physicochemical properties of a
population of particles. The coupling between
the Eulerian and Lagrangian components is bi-
directional. The Lagrangian component feeds on
the fluid velocity field in order to update the po-
sitions of super-droplets, and the thermodynamic
fields to compute the condensational growth or
evaporation rates. The Eulerian component feeds
on the water vapour and heat source/sink rates
resulting from condensation and evaporation of
water on the particles. Although mutually cou-
pled, the Eulerian and Lagrangian computations
are decomposed, in the sense that they happen
sequentially and the state vectors of one com-
ponent are constant from the standpoint of the
other (within a time-step).

The model does not differentiate between
aerosol particles, cloud droplets, drizzle or rain
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drops. Each particle in the model (referred to
as super-droplet) represents a multiplicity of real-
world particles of the same size and of the same
chemical composition. From the standpoint of
the Lagrangian component, the super-droplets
are subject to three processes besides advec-
tion: (i) gravitational settling, (ii) condensational
growth/evaporation and (iii) collisional growth.
Consequently, the model covers representation of
such cloud-microphysical processes as: cloud con-
densation nuclei (CCN) activation; drizzle forma-
tion by collisions of cloud droplets (autoconver-
sion); accretion of cloud droplets by drizzle drops
and raindrops, as well as coalescence of these
larger hydrometeors (self-collection); and precip-
itation of drizzle and rain including aerosol wet
deposition. Analogous particle-based techniques
were recently used in context of simulations of
precipitation-forming clouds e.g. by Andrejczuk
et al. (2010) and Franke and Raasch (2010);
what distinguishes SDM however, is the prob-
abilistic Monte-Carlo type representation of the
particle coalescence process. Probabilistic repre-
sentation of particle coalescence has also been
recently used in atmospheric modelling studies;
however, to authors’ knowledge, none of these
models were bi-directionally coupled with LES –
see e.g. Jensen and Lee (2008) for description
of an adiabatic parcel model with Monte-Carlo
coalescence or Riemer et al. (2009) for descrip-
tion of particle-resolved aerosol transport model
with Monte-Carlo coalescence but working off-
line from the flow dynamics).

3. MODELLING SET-UP

All simulations in the present study were car-
ried out using the Nagoya University Cloud-
Resolving Storm Simulator (CReSS: Tsuboki,
2008, chapter 9.2 and references therein). CReSS
is a non-hydrostatic compressible flow LES-type
solver. Two types of moist processes represen-
tations were used: the SDM and a bulk mi-
crophysics model (Kessler-type parameterisation
implemented following Klemp and Wilhelmson,
1978, section 2b). The simulations are carried
out using a set-up based on the RICO com-
posite case defined in van Zanten et al. (2011)
and corresponding to atmospheric state measured
and modelled in context of the Rain in Cumulus
over Ocean (RICO) field project (Rauber et al.,
2007). The set-up defines initial profiles of po-



Table 1: List of model runs discussed in the paper. The run label denotes whether bulk (blk) or SDM (sdm) microphysics
was used, as well as which grid resolution (coarse, middle or high) and super-droplet number density was chosen. Coarse
resolution corresponds to a quarter of the domain from the original RICO set-up (i.e. grid box size of 100×100×40 m
with 64×64×100 grid points); the middle and high resolutions denote settings resulting in halved and quartered grid
box dimensions, respectively (with the domain size kept constant). For each simulation there are five time-steps defined:
long and short time-step of the Eulerian component (the short one used for sound-wave terms), the time-step used for
integrating the condensational growth/evaporation equation, the time-step used for solving collisional growth using the
Monte-Carlo scheme, and the time-step for integration of particle motion equations.

run label grid dx=dy dz time-steps [s] sd density [cm−3]
blk-coarse 64 × 64 ×100 100m 40m 1.00/0.100 n/a n/a
sdm-coarse-8 64 × 64 ×100 100m 40m 1.00/0.100/0.25/1.0/1.0 2.0×10−11

sdm-coarse-32 64 × 64 ×100 100m 40m 1.00/0.100/0.25/1.0/1.0 8.0×10−11

sdm-coarse-128 64 × 64 ×100 100m 40m 1.00/0.100/0.25/1.0/1.0 3.2×10−10

sdm-coarse-512 64 × 64 ×100 100m 40m 1.00/0.100/0.25/1.0/1.0 1.3×10−09

sdm-middle-8 128×128×200 50m 20m 0.50/0.050/0.25/1.0/1.0 1.6×10−10

sdm-middle-32 128×128×200 50m 20m 0.50/0.050/0.25/1.0/1.0 6.4×10−10

sdm-middle-128 128×128×200 50m 20m 0.50/0.050/0.25/1.0/1.0 2.6×10−09

sdm-high-8 256×256×400 25m 10m 0.25/0.025/0.25/1.0/0.5 1.3×10−09

tential temperature, specific humidity and wind
characteristics for the trade-wind boundary layer
following RICO observations (see Nuijens et al.,
2009). This set-up was previously used in sev-
eral modelling studies including: (Stevens and
Seifert, 2008; Jiang et al., 2009; Seifert et al.,
2010; Matheou et al., 2011; Grabowski et al.,
2011). Here the only exception from the original
set-up is the domain size – a quarter of the origi-
nal domain was used (i.e. 6.4×6.4×4 km instead
of 12.8×12.8×4 km), and the grid cell sizes –
several settings were used. Tests with full domain
size (not discussed herein) revealed that quarter-
ing the domain enlarges the fluctuations in time
of cloud macroscopic properties; however, not to
a level significant for the presented discussion.

For simulations using SDM, the initial coordi-
nates and sizes of particles are chosen randomly
with uniform distribution in physical space and
bi-modal lognormal distribution in particle-size
space (size spectrum as specified in van Zanten
et al., 2011, section 2.2.3). All particles are ini-
tially put in equilibrium with ambient humidity
assuming that all are composed of ammonium
sulphate solution. The mean number of super-
droplets per LES grid box varied from 8 to 512 in
different simulations (see Table 1). In all calcu-
lations discussed in the paper the probability of
collisions and coalescence was defined following
Hall (1980, section 3d, and references therein)
hence no effects of small-scale turbulence on the
drop collision efficiency was taken into account.

4. SIMULATION RESULTS

A list of model runs and their corresponding
labels used in the paper is given in Table 1.
The SDM simulations were carried with differ-
ent grid resolutions and different super-droplet
number densities. The table also lists different
time-steps used in the simulations - in SDM the
time-steps used for the Eulerian and Lagrangian
computations differ as the corresponding numer-
ical stability constraints differ.

Following the methodology of van Zanten et al.
(2011) the analyses are restricted to the last four

hours of the 24-hour model runs. Presented re-
sults are based on the LES grid data output ev-
ery minute simulated time and super-droplet data
(particle positions and sizes) output every 10 min-
utes simulated time.

4.1 CLOUD MACROSTRUCTURE

Figure 1 presents time-series of scalar quanti-
ties characterising domain-wide cloud field fea-
tures: cloud cover (cc), liquid water path (LWP),
rain water path (RWP) and cloud top height
(zct). All quantities are labelled and defined fol-
lowing van Zanten et al. (2011, section 2.4.2
and Table 4 therein, and caption of Figure 1
herein). Presented time-series cover the first and
the last four hours of simulations corresponding
to the spin-up, and the relatively steady-state
stages of the simulation, respectively. The figure
is intended for comparison with analogous plots
from modelling studies employing the RICO set-
up: Fig. 2 in Stevens and Seifert (2008), Fig. 5 in
Seifert et al. (2010), Fig. 3 in van Zanten et al.
(2011), Figs 1-3,7 in Matheou et al. (2011) and
Fig. 6 in Grabowski et al. (2011).

The cloud-cover (cc) plots reveal considerable
dependence of cc on the choice of grid resolu-
tion, with a significant increase of cloud cover
for higher-resolution simulations. This is, at least
partially, caused by the definition of cc which in-
cludes an arbitrary threshold value for the cloud
water mixing ratio (e.g. in a hypothetic 2x2
chessboard water content distribution with cc of
50%, downsampling to a single grid point could
result in a zero cc). Furthermore, since the forma-
tion of convective clouds is triggered by vertical
air motion and since refinement of the grid resolu-
tion helps to resolve in more detail the dynamics,
an increase in the number of (smaller) clouds may
be expected (Matheou et al., 2011, Sect. 3.2).

Liquid water path (LWP) plots show that the
increase of cc with increased resolution is corre-
lated with increase of LWP. The values of LWP
obtained in middle-resolution SDM simulations
(blue lines) fall within the range of values ob-
tained with other LES from the study of van Zan-
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Figure 1: Time-series of cloud macrostructure characteristics defined following van Zanten et al. (2011, section 2.4.2 and Table 4
therein): (i) cloud cover ”cc” is defined as the fraction of columns with at least one cloudy grid cell (a grid cell is defined
as cloudy if the cloud water mixing ratio exceeds 0.01 g kg-1); (ii) liquid water path ”LWP” is the mean over all columns of
column-integrated liquid water content (density of both cloud and rain water); (iii) rain water path ”RWP” is calculated in the
same manner using rain water only; (iv) the cloud top height ”zct” is the height of the top of the highest cloudy grid cell. For
SDM simulations the cloud and rain water mixing ratios are diagnosed by summing over the population of particles with radius
smaller and larger than 40 µm, respectively. In the foreground there are plots depicting data from the nine simulations listed in
Table 1. In the background (plotted with thin grey lines) there are the results from LES simulations described in van Zanten et al.
(2011, data obtained at: http://knmi.nl/samenw/rico/). See section 4.1 for discussion.
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Figure 2: Height-resolved statistics of cloud droplet spectrum parameters derived from SDM simulation data. All plots in a row
share the same y-axis representing height above sea level. See section 4.2 for discussion and plot construction method description.

ten et al. (2011, grey lines in Fig. 1 herein) for
most of the simulated time. The high-resolution
run (green line) features highest fluctuations of
values of both LWP and RWP which likely cor-
responds to the low super-droplet density, and
hence the low spectral resolution of the micro-
physics model.

The rain water path was one of the quanti-
ties that varied most from one simulation to an-
other in the study of van Zanten et al. (2011,
Sect. 3.2). Similarly, the hereby presented re-
sults exhibit both significant variations in RWP
with simulation time as well as significant depar-
tures from one simulation to another (i.e. when
changing grid resolution or super-droplet density).
A notable feature is the high correlation of RWP
with both LWP and cc.

The plots of cloud-top evolution with time
clearly show that the SDM-simulated cloud field
is shallower than the one obtained with bulk mi-
crophysics or in other LES. While the employed
definition of cloud-top height does not allow di-
rect comparisons with measurements, arguably
the SDM-predicted heights for middle- and high-
resolution seem more comparable to those ob-
served during RICO (e.g. Rauber et al., 2007;
Genkova et al., 2007, Fig. 1). In general, the

significant inhibition of convection in all coarse
resolution runs suggest that the 100 × 100 me-
ter resolution is not enough when coupled with
a Lagrangian model which, among other factors,
relies on LES-predicted supersaturation field di-
rectly coupled with the vertical motions.

4.2 CLOUD MICROSTRUCTURE

Figures 2,3 and 4 present height-resolved
statistics of the vertical velocity w, the super-
saturation S, cloud droplet concentration CDNC,
droplet effective radius reff=<r

3> /<r2>, liq-
uid water content LWC, the cubed ratio of mean
volume radius to effective radius k=<r3>/ r3eff ,
and the standard deviation of cloud droplet ra-
dius σr. The plots are intended for compari-
son with the analysis presented in Arabas et al.
(2009, Figs. 1 and 2) where the data from aircraft
measurements during the RICO campaign using
the Fast-FSSP optical cloud droplet spectrome-
ter (Brenguier et al., 1998) were analysed. The
herein analysis of SDM simulation data is con-
strained to in-cloud regions defined as the grid
boxes having CDNC> 20 cm-3 where CDNC is
derived by summing over the super-droplets rep-
resenting particles of radius between 1 and 24 mi-
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Figure 3: Same as Fig. 2 for model runs: sdm-coarse-32, sdm-coarse-128 and sdm-coarse-512.

crometers. The choices of the CDNC threshold
and the spectral range correspond to those char-
acteristic of the Fast-FSSP probe.

Plot construction method was chosen follow-
ing the methodology of Arabas et al. (2009). For
each level of the model grid and each plotted pa-
rameter a list of values matching the in-cloud cri-
terion is constructed, sorted and linearly interpo-
lated to find the 5th, 25th, 45th, 55th, 75th and
95th percentiles. The lists are constructed from
the LES-grid values (w, S) or super-droplet statis-
tics calculated for each grid cell (CDNC, reff ,
LWC, k and σr). The sample volumes are there-
fore defined by grid cell sizes and are of the order
of 104 – 105m3, while the sample volume for the
10Hz Fast-FSSP dataset used in Arabas et al.
(2009) is of the order of 10−6m3 – a thing one
has to bare in mind. The vertical extent of the
measurement sample volume of ca. 10m is com-
parable to the grid cell size, though. Levels with
less than 0.1 · Nmax data-points, where Nmax is
the number of data-points at the level with the
highest number of data-points, are discarded from
the analysis. Finally, the 5th – 95th percentile,
the interquartile, and the 45th – 55th percentile
ranges are plotted as a function of height using
red, green and blue bars, respectively. The pro-

files composed of the 45th 55th percentile range
bars are referred to as median profiles hereinafter.

VERTICAL VELOCITY Profiles of the verti-
cal velocity generally show a gradual increase of
the spread of values with the increasing grid reso-
lution. It is consistent with the fact that the grid
acts as a spatial filter in the LES. The median
profiles resemble each other regardless of the res-
olution suggesting that the macroscale dynamics
of the simulated cloud layer are robust to both
the LES grid choice and the super-droplet den-
sity choice (however, the differences in cloud-top
heights plotted in Fig. 1 and evident in Figs. 2–4
reveal that this robustness is limited). The slight
increase of the vertical velocities with height visi-
ble in some of the profiles, and noted in the RICO
observations analysis (Gerber et al., 2008, Ta-
ble. 2), may correspond to the fact that only the
more vigorous updraft regions were able to pro-
duce clouds reaching the upper part of the cloud
field.

SUPERSATURATION The profiles of super-
saturation, especially for the high and middle res-
olution, show the characteristic cloud-base max-
ima. This confirms that the model formulation,
and the time resolution used allows to capture
the influence of CCN activation kinetics on the
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Figure 4: Same as Fig. 2 for model runs: sdm-middle-8, sdm-middle-32 and sdm-middle-128.

evolution of supersaturation. Both the values of
maximal supersaturation (ca. 1%), as well as a
roughly estimated supersaturation relaxation time
(ca. 100s assuming ≈ 1 m/s vertical velocity, and
an ≈ 100m height scale over which the supersat-
uration falls off to an asymptotic value) corre-
spond to those reported in modelling studies that
employed supersaturation-predicting models (e.g.
Morrison and Grabowski, 2008; Khvorostyanov
and Curry, 2008). Comparison of the supersatu-
ration prediction in the model with measurements
is not viable as direct measurements of supersat-
uration in clouds are virtually unavailable (Ko-
rolev and Mazin, 2003). In none of the runs
there is any other maximum of supersaturation
visible along the profile. This suggests that the
employed Lagrangian technique for representing
water condensate inhibits the spurious production
of cloud-edge supersaturation inherent in Eulerian
models. (see Sec. 1 in Grabowski and Morrison,
2008, and references therein). The reason for it is
likely (as noted as well in Andrejczuk et al., 2008,
par. 10) that such coupled Eulerian-Lagrangian
approach does in fact cover representation of frac-
tional cloudiness within a grid cell.

DROPLET CONCENTRATION The range
of drop concentration values obtained in the sim-

ulations does roughly correspond to the values ob-
served during RICO and presented in Arabas et al.
(2009, figure 1a), Gerber et al. (2008, figure 4)
and Colón-Robles et al. (2006, figure 3). The dis-
crepancies in the median values and the spread
of CDNC among different model runs show, how-
ever, that the prediction of drop concentration
is sensitive to the super-droplet density (Fig. 4).
Furthermore, the higher concentrations obtained
with low super-droplet densities (i.e. low spec-
tral resolution) are closer to the observed values.
The observed invariability of CDNC with height is
robustly reproduced suggesting that the discrep-
ancies are solely related to the treatment of CCN
activation in the model.

EFFECTIVE RADIUS The effective radius
profiles are generally robust to both grid and
super-droplet density choices, and they do re-
semble the profiles observed with the Fast-FSSP
instrument during RICO (Arabas et al., 2009,
fig. 2). The profiles show a gradual increase in
cloud droplet sizes from the cloud base up to the
altitude of 700–800 metres where the median val-
ues of reff reach 15–20 micrometres. Above, the
profiles differ more from one model run to another
but still the flattening of the reff profile slope is a
robust feature. The reduced slope of the median
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profiles of reff reflects (i) the chosen drop ra-
dius range (1–24 µm – emulating the Fast-FSSP
instrument range), (ii) the decreased efficiency,
in terms of radius change, of the condensational
growth for larger droplets, and (iii) the increased
efficiency of drop collisions reached after the ini-
tial condensational growth stage (see e.g. sec-
tion 3.1 in Zhang et al., 2011, for discussion of
influence of precipitation on effective radius pro-
files). The spread of reff values high above cloud
base indicates presence of smaller droplets even
near cloud top. The present analysis (and the
corresponding choice of data output rate during
simulations) does not provide an answer to the
question of the origin of these small particles –
e.g. if they were activated at cloud edges above
cloud base or not (see e.g. Slawinska et al., 2012).

LIQUID WATER CONTENT The LWC pro-
files do show considerable departures from one
another when altering the super-droplet density
(Fig. 4), but behave robustly when changing the
grid resolution (Fig. 2). As LWC is approximately
proportional to the product of CDNC and r3eff ,
this reflects in fact the sensitivity of the drop num-
ber prediction to the super-droplet number choice
discussed above. Consequently, the simulations
with the lowest super-droplet densities produce
the most credible LWC profiles comparable with
the ones observed during RICO (e.g. Gerber et al.,
2008, Fig. 1, 1 Hz data-points). In all simulations
the 95th percentile profiles (right ends of red bars)
are sub-adiabatic (not shown, LWC approximately
linear with height increasing from 0 to 1 g/m3

within 500 metres). In SDM the condensational
growth and evaporation is computed using values
of supersaturation interpolated to super-droplet
positions, hence when a cloudy air volume mixes
with clear air the mixing scenario is not strictly
homogenous. The difference between the me-
dian and maximal values of LWC suggests that
the model does reproduce the influence of mixing
on the dilution of cloud and the decrease of water
content (see e.g. the discussion of the adiabatic
fraction profiles in Fig. 2 in Arabas et al., 2009).

PARAMETER K Most GCMs employ a pa-
rameterisation of the effective radius when di-
agnosing the cloud optical depth of clouds from
predicted liquid water content and drop number
concentration (see e.g. section 2 in Brenguier
et al., 2000, and references therein). Typically,
the cubed ratio of the mean volume radius to
the effective radius k=<r3> /r3eff (or a simi-

larly defined scaling coefficient) is assumed to be
constant or to depend solely on drop concentra-
tion (e.g. Peng and Lohman, 2003). Value of
k = 0.8 ± 0.07 based on aircraft observations in
maritime clouds using an FSSP-type instrument
reported in Martin et al. (1994) is often used in
climate models.

As shown in Figure 2, all simulations with the
mean value of 8 super-droplet per LES grid cell
predict values of k hardly different from unity.
This means that the effective radius is in most
cases equal to the mean volume radius, as it
should be, taking into account that the 8 super-
droplets (which may be thought of as size bins)
are used to represent a wide spectral range of



particles: aerosol, cloud, drizzle and rain; while
the statistics presented in the plot cover a narrow
spectral range. Consequently, cloud water is likely
represented by a single super-droplet (bin) in each
grid cell, a situation in which all of the cloud
droplets would have the same size and k = 1 by
definition. The values of the k parameter calcu-
lated in the model runs with mean super-droplet
density of 128 range from approximately 0.6 to
0.9. There is no significant difference when the
super-droplet density is increased to 512 suggest-
ing that the density of 128 per cell is enough to
resolve the relevant cloud droplet size spectrum
features.

DROP RADIUS STANDARD DEVIATION
In consistency with the aforementioned behaviour
of k for low super-droplet density, the drop ra-
dius standard deviation σr hardly differs from zero
when a mean of 8 super-droplets per cell is used,
and it still goes down to zero at some levels with
a mean of 32 super-droplets per grid cell. For all
higher spectral resolution simulations the 5th per-
centile of σr is greater than zero at all levels, and
the increase of mean super-droplet density from
128 to 512 does not influence the profile shape.
In general agreement with RICO observations, the
standard deviation ranges from 1 to 6 microme-
tres. The profiles of σr show a slight increase
with height (best captured in the sdm-middle-128
run); however, the observed inclination of the σr
profiles resembles more the 95th percentile profile
derived from SDM simulations. The fact that the
values of σr are larger than those obtainable in
adiabatic drop growth process (see e.g. Yum and
Hudson, 2005, and references therein) suggests
that the model does capture to some extent the
mixing-induced broadening of the cloud droplet
spectrum. However, since the mixing in SDM is
limited to LES-resolved motions with character-
istic length scales constrained by grid cell dimen-
sions, the level of agreement with observations is,
as expected, limited.

4.3 PRECIPITATION MICROSTRUCTURE

The analysis depicted in Figures 2, 3 and 4
concerned the cloud-droplet region of the particle
size spectrum. A comparison of model-predicted
spectra for larger particles is depicted in Figure 5.
The figure is intended for comparison with Fig. 4
in Baker et al. (2009) based on measurement data
obtained with the OAP-2DS instrument (Lawson
et al., 2006) during RICO research flights. Dur-
ing RICO the OAP-2DS instrument was set to
classify particles into 61 size bins spanning the
2.5 µm – 1.5 mm size range in radius. In the anal-
ysis of Baker et al. (2009) a mean size spectrum
was derived from 237 spectra measured within
rain-shafts below the cloud base at the altitude
of about 183 metres (600 ft). In order to derive
comparable quantities from the SDM simulation
results, the super-droplets in each grid cell were
classified into size bins of the same layout as used
by the OAP-2DS instrument, an altitude range of

183± 100 m was chosen, and only grid cells with
rain water mixing ratio qr > 0.001 g/kg were
taken into account (qr being derived from sum-
mation over super-droplets representing particles
with radii greater than 40 µm). A comparison
of Figure 5 with Fig. 4 from Baker et al. (2009)
(both plots share the same axis ranges) reveal
that the model results, regardless of the grid-
resolution or super-droplet density choice, show
fair agreement with the measurement results for
drop diameters greater than 0.1 mm. The spec-
trum from the sdm-coarse-512 run (with the
highest spectral resolution and the best Monte-
Carlo sampling density) resembles most closely
the measurements having the lowest concentra-
tions in the 0.1–0.4 mm diameter range. All simu-
lations disagree markedly with the measurements
within the 10–20 µm diameter range. These mea-
sured particles within this range were ”most likely
deliquesced aerosols” (Baker et al., 2009) and
since there are no aerosol sources in the model,
this disagreement is still a plausible result. The
drop breakup process was identified as another
possible source of droplets smaller than 100 µm,
and this process is also not included in the present
version of the model. Moreover, it was the lack
of hydrometeors smaller than 100 µ in diameter
that was considered as the primary highlight of
the observations reported in Baker et al. (2009),
and this feature of the spectrum is in fact hinted
in the simulation results.

5. SUMMARY

The salient features that distinguish SDM from
bulk and bin warm-rain microphysics models are:
(i) diffusive error-free computational scheme for
both condensational and collisional growth;
(ii) particle spectrum representation allowing
straightforward comparison with experimental
data obtained with particle-counting instruments;
(iii) persistence of arbitrary number of scalar
quantities assigned to a super-droplet (e.g. chem-
ical properties);
(iv) scalability in terms of sampling error
(i.e. super-droplet density);
(v) parameterisation-free formulation of the key
processes involved in cloud-aerosol interactions.

The last feature, in particular, does not come
without its challenges. Explicit treatment of
aerosol microphysics implies taking care of their
budget within the simulation domain, including
modelling their sinks (wet and dry deposition) and
sources, the latter not being represented in the
present study.

The other two processes not represented in the
discussed simulations are: (i) the impact of turbu-
lence on drop collisions (see e.g. Devenish et al.,
2012), and (ii) the influence of drop breakup on
the size spectrum of precipitation particles (see
e.g. Villermaux and Bossa, 2009). Yet, the ar-
guably fair level of agreement of the simulation
results reported herein and the previously pub-
lished in-situ measurement results from RICO,



suggest that the set of processes represented in
the present set-up of SDM includes at least the
key players involved in determining the features
of the size spectra of cloud and precipitation par-
ticles. One has to bare in mind that a direct
comparison of RICO measurement data with LES
results of the type presented herein is not possible
due to different time- and space- scales associated
with the model variables and the measurements,
as well as due to the nature of the ”compos-
ite” modelling set-up. (typical atmospheric con-
ditions, with the diurnal cycle neglected in partic-
ular).

The SDM modelling approach offers the unique
possibility to mimic in the analysis the particle-
counting process inherent in the principle of oper-
ation of most airborne aerosol, cloud and precipi-
tation probes. As a result, it becomes meaningful
to analyse such model-predicted cloud droplet size
spectrum parameters as e.g. k or σr, not taken
into account in previous comparisons of RICO
LES results with aircraft observations (Abel and
Shipway, 2007; van Zanten et al., 2011). What
militates in favour of pertinence of the obtained
results is that the present model employs fewer
parameterisation (in comparison with bulk or bin
models) and more basic principles to describe pro-
cesses occurring at the microscale (e.g. descrip-
tion of the Köhler curve shape as opposed to em-
ployment of such parameters as the exponent in
Twomey’s formula for CCN activation parame-
terisation in bin models, or the autoconversion
threshold in Kessler-type bulk models).

The key conclusion from the presented analysis
is that while the convergence of the macroscopic
cloud parameters do not seem to get any better
than in the other LES simulations using the RICO
set-up, the SDM is able to provide more detailed
insight into cloud microstructure, and thus indi-
rectly into its optical properties.
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1. INTRODUCTION 
 

The complex and dynamic mixture of solid 
and liquid particles in the atmosphere 
(aerosol) influence clouds and 
consequently earth’s radiation budget. 
Aerosol can produce climate variability, 
haze (visibility degradation), health 
problems and change cloud microphysics. 
Aerosol acts as cloud condensation nuclei 
and hence can affect cloud’s life time, 
cloud’s cover and cloud optical thickness 
(COT) (Twomey, 1974; d’Almeida, 1991), 
which means aerosol can also affect liquid 
water path (LWP), cloud droplet effective 
radii (Reff) and cloud droplet number 
concentration (Nd) (Platnick et al., 2000; 
Schreier et al., 2007). The dynamic nature 
of aerosols and its affect on clouds 
produces large uncertainties in the 
estimates of global radiation budget (IPCC 
report, 2007).  
The studies regarding the aerosol 
modification of clouds shows that an 
increase in the aerosol concentration  lead 
to an increase in Nd (Snider et al., 2003; 
Komppula et al., 2005; Romakkaniemi et 
al., 2009; Portin et al., 2009). Nd is a key 
parameter changing clouds microphysical 
and optical properties (Gultepe and Isaac, 
2004), e.g.  rain formation efficiency and 
ultimately enhance cloud fraction, this 
process has been termed as a second 
indirect effect (2nd AIE) (Albrecht,1989).  
To increase the scientific knowledge and 
reduce uncertainty in the complex process 
of aerosol cloud interaction some work has  
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already been done using, ground based 
measurement, remote sensing tools, such 
as instruments onboard of satellites, 
airborn measurement and combination of 
them (e.g. Dong et al., 2002 and 2008; 
McComiskey et al., 2009; Nakajima et al., 
2001; Quaas et al., 2009; Rathke et al, 
2000; Gultepe et al, 2001b). Some studies 
have used ground based data for aerosol 
properties and satellite data for cloud 
properties (e.g. Boers et al., 2006; 
Lihavainen et al., 2010; Janssen et al., 
2011), and in some cases satellite 
retrievals have been validated with 
airborne measurements (e.g. Schuller et 
al., 2003; Painemal and Zuidema 2011). 
Results of cloud response to aerosol are 
often different for different measurement 
methods (Quaas et al., 2009; Lihavainen 
et al., 2010; McComeskey and Fiengold., 
2012). 
In this work we studied the aerosol 
modification of cloud properties using 
ground based measurements station and 
MODIS instruments onboard Aqua and 
Terra satellites (remote sensing). We used 
the ground based in-situ data from our 
Puijo measurement station (SMEAR IV 
station) and MODIS derived cloud 
properties to analyze the Aerosol-Cloud 
Interaction (ACI) (effect of aerosol 
concentration on Nd, COT and Reff) (i.e. 
first aerosol indirect effect or ‘Twomey 
effect’). The impact of accumulation mode 
aerosol from ground based measurements 
on cloud radiative properties like, COT, Reff 
and Nd from MODIS was analyzed. We 
also calculated ACI values for both ground 
based and satellite measurement.  



2 METHOD 

2.1  GROUND BASED DATA  

 
Puijo measurement station (SMEAR IV) is 
located on top of Puijo tower (62º54'34" N, 
27º39'19" E, 224 m above the surrounding 
lake) in Kuopio (Finland). The station is 
providing aerosol particle, cloud droplet 
and meteorological data since June, 2006 
(Leskinen et al. 2009; Portin et al. 2009).  
In this study we used accumulation mode 
(100nm−800nm) particle number 
concentration (Nacc) and cloud droplet 
number concentration data from 
Differential Mobility Particle Sizer (DMPS) 
system and, Cloud Droplet Probe (CDP), 
respectively (Leskinen et al. 2009; Portin 
et al. 2009) placed at Puijo measurement 
station to see the effect of aerosol burden 
on cloud physics.  
For the comparison of ground based in-
situ measurements and MODIS data only 
single layer cloud events is selected. 
Vaisala CT25K Ceilometer from Finnish 
Meteorological Institute (FMI) research 
station was used for the detection of 
single, and multi layered cloud events. The 
site is located in the campus area of UEF, 
Kuopio and around 2 km southwest from 
Puijo, and 5m above the lake level. To 
make sure clouds are in the boundary 
layer it was limited that the cloud base 
must be less than 800m from the lake 
level. To select warm (liquid water) and 
non precipitating clouds we kept limits for 
some weather parameters like 
temperature (T), pressure (P) and rain 
intensity (RI) from Puijo weather station 
and/or MODIS data. This was done so that 
our analysis of aerosol-cloud interaction is 
not affected by precipitation and ice 
phased clouds. We limit temperature, 
pressure, rain intensity and visibility to 
(>265 K), (>700 hpa), (<0.2 mm/h) and 
(<200 m) respectively, to be assured that 
we are analyzing low level cloud. For our 
task we used one hour averages of Nacc 
and Nd from Puijo for analyses and to 
compare with the MODIS data. 
   

2.2  SATELLITE DATA 
 
For analyzing ACI using remote sensing 
technique, we used MODIS instruments 
onboard Aqua and Terra polar 

synchronous orbiting satellites for clouds 
optical and microphysical parameters like 
COT, Reff, and LWP and Nd. Collection 5.1 
from atmosphere level 2 data was 
selected from LAADS WEB website. For 
the data-analysis we have used 10x10, 5x5 
km2 and 1x1 km2 spatial resolution data. 
High resolution data (1x1 km2) was used 
for MODIS Quality Assurance Flags to 
exclude low quality data and to compare 
with the cloud retrieval for larger area. 
MODIS Level 3 cloud with 10x10 resolution 
data was taken from the Giovanni website. 
 
3 DATA ANALYSIS 
 
We have selected single layer boundary 
level water clouds using Puijo (weather 
data); FMI (Ceilometer CT25K) stations 
and MODIS cloud top temperature and 
pressure data. Our analysis of aerosol 
cloud interaction is over a period of 2006 
to 2011, as the CDP and DMPS system on 
Puijo start measurement from July, 2006.  
For comparing and analyses of the effect 
of aerosol on cloud properties we have 
used one hour average Nacc, Nd and 
weather data from Puijo station, and Reff, 
COT, LWP and Nd derived from MODIS 
instrument onboard Aqua and Terra 
satellites. 
From the measured parameters Reff and 
COT it is possible to calculate Nd as well 
as LWP (Bennartz et al., 2007). 
 

 

   
     

 
       

   

  

 
    

 
 

 
   

  

 
 

    

 
  

  
    

 

 

(1) 

Where    
    

    
 is the ratio between the 

volume mean radius and the effective 
radius usually varying from 0.5 to 0.9 (Lu 
and Seinfeld, 2006) and given here a 
constant value of 0.80, COT and LWP is 
cloud optical thickness and liquid water 
path respectively. CF is the cloud fraction 
which is 1 for cloudy pixels. For 
stratus/stratocumulus clouds we assumed 
CF to be 1. Q is scattering efficiency 
whose value is approximately 2 (Lu and 
Seinfeld, 2006). ρw is density of water and 

the constant       
 

     

        

  

  

  
 is the 

condensation rate that depends on 
temperature (T) and the available excess 



water,      is the gas constant,      is 
saturation vapour pressure and z is the 
height.  
Aerosol-Cloud Interaction (ACI) values 
were calculated using equation 2 
(Feingold, et al., 2001; Lihavainen, et al., 
2010; McComiskey et al., 2009; 
Romakkaniemi, et al., 2012) below; 
 

    
 

 
 
       

         
  (2) 

 

Here Nd is cloud droplet number 
concentration; Nacc is aerosol number 
concentration in accumulation mode. 
 

4 RESULTS AND DISCUSSION 

  

Our data for the period over 2006 to 2011 
gave us around 750 cloud events for 
analysis using MODIS level 3 (10x10) cloud 
properties and ground based 
measurements. In Figure 1 we can see 
that on average the Reff and COT have 
values of 11.5 µm and 13.5 respectively. 
Our results here are almost the same to 
the values by Jansen et al (2011) derived 
over larger area (20x20) above the Hyytiälä 
measurement station (SMEAR II) 200km 
southwest of Puijo station. The average 
value range of Nd derived from MODIS 
data using equation 1 is usually around 90 

– 110 cm-3, with mean value of 100 cm-3.  

 

Fig. 1. Effect of accumulation mode particle number 

concentration on cloud droplet effective radii, cloud 

optical thickness and cloud droplet number concentration  

retrieved from MODIS over 2006-2011. Panel d shows 

effect of Nacc is clear for small value and where we have 

adequate amount of data per bin in the beginning. Panel 

(a), (b) and (c) represent effect of aerosol on effective 

radii, cloud optical thickness and cloud droplet number 

concentration from MODIS. Panel (d) represents data 

points per bin. 
 

Figures 1 shows comparison of ground 
based measurement of Nacc to MODIS 
retrieved Reff, COT and Nd for 10x10 data, it 
can seen that for lower concentrations of 
aerosol (Nacc); the Twomey effect can be 
seen i.e. an increase Nacc decreases Reff 
and increases Nd gradually, but in case of 
COT this trend starts for Nacc higher than 
100 cm-3. For larger Nacc concentrations 
there is no correlation found for all the 
MODIS parameters. The calculated ACI 
value here is 0.25. We did the similar 
analysis to in situ measured cloud 
properties and dependence of Nd on Nacc 
is shown in Figure 2. From this 
measurement the ACI value is 0.30, being 
slightly higher than the one from satellite 
retrieved cloud properties. These values 
are comparable to Lihavainen et al. 2010 
for similar kind of area.  
However, as expected the effect of Nacc on 
Nd is more visible when compared to 
MODIS data. As in direct measurements 
the cloud droplets and aerosols are 
measured from the same place (Puijo 
measurement station). The average 
ground based value of Nd is around 280 
cm-3.  
 

 

Fig. 2. Illustration of the effect of accumulation mode 

aerosol number concentration on cloud droplet number 

concentration using Puijo staion data. 
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1. INTRODUCTION 
Clouds play a decisive role in climate 

because of their important impact on 
radiative transfer in the atmosphere (Arking
1991). In order to quantify this influence 
detailed measurements not only of integral 
cloud microphysical parameters but also of 
the drop size distribution of the clouds are 
required (Wendisch, 1998).  

National Institute of Meteorological 
Research (NIMR) in South Korea has 
recently taken the initiative to encourage 
cloud physics research activities. 
established the Cloud Physics Observation 
System located at Daegwallyeong on the 
northeastern mountainous region of South 
Korea and carried out measurements of 
microphysical characteristics 
clouds and fogs by the Forward Scattering 
Spectrometer Probe (FSSP). 

The aim of this study is to analyze the 
influence of the proposed cloud 
condensation nuclei (CCN) type on the size 
and the number of cloud droplets and to 
compare the parameters in this
those in previous research.   
 
2. DATA AND METHOD 

The microphysical characteristics are 
presented through analyzing number 
concentration (Nd), mean diameter
liquid water contents (LWC
distribution of cloud particles sampled with 
the ground-based FSSP. The FSSP is an 
optical spectrometer measuring the cou
and size of cloud droplets for the 15 size 

bins (0.5 to 47 ㎛ in diameter
measurements had been conducted from 
November 29, 2003 to October 
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The microphysical characteristics are 
presented through analyzing number 

, mean diameter (Dm), 
LWC), and size 

distribution of cloud particles sampled with 
The FSSP is an 

optical spectrometer measuring the count 
and size of cloud droplets for the 15 size 

in diameter). The FSSP 
measurements had been conducted from 

2003 to October 9, 2004 

except for the ice clouds and fogs in winter. 
During this period, the total 
is 46.  

Observational cases are classified 
sectors according to 72-
mass trajectories from the NOAA/ARL 
HYSPLIT (Hybrid Single Particle Lagrangian 
Integrated Trajectories) model
NCEP Reanalysis climate 
continental cloud is characterized by sector 
#1 trajectories and contaminated 
cloud is by sector #2. Clean 
is by sector #3 and contaminated maritime 
cloud is by sector #4. Sector #5 trajectories 
are undefined air masses

 

Fig. 1. Five sectors of proposed cloud type
according to 72
trajectories starting from Daegallyeong 
(DG). The height is at 842 m.
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except for the ice clouds and fogs in winter. 
, the total number of cases 

Observational cases are classified 5 
-hour backward air 

mass trajectories from the NOAA/ARL 
(Hybrid Single Particle Lagrangian 

model coupled with 
climate data. Clean 

is characterized by sector 
contaminated continental 

Clean maritime cloud 
ontaminated maritime 

is by sector #4. Sector #5 trajectories 
are undefined air masses (Fig. 1).  

 
proposed cloud type 
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trajectories starting from Daegallyeong 

height is at 842 m. 



3. RESULTS 
It shows that the microphysical 

parameters separated by cloud type are 
presented in Table 1. On average, the total 
droplet number concentrations (Nd) in 
marine clouds are lower than for continental 
clouds, while the mean diameters (Dm) for 
marine clouds are larger than for continental 

clouds. There are 60 cm-3 and 0.9 ㎛ 
differences between the two. Also, the 
number concentrations (Nd) in clean air 
masses are lower than for contaminated 
them while the mean diameters (Dm) are 
larger than for continental clouds. There are 

50 cm-3 and 0.5 ㎛ differences between the 
two. But, there is not much difference in 
liquid water content between the two.   
 
Table 1. The number of cases, average total 

droplet number concentration (Nd), mean 
diameter (Dm), and liquid water content 
(LWC) by the individual sector. In this 
table, *S denotes the sector. 

 

Values *S1 S2 S3 S4 S5 

No. cases 7 4 17 12 6 

Nd, cm-3 146 227 115 138 204 

Dm, ㎛ 4.2 4.7 6.1 4.6 4.5 

LWC, gm-3 0.11 0.20 0.22 0.11 0.13 
 

Fig. 2 presents the cloud droplets size 
distribution for sector 1, 2, 3, and 4 divided 
by contamination of air. Contaminated 
clouds have more narrow size distribution 
than clean clouds. The cloud droplet spectra 
width of sector 3 is wide by comparison with 
the sector 1. However, there is not much 
difference in spectra width between sector 2 
and 4 except for having large number 

concentrations of 2 to 5 ㎛ of sector 2.    
In table 2, the microphysical 

characteristics measured in this study are 
compared with those measured in Miles et 
al. (2000) and Garcia et al. (2002).   
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Fig. 2. The droplets size distributions of (a) 
clean clouds and (b) contaminated clouds.  
 
Table 2. The total droplet number concen-

tration (Nd), mean diameter (Dm), and 
liquid water content (LWC) in this study in 
comparison with other measurements 
from previous research. In this table, “A” 
denotes the results from Miles et al. (2000) 
and “B” denotes the results from Garcia et 
al. (2002). ”C” refers to the results in this 
study. 

 

Source 
 
Values 

Marine Continental 

A B C A C 

Nd, cm-3 5~ 
182 

80~ 
120 

45~ 
185 

12~ 
693 

53~ 
239 

Dm, ㎛ 7.1~
22.5 

6.6~
9.0 

4.5~
7.7 

1.0~
6.3 

3.4~
5.0 

LWC, gm-3 0.01
~0.6 

0.1~ 
0.2 

0.02
~0.4 

0.00
~0.7 

0.01
~0.2 

 



Our observed number concentration (Nd) 
and liquid water contents (LWC) for marine 
clouds are similar to the reported values 
from previous studies. However, the mean 
diameter (Dm) in this study is a little smaller 
than them from other measurements. About 
continental clouds, the values of the liquid 
water contents (LWC) and mean diameter 
(Dm) are similar. But, the number 
concentration (Nd) is quite smaller than that 
in results from previous measurements.   
 
4. CONCLUSION 

The microphysical droplet properties are 
important for investigating the cloud and fog 
growth process. We investigate 
microphysical characteristics in 5 types of 
clouds and fogs (clean maritime clouds, 
contaminated maritime clouds, clean 
continental clouds, contaminated 
continental clouds, and undefined clouds) 
based on ground-based FSSP 
measurements and trajectories calculated 
using NOAA/ARL HYSPLIT model. It seems 
that the maritime cloud condensation 
nucleus (CCN) is an effective factor in 
broadening the size distribution. In 
comparison of their microphysical 
parameters with previous research, the 

number concentration in this study is slightly 
larger and the mean diameter is slightly 
smaller. This results needs the further 
investigation.   
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1. INTRODUCTION

Cloud resolving models (CRMs) explicitly
resolve isolated convective clouds and precip-
itation systems in fine spatial and temporal
scales, thus they are useful tools to analyze
the structure of the systems. However, CRMs
are still subject to many uncertainties, in par-
ticular, in cloud microphysical processes. To
confirm the accuracy of the CRM simulation,
it is useful to compare the results of the sim-
ulation with satellite observations.

To validate the CRM simulation in previous
studies, data obtained by satellite observa-
tions were converted to physical parameters;
e.g., surface precipitation amount and latent
heating profile. These retrieved physical pa-
rameters were compared with those simulated
by CRMs (e.g., Blossey et al. 2007, Zhou
et al. 2007). However, the retrieved phys-
ical parameters obtained by satellite obser-
vations could contain their own biases due
to uncertainties in retrieval (inversion) algo-
rithms. Thus, it was difficult to make a de-
tailed evaluation of the CRM simulation using
satellite-retrieved physical parameters.

To avoid this situation, it is preferable to es-
timate satellite-consistent radiances from the
model-generated microphysical distributions
using radiative transfer calculations; that is a
forward model. Direct satellite measurements
(radiances) should have much less uncertain-
ties than retrieved physical parameters. The
method of these measurements is called as a
“satellite simulator.” Several satellite simu-
lators (Matsui et al. 2009, Masunaga et al.
2010) have been developed recently. This
study examines the evaluation by compar-
ing brightness temperature (TBB) of infrared
(TBB-IR) and microwave (TBB-MW) bands
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Fig. 1 Horizontal distributions of TBB for infrared
band (IR-Ch1) obtained from (a) the satellite ob-
servation (MTSAT) and (b) the simulation (CReSS-
SDSU) at 17 UTC on May 29, 2010.

and radar reflectivity calculated using Satel-
lite Data Simulator Unit (SDSU: Masunaga
et al. 2010) applied to the daily simulation
results by Cloud Resolving Storm Simulator
(CReSS: Tsuboki and Sakakibara 2002, Tsub-
oki 2008) with those obtained from satellite
observations around the Taiwan-Okinawa re-
gion during the Meiyu/Baiu season in 2008
and 2010.

2. DAILY SIMULATIONS USING
CRESS, SATELLITE DATA, AND



SDSU

CReSS is formulated on the basis of the
nonhydrostatic and compressible equation
system with terrain-following coordinates. A
cold rain parameterization developed by Mu-
rakami (1990) and Murakami et al. (1994) is
used. No convective parameterization is in-
cluded. A 1.5-TKE closure scheme is applied
for subgrid-scale parameterization. The prog-
nostic variables includes 3-D velocity compo-
nents, perturbations of pressure and poten-
tial temperature, subgrid-scale turbulent ki-
netic energy (TKE), mixing ratio of water va-
por and water substances (i.e., cloud water,
rain, cloud ice, snow, and graupel), and num-
ber concentrations of solid water substances
(cloud ice, snow, and graupel). The sur-
face fluxes of the momentum and the energy,
and the surface radiation processes are in-
cluded using the parameterization described
by Louis et al. (1981).

Daily simulations using CReSS with hor-
izontal grid resolution of 4.0 km were con-
ducted every day for 36 hours from May 14
to June 24, 2008. Those with 2.5 km reso-
lution were carried out from May 13 to June
30, 2010. A whole of the simulation domain
in 2010 is shown in Fig. 1. The simulation do-
main in 2008 was almost same that in 2010.
The Global Spectral Model (GSM: horizon-
tal grid resolution is approximately 50 km)
and Merged satellite and in situ data Global
Daily Sea Surface Temperature provided by
the Japan Meteorological Agency (JMA) were
used as the initial and boundary conditions.
Simulations started at 18 UTC every day and
continued for 36 hours. The most important
difference between in 2008 and 2010 simula-
tions was the cloud ice sedimentation process.
In 2008 simulations, cloud ice did not have its
fall velocity. However, cloud ice had fall ve-
locity of 0.1 m s−1 in 2010 simulations.

Data of infrared TBB (Ch-1: 10.8 µm)
with horizontal resolution of 4 km are ob-
tained every hours by Multi-functional Trans-
port Satellite (MTSAT). Data of microwave
TBB of 89.0 GHz with horizontal resolution
of 5.9 km × 3.5 km are obtained about two
times in a day by Advanced Microwave Scan-
ning Radiometer for EOS (AMSR-E) loaded
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Fig. 2 Time series of cloud fractions obtained from
the satellite observation (MTSAT: black solid lines)
and the simulation (CReSS-SDSU: red broken lines)
only over the sea columns of the simulation domain
(a) from May 13 (DOY = 132) to June 30 (DOY =
180) in 2010 and (b) from May 14 (DOY = 134) to
June 24 (DOY = 175) in 2008.

on the Aqua. Data of three-dimensional re-
flectivity with horizontal resolution of 4.3
km are obtained by Precipitation Radar
loaded on Tropical Rainfall Measuring Mis-
sion (TRMM-PR).

SDSU designs to simulate visible radiance,
infrared TBB (e.g., for MTSAT), microwave
TBB (e.g., for AMSR-E), and radar reflec-
tivity (e.g., for TRMM-PR). Input parame-
ters into SDSU are those from CRM outputs;
temperature, mixing ratio and number con-
centrations of water substances, and several
surface parameters. Since the hourly simu-
lation results by CReSS were archived every
day, data of the nearest time passing the Aqua
over the simulation domain were selected.
Horizontal distributions of TBB-IR and TBB-
MW were calculated using SDSU applied to
the simulation results and compared with
those obtained from MTSAT and AMSR-E.
Three-dimensional reflectivity fields at the
time when TRMM passed over the simulation
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Fig. 3 Probability densities of TBB for infrared band
in the cloud column for all data obtained in (a) 2010
and (b) 2008. Black solid and broken lines show prob-
ability densities of TBB obtained from the satellite
observations (MTSAT) and the simulation (CReSS-
SDSU), respectively. Red solid and broken lines show
cumulative probability densities of them.

domain were also calculated using SDSU ap-
plied to the simulation results and compared
with those obtained from TRMM-PR.

3. RESULTS

Figure 1 shows horizontal distributions of
TBB for infrared band obtained from the
satellite observation and the simulation at 17
UTC on May 29, 2010. In the satellite ob-
servation, well-developed mesoscale convec-
tive systems (MCSs) whose minimum TBB

was less than 200 K (cloud-top height was ap-
proximately 17 km) developed over the south-
east and southwest far from Taiwan Island.
The location and its minimum TBB of the
southeastern MCS were well reproduced in
the simulation. However, the southwestern
MCS could not be reproduced, a cloud free
region appeared there in the simulation. The
cloud cover less than approximately 280 K
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Fig. 4 Horizontal distributions of TBB for 89.0-GHz
microwave band obtained from (a) the satellite ob-
servation (AMSR-E) and (b) the simulation (CReSS-
SDSU) for the vertical polarization at 18 UTC on
May 29, 2010.

was seen over the almost all of the simula-
tion domain in the satellite observation and
was reproduced in the simulation.

Figure 2 shows time series of cloud fractions
obtained from the satellite observations and
the simulations only over the sea columns in
the simulation domain from May 13 to June
30 in 2010 and that from May 14 to June 24
in 2008. The cloud column was defined by
the difference between obtained infrared TBB

and simulated SST of greater than 15 K over
the sea column. And the cloud fraction is
defined by a ratio of total cloud columns to
all of the sea columns of the simulation do-
main. In the MTSAT observation, the cloud
fraction was high on May 28-30 (DOY = 149-
151), June 2-4 (DOY = 154-156), June 9-10
(DOY = 161-162), and June 13-15 (DOY=
165-167) in 2010. The difference of cloud
fractions was almost small less than 10%, al-
though sometimes it exceeded 30%. The vari-
ation of the cloud fraction was well repro-
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Fig. 5 CFADs obtained from (a) the satellite observa-
tions (TRMM-PR) and (b) the simulations (CReSS-
SDSU) for the total 129 paths from May 14 to June
30, 2010. Color shows the frequency.

duced in the simulations in 2010. However,
the simulated cloud fraction was quite larger
than the observed one in 2008, thus the cloud
fraction in 2008 was not reproduced.

Figure 3 shows probability densities of TBB

for infrared band in the cloud column for all
data obtained in 2008 and 2010 simulations.
Frequency of upper clouds (TBB was less than
240 K) of the simulation both in 2008 and
2010 was larger than that of the satellite ob-
servation. On the other hand, frequency of
middle and lower clouds (TBB was greater
than 240 K) of the simulation was smaller
than that of the satellite observation. In addi-
tion, the difference of the frequency of upper
clouds in 2010 was reduced a little than that
in 2008. This should be attributed to the in-
clusion of cloud ice sedimentation. Cloud ice
in the upper layer should fall to the middle
layer by its sedimentation in 2010, but this
process was not included in 2008. Thus, the
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Fig. 6 Probability densities of reflectivity obtained
from the satellite observations (TRMM-PR) and the
simulations (CReSS-SDSU) for the total 129 paths at
heights of (a) 2 km, (b) 5 km, and (c) 7 km. Black
solid and broken lines show probability densities of re-
flectivity obtained from the satellite observations and
the simulations, respectively. Red solid and broken
lines show cumulative probability densities of them.

inclusion of the cloud ice sedimentation con-
tributed a better reproducibility of the cloud-
top height, however, there would be addi-
tional room for improvement of reproducibil-
ity to sophisticate the cloud ice sedimenta-
tion.

Figure 4 shows horizontal distributions of
TBB for 89.0-GHz microwave band obtained
from the satellite observation and the simula-
tion for the vertical polarization at 18 UTC
on May 29, 2010. This frequency is sensi-
tive to solid precipitation particles in the up-
per troposphere. If large amount of ice par-
ticles exist, TBB shows small values (e.g., less
than 220 K). In the satellite observation, low
TBB areas were seen over southeast and south-
west far from Taiwan Island, corresponding to
the well-developed MCSs observed by the in-



frared band (Fig. 1). For the southeastern
MCS, low TBB areas were reproduced in the
simulation. However, minimum TBB of the
simulation (less than 100 K) was quite lower
than that of the satellite observation. This
suggested that the simulation reproduced the
excessive existence of solid hydrometeors in
the precipitation cells in the MCS. On the
other hand, the area of moderate TBB ranged
between 200 and 260 K of the simulation was
quite smaller than that of the satellite ob-
servation. This suggested that the simula-
tion cannot reproduce the expansion of dense
stratiform region formed by solid hydromete-
ors in the MCS.

Figure 5 shows contoured frequency by al-
titude diagrams (CFADs: Yuter and Houze
1995) obtained from the satellite observations
and the simulations for the total 129 paths
from May 14 to June 30, 2010. Distributions
of reflectivity below the melting level was re-
produced very well in the simulations. How-
ever, large reflectivity above the melting level
appeared in the simulations.

Figure 6 shows probability densities of re-
flectivity obtained from the satellite observa-
tions and the simulations at heights of 2 km,
5 km, and 7 km. Above the melting level
(7 km), frequency that was greater than 24
dBZ in the simulations was quite large in com-
parison with the satellite observations. This
suggested the excessive existence of hydrom-
eteors in the limited area that should be the
convective cores. Around the melting level
(5 km), frequency between 23 and 35 dBZ in
the simulations was less in comparison with
the satellite observations. Below the melting
level (2 km), frequency of reflectivity obtained
from the satellite observations and the simu-
lations was quite similar, but that was greater
than 28 dBZ of the simulations was underes-
timated. These suggested the less expansion
of the stratiform region in the simulations.

4. SUMMARY

An evaluation method for a CRM using
satellite data and SDSU are presented. This
study shows the comparison TBB-IR, TBB-
MW, and radar reflectivity calculated using
SDSU applied to the daily simulation results
with those obtained from the satellite obser-

vations around the Taiwan-Okinawa region
during the Meiyu/Baiu season in 2008 and
2010. The reproducibility of cloud fraction is
improved in 2010. Frequency of upper (mid-
dle/lower) clouds of the simulation was larger
(lesser) than that of the satellite observation.
The inclusion of the sedimentation process of
cloud ice should contribute to the improve-
ment of distribution of TBB-IR. The excessive
existence of solid hydrometeors in the MCSs
and less expansion of dense stratiform region
should be presented in the simulation.

Using the evaluation method shown in the
present study, we can visualize the bias of the
microphysical processes in the current CReSS
model. Thus, we can fix the indicator and re-
turn point when we try to improve the micro-
physical processes (snow-graupel conversion
process in CReSS) in near future.
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3D-VISUALIZATION OF LUNAR VARIATION 
OF PRECIPITATION AND CLOUDINESS 

 
L. Hejkrlík 

Czech Hydrometeorological Institute, 400 11, Ústí nad Labem, Czech Republic 
 

1. MOTIVATION 

Linkages between lunar synodic cy-
cle and select types of meteorological pa-
rameters have been suggested in previous 
studies, especially by Bradley et al. (1962) 
in the USA and by Adderley and Bowen 
(1962) in Australia. It was demonstrated 
that extreme precipitation events occur 
more frequently on the third to fifth day 
after syzygies; the effect is sometimes 
called Bowen’s signal. Similar lunar or 
semi-lunar modulation was later found 
also in ozone concentrations (Adderley, 
1963), sunshine (Lund 1964), thunder-
storm frequencies (Lethbridge 1970) and 
in global temperatures observed by polar 
orbiting satellites (Balling and Cerveny 
1995).  

In our earlier papers we tried to ana-
lyse the possibility that the effect is tran-
sient in relation to solar activity (see Fett 
2008). We confirmed the long-term quasi-
periodical nearly-parallel changes in ex-
pression of lunar signal in 100-year long 
series of daily precipitation amounts at 14 
European stations  (Hejkrlík 2009), in sub-
series of one element divided by clima-
tological seasons (Hejkrlík 2010)  and re-
cently also for two different meteorological 
parameters at one single station (Hejkrlík 
2011). The prevailing periods seemed to 
be similar to 22-year Hale solar magnetic 
cycle but there was no clear evidence and 
other similar celestial cycles could not be 
excluded (Andrlík and Brůžek 1967). 

2. DATA 

A unique set of uninterrupted daily 
precipitation data from Prague-
Klementinum since 1804, published by the 
Czech Hydrometeorological Institute, was 
available. In this study we also made use 
of a related dataset of daily mean cloudi-
ness that dates back as far as 1775. The 
cloud cover has been observed in a sub-
jective way but we think its reliability is 
relatively good. In the case of precipitation 
we also examined the days with daily 
amount exceeding 10 mm. 

3. METHOD 

The data were analysed by super-
posed epoch technique with the date of 
new moon as the null day. The data were 
divided into epochs of synodic months and 
superposed for 5 or 11 years with a step of 
one year. We get six sets of mean 29-day 
synodic signals containing 198-204 re-
cords (individual mean courses of given 
element for specific year) for precipitation 
and 227-233 records for cloudiness.  

The mean synodic graphic represen-
tations of every single year were displayed 
stepwise year-by-year by Golden Software 
Surfer 10.4. The resulting 3D surface map 
was smoothed by local polynomial grid to 
produce visual perception of gradual de-
velopment of synodic variation and of 
presence of Bowen's signal. 

The temporal occurrence of lunar 
variation was also quantified by correlation 
coefficient ψ between semi-lunar cosine 
function (period 4π/29.53), emulating the 
Bowen’s signal, and the mean signals. 

The graphs of ψ exhibit quasi-
periodic behaviour with periods similar to 
solar magnetic cycle of about 22 years. In 
order to detect the predominant frequen-
cies we applied the process from Takaha-
shi et al. (2009).  After removing from ψ 
both short and long-term variations using a 
band-pass filter (cut-off periods 4 and 64 
years) the power spectra of ψ were calcu-
lated by FFT and afterwards smoothed 
with a running mean of 3 data points. 

4. RESULTS 

3D surface maps for six different se-
ries of daily precipitation and cloudiness 
data from Prague-Klementinum in periods 
1804 to 2011 (precipitation) or 1775 to 
2011 (cloudiness) were created by above 
mentioned method (Figures 1. to 6.). All 
the maps demonstrate the ever-changing 
picture of lunar synodic variation that only 
in some periods resemble the classic Bo-
wen’s signal. The correlation coefficients ψ 
exhibit in all cases a quasi-periodicity with 
many frequencies. The power spectra of ψ 



 
Figure 1. 3D-visualization of long-term 
development of synodic signal of precipita-
tion, superposed for 5 years. Parameter ψ 
is drawn along y axis, the model Bowen’s 
signal along x axis. The embedded graph 
is power spectrum of ψ.  

 

 
Figure 2. 3D-visualization of long-term 
development of synodic signal of precipita-
tion, superposed for 11 years. Parameter 
ψ is drawn along y axis, the model Bo-
wen’s signal along x axis. The embedded 
graph is power spectrum of ψ.  

 

 
Figure 3. 3D-visualization of long-term 
development of synodic signal of ppt ≥ 10 
mm, superposed for 5 years. Parameter ψ 
is drawn along y axis, the model Bowen’s 
signal along x axis. The embedded graph 
is power spectrum of ψ.  

 
Figure 4. 3D-visualization of long-term 
development of synodic signal of ppt ≥ 10 
mm, superposed for 11 years. Parameter 
ψ is drawn along y axis, the model Bo-
wen’s signal along x axis. The embedded 
graph is power spectrum of ψ.  

 

 
Figure 5. 3D-visualization of long-term 
development of synodic signal of cloudi-
ness, superposed for 5 years. Parameter 
ψ is drawn along y axis, the model Bo-
wen’s signal along x axis. The embedded 
graph is power spectrum of ψ.  

 

 
Figure 6. 3D-visualization of long-term 
development of synodic signal of cloudi-
ness, superposed for 11 years. Parameter 
ψ is drawn along y axis, the model Bo-
wen’s signal along x axis. The embedded 
graph is power spectrum of ψ.  



of particular series show maxima mainly 
near periods about 20 years but are unfor-
tunately quite dissimilar. The most impor-
tant periods after which the signals are 
cyclically comparable with the Bowen’s 
signal are listed in Table 1.  
 
Element Superposition 1

st
  max 2

nd
 max 

Precipitation 5 years 12-23 yrs 43 years 
Precipitation 11 years 20 years 32-43 yrs 
Ppt ≥ 10 mm 5 years 16 years 23 yers 
Ppt ≥ 10 mm 11 years 17 years 23 years 
Cloudiness 5 years 12-17 yrs 23 years 
Cloudiness 11 years 17 years 23-32 yrs 

Table 1. Main periods in power spectra of 
ψ for various series 

5. CONCLUSION 

We tried to verify the hypothesis 
about possible temporal displacement of 
the semi-lunar signal of various meteoro-
logical elements so that only in some peri-
ods it equals Bowen's signal. The visual 
representation of 3D surface maps give 
the impression of extremely changeable 
picture of mean synodic variation. 

The spectral analysis of a parameter 
ψ that characterizes the occurrence of 
classic Bowen's signal gives no good 
chance to distinguish between comparable 
natural periods from solar system like 
heliomagnetic Hale cycle (22 years) or 
lunar Saros cycle (18.6 years) or their mul-
tiples. 
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1 MOTIVATION AND MODEL
DESCRIPTION

Simulating stratocumulus-topped planetary
boundary layers (PBL) with strong tempera-
ture inversions aloft poses a major problem in
the atmospheric modelling community. Most
models struggle to capture complex PBL pro-
files and, in particular, sharp inversions. Dur-
ing this study a setup of the limited-area
model COSMO-CLM was developed to sim-
ulate the case from the 26th to 27th of Jan-
uary 2003 in the Bay of Biscay. This case
was characterised by a strong inversion (up
to 12 K within 100 m centred at 500 m a.s.l.),
as was observed at the 4 nearby radiosonde
stations (Brest, Bordeaux, Santander and La
Coruña), as well as by extensive marine stra-
tocumuli with embedded ship tracks. Here we
present a model setup with which we success-
fully simulated sharp temperature inversions
over large parts of the marine domain and
significantly improved cloud cover. We will
proceed to use this setup in future studies to
simulate ship tracks.
In order to test the dependency on horizontal
resolution on the PPL profiles as well as for
the purpose of the future ship track studies
a nesting procedure was used. A reanalysis-
driven simulation with 12 km horizontal reso-
lution (coarse) forces a 2-km simulation (fine)
over the Bay of Biscay. The applied COSMO-
CLM model version consists of the standard
Runge Kutta core (Wicker and Skamarock ,
2002; Foerstner and Doms, 2004), the radi-
ation scheme by Ritter and Geleyn (1992)
with the relative humidity criterion for deter-
mining subgrid-scale cloud cover, as well as a
semi-Lagrangian scheme for the positive defi-
nite advection of moisture variables. Further-
more, the sub-gridscale turbulence is param-
eterised by the second order closure scheme
based on Mellor and Yamada (1974;1982).

The model’s 1-moment cloud microphysics
scheme was replaced by a 2-moment scheme
(Seifert and Beheng , 2006; Zubler et al.,
2011). This scheme parameterises the droplet
nucleation, based on the CCN concentration,
the vertical saturation gradient and the verti-
cal velocity, as well as the processes of accre-
tion and autoconversion, self-collection, rain-
droplet break-up and rain sedimentation for
the warm-phase cloud microphysics on the
grid-scale.
Applying the operational MeteoSwiss setup
in the COSMO-CLM simulations leads to too
shallow temperature inversions between 300
to 600 m and too little cloud cover, in spite
of the captured large-scale subsidence. Dur-
ing this study we attempted to improve the
model’s performance by changing the reso-
lution (vertical and horizontal), as well as
changing the tuning parameters influencing
the vertical mixing.

2 RESULTS

This study showed, that changes in both, ver-
tical (max. 100 m, 50 m and 10 m in first
kilometre) and horizontal resolution (12 km
and 2 km), lead to no significant improvement
of the temperature gradient at the inversion
height as well as the spatial stratocumulus
distribution.
Based on the continued absence of the inver-
sion during these initial test simulations, we
aimed to reduce the vertical mixing at the
PBL top. To this end the surface fluxes were
increased and decreased in some simulations
by setting the tuning parameters rat sea and
rat lam to the limiters of their allowed ranges
(1–100 and 0.1–10 respectively). Rat sea pro-
vides an overall scaling of both the moisture
and heat fluxes from the surface, whereas
rat lam changes the ratio of heat to moisture
fluxes emitted into the atmosphere. Again no
significant improvements of the PBL struc-



ture were observed.
These results suggested that the vertical mix-
ing at the PBL top was too strong indepen-
dently of the vertical and horizontal resolu-
tion and independently of the magnitude of
the surface fluxes. For this reason, the tur-
bulence parameterisation of the PBL based
on Mellor and Yamada was investigated. In
this parameterisation the equations of motion
for the turbulent parts of the flow are pro-
portional to the product of KM × ∂Ui/∂z for
momentum and KH×∂Θ/∂z for heat respec-
tively. KM and KH are the diffusion coeffi-
cients for momentum and heat, which are the
product of the turbulent kinetic energy, the
stability functions of Mellor and Yamda as
well as an assumed fundamental length scale
of turbulence. For numerical stability a lim-
iter is applied to these diffusion coefficients
in the COSMO-CLM model which imposes a
lower bound of at least 1 m2/s.
Buzzi et al. (2011) showed in idealised stud-
ies that this limiter leads to artificial verti-
cal mixing under very stable stratiform con-
ditions, as they are present in the Bay of Bis-
cay. Based on their results, we decreased
the KM,min and KH,min values, which are
the minimum values for the momentum and
heat diffusion coefficients respectively, to 0.01
m2/s and set the asymptotic length scale of
turbulence to 150 m (default: 500 m for 12-
km and 250 m for 2-km simulations).
The resulting model profiles for potential
temperature and relative humidity are shown
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Figure 1: Comparison between PBL potential tem-
perature and relative humidity profiles at 00 UTC
27.01.2003 for the 12-km and 2-km simulations
with reduced diffusion coefficients (* 12km tkmin and
* 2km tkmin respectively) and the 12-km standard
setup simulation (* std) with the Brest sounding.

in Fig. 1 for Brest together with the observed
radiosonde profiles at 00 UTC 27.01.2003.
The figure shows how a clear decoupling of
the moisture fluxes between the boundary
layer and the free atmosphere is achieved by
allowing the vertical diffusion to decrease to
lower values, which is a direct result of the
model’s ability to simulate the inversion cor-
rectly.

Figure 2: Low cloud fraction (cloud fraction be-
low 800 hPa) for the standard setup simulation
(12km std) in comparison to the reduced diffusion co-
efficient simulation (12km tkmin) and the MODIS
satellite at 12 UTC 27.01.2003. In the MODIS plot
grey areas are either outside the satellite’s imaging
range, or obscured by higher level clouds.



Although only the Brest profile is shown here,
the strengthening of the inversion between
300 – 600 m was not only restricted to that
particular location, but was observed over
large areas of the marine domain to the West
of the Bay and Portugal. The increase of po-
tential temperature between 300 m to 600 m
doubled from the standard setup simulation
(∼4 K) to the reduced diffusion coefficient
simulation (∼8 K – ∼10 K). The stronger
capping of the PBL also had a tremendous
effect on the spatial distribution of low cloud
coverage (see Fig. 2), which was significantly
increased and is now in better agreement with
the observed MODIS satellite cloud cover for
this time period.

3 CONCLUSIONS AND OUTLOOK

In this study it was shown that the regional
COSMO-CLM model is able to simulate a re-
alistic marine, shallow, cloud-topped bound-
ary layer with the important changes to the
default setting, in which the limiters of the
diffusion coefficients of momentum and heat
were reduced from their default value of 1
m2/s to 0.01 m2/s. With this setup, we will
proceed to simulate the impact of ship emis-
sions on the cloud-microphysical properties
and their meteorological feedbacks in 2-km
simulations for the real case.
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1. INTRODUCTION 
Ice generation in the atmosphere has 

profound impacts on the cloud radiative 
properties and precipitation generation. 
However, the primary ice generation in 
clouds is poorly understood. Among many 
aspects of ice generation in the atmosphere 
that need to be advanced, understanding 
the linkages of aerosols and ice generation 
is a critical step [Cantrell and Heymsfield, 
2005]. Dust particles have widely been 
recognized as the most important ice nuclei 
(IN) sources [DeMott et al., 2010]. To 
improve our understanding of the 
effectiveness of dust particles as IN, this 
presentation provides an update on using 
four-year (2006-2010) collocated CloudSat 
and CALIPSO measurements to quantify 
dust’s impact on ice generation in 
supercooled stratiform clouds. The results 
highlight an important contribution of space-
based active remote sensing measurements 
to the investigation of primary ice generation 
processes. 

2. IDENTIFICATION OF SSCs AND 
DUST LAYERS  

Supercooled stratiform clouds (SSCs) 
are ideal targets because of their less 
complex dynamic environments for ice 
growth (e.g., limited vertical extent). The 
SSCs have a thin supercooled liquid-
dominated mixed-phase layer at the top. 
The ice particles are presumed to form 
within that layer, grow and fall out [Wang et 
al. 2004; Westbrook and Illingworth, 2011]. 
The resulting ice virga or precipitation has 
depth up to 2.5 km [Fleishauer et al., 2002].  

 
Figure 1. (a) Identified SSCs and dust 
layers; (b) CALIOP lidar TAB at 532nm; (c) 
CALIOP lidar depolarization at 532nm; (d) 
CloudSat CPR radar reflectivity. 

The collocated CloudSat and CALIPSO 
measurements provide unique dataset for 
studying ice generation in SSCs and the 
aerosol impacts. The SSCs could be reliably 
detected from space-borne lidar 
measurements because of the strong lidar 
backscattering and also the strong 
attenuation of lidar signal by the liquid 
dominated layer at the top [Zhang et al., 
2010]. In this study, the radar reflectivity 
factor (Ze) from CloudSat were used to 
detect ice particle occurrence in SSCs 
[Stephens et al., 2008], while CALIPSO 
measurements can detect dust layers 
around the clouds [Winker et al., 2010]. 
Fig.1 shows an example of an identified 
SSC and contrasts it with a deeper cloud 
system from collocated CALIPSO and 
CloudSat measurements. The SSC has a 
liquid-dominated layer with tops at ~5 km 
and cloud top temperatures (CTT) of ~ -11 
oC. Ice virga is detectable below cloud top 
as indicated by the CloudSat Ze 
measurements. In addition, CALIPSO lidar 
measurements also provide high vertical 



resolution profiles of backscattering and 
depolarization ratio for identifying major 
aerosol types [Winker et al., 2010]. For 
example, the dust layer top and base can 
be detected by using lidar total attenuated 
backscattering (TAB) and depolarization for 
cloud free profiles [Liu et al., 2008]. In Fig.1, 
the dust layer is evident with a top and base 
at about 5 km and 1 km, respectively, on 
both sides of SSCs. 

 

3. QUANTIFYING DUST IMPACTS ON 
ICE GENERATION IN SSCs 

 

 
Figure 2. Global distribution of dusty SSCs 
based on four year CloudSat and CALIPSO 
measurements. 

 

We relied on dust layer detected 
between or surrounding clouds to infer 
whether SSCs are impacted by dust, or not. 
If dust layers are detected close to either 
one side or both sides of SSCs, it is 
believed that the SSC layer is affected by 
dust particles and referred as a dusty SSC 
(Fig.1). Fig.2 shows the global geographical 
distribution of the dusty SSCs. Dusty SSCs 
cases are mainly located at northern Africa, 
Saudi Arabian and East Asia regions – the 
so called ‘dust belt’. For non-dusty SSCs in 
the ‘dust belt’, they might still be influenced 
by dust aerosol present at concentrations 
and sizes that produce a signal less than 
the detection limit of the CALIPSO lidar. 
Therefore, we also included SSCs in the 
same longitude and latitude ranges in the 
Southern Hemisphere for comparison and 

referred it as the ‘South Regions’, as shown 
in Fig. 2.  

 
Figure 3. (a) Mixed-phase fractions relative 
to all SSCs for dusty, non-dusty and ‘South 
Regions’; (b) for mean Ze_max (calculated 
within 500m of SSC top). 

 

When ice particles are detected based 
on the temperature-dependent Ze 
thresholds (Zhang et al 2010), the SSC is 
then regarded as in mixed-phase state. The 
dusty SSCs have ~20% higher mixed-phase 
fractions at CTT colder than -10 °C as 
indicated in Fig 3 (a). About 98% of the 
dusty SSCs are mixed-phase at CTT ~-15 
oC, while the non-dusty and ‘South Regions’ 
cases only reach the dusty SSC’s 
magnitude of mixed-phase fraction at CTT 
values ≤ -30 °C. From Fig. 3b, the dusty 
SSCs have larger mean Ze_max at CTT 
colder than -10 °C. At ~-20 °C, the dusty 
SSCs have mean Ze_max about 4 dBZ 
higher than non-dusty SSCs in the same 
region and up to 8 dBZ higher than the 
‘South Regions’.  Due to similar ice crystal 
growth history in SSCs with comparable 
CTT and liquid water path, it is fair to 
assume that ice concentration is the main 
reason for the observed Ze_max difference. 
Thus, statistically speaking, an 8 dBZ 
Ze_max difference indicates that dust can 
enhance the ice concentration in SSCs by a 
factor of up to 6.3.  

 



 
Figure 4. Calculated Ze_max from 1-D ice 
growth model for ice concentration of 1/L.  

On the other side, if we can model the 
ice crystal growth trajectory, the ice crystal 
number concentrations could be estimated 
from Ze_max. Recent developments in ice 
crystal diffusional growth studies showed 
that strong dependence of ice growth rate 
on the temperature and growth habits can 
be modeled [Chen and Lamb, 1994; 
Westbrook and Heymsfield, 2011]. A 1-D 
ice growth model based on Chen and Lamb 
[1994], using ice particle inherent growth 
ratio, which allows for both the a-axis and c-
axis evolution during growth process, was 
developed to simulate the ice mass growth 
along with time. Westbrook and Heymsfield 
[2011] showed that the simulated growth is 
in reasonable agreement with cloud 
chamber measurements made between -2.5 
°C and -22 °C. To obtain the ice growth 
along the trajectory, the terminal velocity of 
the particle was estimated based on 
parameterizations from Heymsfield and 
Westbrook [2010]. The Ice particle’s initial 
size distribution was formulated as a 
gamma distribution and, initially, their shape 
was assumed to be spherical.   The Ze 
averaged over the top 500 m of cloud 
(corresponding to the CloudSat vertical 
resolution) at each CTT and for a broad 
range of crystal concentration.  One of the 
simulations is shown in Fig. 4. The Ze 
maxima at around -5 °C and -15 °C are 
caused by column-needle, dendrite growth 
habits, respectively. The minimum, at -8 °C, 
is for isometric growth.  

By combining the observed Ze_max 
values with the 1-D ice growth model, we 

retrieved the ice particle concentration at 
specified meteorological conditions in terms 
of CTT and LWP.  

 

 
Figure 5. a) SSC detected by Wyoming 
Cloud Lidar during ICE-L (RF09). b) Ze 
structure from Wyoming Cloud Radar. c) 
The correlation between ice number 
concentrations measured from 2D-C and 
the Ze_max. d) The relationship between ice 
number concentrations measured from 2D-
C and retrieved from Ze_max.  

 

To validate the retrieved crystal 
concentrations, we compared the retrieval 
with in situ measurements, and with a 3-D 
cloud resolving model simulation. An SSC 
layer case observed during ICE-L is shown 
in Fig. 5. The CTT was -27 °C and ice virga 
was detected from Ze measurements. As 
shown in Fig. 5 d), the ice concentrations 
from 2D-C correlated well with Ze_max and 
the estimated ice crystal number 
concentration is within uncertainties; about 
a factor of 2.  



 
Figure 6. The retrieved ice concentration in 
SSCs and comparison with different 
parameterizations for dusty, non-dusty and 
‘South Region’ cases. CF and DF mean 
contact freezing and deposition freezing, 
respectively. Naer,0.5 is the coarse mode  
aerosol (with diameter > 0.5 µm) number 
concentration. 

The retrieved ice concentrations, binned 
by temperature for dusty, non-dusty and 
‘South Region’ SSCs shown in Fig. 6.  Also 
presented are crystal concentrations base 
on ice-nucleation parameterizations [DeMott 
et al., 2010; Meyers et al., 1992].  In the 
case of values derived using the DeMott et 
al. [2010] parameterization, a range of 
coarse mode aerosol particle concentrations 
is assumed.  

Fig. 6 demonstrates that dusty SSCs 
have higher ice concentrations, but this 
difference diminishes with increasing 
temperature. Compared to what we retrieve, 
Fletcher’s deposition scheme 
underestimates at warm temperatures and 
vice versa. Meyers’s deposition and contact 
freezing schemes overestimate the ice 
concentrations compared with non-dusty 
and ‘South Regions’ cases, while fit the 
dusty cases better at CTT warmer than ~ -
25 oC. DeMott’s parameterizations compare 
well with non-dusty and ‘South Region’ 
cases, but a little bit underestimate the ice 
concentration compared with dusty SSCs 
for N = 0.5 cm-3 and mean fit. While for N = 
20 cm-3, DeMott’s parameterizations 
overestimate the ice concentration 
compared with non-dusty and ‘South 

Region’ cases, but compare well with dusty 
cases. 

4. SUMMARY 
Satellite remote sensing was used to 

evaluate dust impacts on ice generation in 
SSCs. We showed that ~98% of dusty 
SSCs contain ice, provided the cloud top 
temperature is less -15 °C, while the non-
dusty SSCs, in the same geographical 
region, only reach this magnitude of mixed-
phase occurrence at temperatures colder 
than -30 °C. Using a suite of airborne 
sensors, deployed to sample a SSC, we 
also validated the retrieval algorithm used to 
derive the crystal concentration.   Based on 
that case study, we conclude that ice 
concentration in mixed-phase stratiform 
clouds can be estimated within about a 
factor of 2. Overall, we conclude that ice 
concentrations in dusty SSCs, compared to 
non-dusty SSCs, can be 2 to 5 times larger, 
for results binned by cloud top temperature. 
Our ongoing researches are refining the 
approach to better link dust concentration 
with ice generation in SSCs with CloudSat 
and CALIPSO measurements. 
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1. INTRODUCTION. 

In the scientific community there is a 

general consensus that the so-called non-

inductive mechanism plays the major role 

in the electrification of thunderstorms, 

culminating in lightning. This mechanism is 

based on laboratory experiments 

(Reynolds et al., 1957; Takahashi, 1978; 

Saunders et al., 1991, and others) 

showing that substantial charge is 

transferred during rebounding collisions 

between ice crystals and graupel pellets 

(of millimetric dimensions) growing by the 

accretion of supercooled cloud droplets. 

The magnitude of the charge transfer per 

collision increases rapidly with increasing 

velocity of impact and (especially) the size 

of ice particles, so it is expected that there 

should be a correlation between different 

in-cloud characteristics related to the size 

of ice particles and lightning activity in 

thunderstorms. Due to this in the last 

decade there has been extensive study of 

the relation between different lightning 

characteristics, radar reflectivity, cloud 

dynamic and different aspects of 

precipitation to the ground. Most of the 

works are based on the combined 

analyses of radar data (maximum radar 

reflectivity, radar cloud top, height of 

proper radar reflectivity) and lightning 

characteristics (flash rate, flash density, 

multiplicity, polarity). Some of the studies 

concentrate to establish if the 

electrification of thunderstorms is a direct 

consequence of the development within 

them of ice, both non-precipitating 

(crystals) and precipitating (graupel) 

(Petersen and Rutledge, 1998; Blyth et al., 

2001; Deierling et al., (2005, 2008)). 

Several works are directed to the search 

for correlation between flash rate (density) 

and precipitation amount (Soula et al., 

1998; Tapia et al., 1998; Soula and 

Chauzy, 2001; Rivas Soriano et al., 2001; 

Seity et al., 2001; Ezcurra et al., 2002; 

Zhou et al., 2002;  Underwood et al., 2004; 

Gungle and Krider, 2006;  Price and 

Federmesser, 2006; Jayaratne and 

Kuleshov, 2006; Katsanos et al., 2007, 

Petrova et al,. 2009, etc.), other – to the 

relation between lightning activity and 

severe events (Kane et al., 1991; Williams 

et al., 1999;  Lang et al., 2000; Soula et 

al., 2004; Moriah et al., 2011; Price et al., 

2011a; Price et al., 2011b ,etc). Rivas 

Sorriano et al. (2001) and  Soula et al. 

(2004) assumed that the variability of 



lightning parameters is linked to several 

factors, especially the latitude, the season, 

and the climatic conditions, which could be 

the reason for the contradictory 

conclusions based on the studies 

conducted in different geographical  areas. 

There are only a limited number of studies 

(Dimitrova et al., 2009, 2011, Mitzeva et 

al., 2011) concerning lightning activity of 

thunderstorms developed over central and 

northwest Bulgaria. They showed that 

there is a significant difference between 

lightning characteristics in thunderstorms, 

producing hail, heavy and weak rain.  

The results from analysis of lightning 

and radar data related to summer 

convective thunderstorms that have been 

developed over northeast Bulgaria and the 

Black sea are presented here. The present 

work is devoted to the study of the 

relationship between flash rate and 

thunderstorm development, estimated by 

available radar information. Special 

attention is paid on the moment of first 

detection of lightning regarding 

thunderstorms development. Statistical 

analyses is performed to estimate if there 

is a correlation between flash rate and 

some radar characteristics. 

 

2. DATA  

Thirteen summer thunderstorms, that 

developed during 2006 over northeast 

Bulgaria in a 100 km radius around Varna 

town are selected for the analysis.  

The lightning data are provided from 

the ZEUS network operated by the 

National Observatory of Athens (NOA). 

Radar information is obtained by the C-

band Doppler radar METEOR – 360 AC, 

which is located close to Varna airport.  

The data are grouped in time intervals 

of 15 minutes (hereafter named events), in 

accordance with the period of radar 

volume scan.  The number of flashes is 

integrated with radar products for each 

interval and selected thunderstorm area 

(the border of cell was outlined by radar 

reflectivity 15 dBZ). Several radar 

characteristics (maximum radar reflectivity, 

Z max, radar cloud top height (height of 15 

dBZ), H15, heights of 30 dBZ, H30, of 40 

dBZ, H40 and of  45 dBZ, H45) are 

extracted from the radar information. As a 

result the number of events with lightning 

for the analysis 13 thunderstorms is 123. 

The height of the zero isotherm,  of -10 

0C  -15 0C,  -20 0C  and -40 0C  isotherms 

are estimated using proximity sounding, 

obtained by the numerical model GFS 

(http://www.arl.noaa.gov/ready/cmet.html). 

The depth of thunderstorms above -400C 

isotherms is included in the analyses. The 

temporal evolution of lightning and 

available radar information is examined 

too.  

 
3. RESULTS 

To obtain the idea for the studied 

thunderstorms, their life time, time with 

lightning, average flash rate (aveFR) for 

each thunderstorm and maximum flash 

rate are presented in Table 1. The rows 

are arranged in accordance with the 

http://www.arl.noaa.gov/ready/cmet.html


ascending values of the average flash 

rate.  

Table 1. Date of the studied 
thunderstorms, their life time and duration 
of time with lightning, average (for each 
thunderstorm) flash rate (aveFR), 
maximum flash rate (FR max). 
 

Date 
life 

time 
[min] 

time 
with 

flashes  
[min] 

ave FR  
flashes 

per 
15min 

FR 
max  

flashes 
per 

15min 

LFR 

22/08/06 II 90 75 6 15 

27/06/06 90 45 14,3 36 

19/06/06 II 105 75 8,17 11 

05/08/06 120 90 31,9 72 

22/08/06 135 120 26,3 49 

24/06/06 180 60 6,8 11 

HFR 

19/06/06 150 105 174 442 

20/06/06 180 165 44,5 116 

20/06/06 II 180 120 65,5 170 

19/06/06III 225 195 48,7 110 

28/07/06 225 210 209,9 587 

05/08/06 II 255 195 57 213 

21/08/06 270 195 166,7 273 

 

The analysis reveals that the studied 

thunderstorms are vigorous with maximum 

of their cloud tops  H15≥ 11 km AGL and 

with maximum radar reflectivity Zmax 

between 45 and 65 dBZ. Their life time 

varies between (90 - 270) minutes with the 

duration of lightning detection between (45 

– 210) minutes. There are 6 

thunderstorms (37 events) with average 

flash rate aveFR≤ 32/15 min (~2/min) and 

7 thunderstorms (86 events) with the 

corresponding higher values of aveFR. 

Our analysis (F- and t-tests with significant 

level 0.05) shows that there is statistical 

significant difference between mean 

values of FR and duration of time with 

lightning in the above mentioned groups 

(see Fig. 1 and Fig. 2 respectively). For 

this reason the analysis is performed 

separately for two samples. The sample 

with aveFR ≤ 32/15 min (~2/min) is 

denoted hereafter as a LFR (Low Flash 

Rate) and the sample with aveFR > 32/ 15 

min (~2/min) is denoted hereafter as HFR 

(High Flash Rate). 
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Fig. 1 Box and Whiskers plot for average 
flash rate (number of flashes per 15 min) 
for LFR and HFR 
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Fig. 2 Box and Whiskers plot for time with 
lightning for LFR and HFR 

 

The results show that mean values of 

H15, H30, H40 and H45 are significantly 

larger for thunderstorms in HFR sample in 

comparison with the corresponding values 

in the thunderstorms from LFR sample, 

which indicates that as an average the 

flash rate is higher in more vigorous 

thunderstorms.  The Box and Whiskers 



plots for H15 and H40 are presented in 

Fig.3. 

H15

 Mean 
 Mean±SE 
 Mean±1.96*SE LFR HFR

11

12

13

14

 

H40

 Mean 
 Mean±SE 
 Mean±1.96*SE 

LFR HFR
7.5

8.0

8.5

9.0

9.5

10.0

10.5

11.0

 

Fig. 3.  Box and Whiskers plot for a) the 
radar cloud top  H15 and b) the height  of 
radar reflectivity 40 dBz, H40 for 
thunderstorms in LFR and HFR samples  
 

The depths of the regions without cloud 

droplets, H15-H(-400C) in both samples 

are compared. The results presented in 

Fig. 4 show that the mean values of  cloud  

depth above -40 0C is significantly larger in 

thunderstorms from HFR sample than in 

thunderstorm from LFR. Based on these 

results one can assume that the 

rebounding collisions between graupel and 

ice crystals at the absence of cloud 

droplets (above -400C) contribute also 

significantly to the charging of 

thunderstorms. Thus, one can conclude 

that the regions of the clouds where the 

charge separation mechanisms are active, 

are larger than previously thought. This is 

in accordance with the numerical 

simulations in Mitzeva et al., 2006, as well 

with the recent laboratory study by Avilla 

et al., 2011 showing that significant charge 

is transferred at very low temperatures.   
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Fig. 4. Box and Whiskers plot for depth 
above -40 0 C isotherm in thunderstorms 
from LFR and HFR samples  
 

In all thunderstorms (with the exception 

of the thunderstorm developed on 

20/06/06) the first flashes are detected 

when echo - height of 40 dBZ, H40 is 

above 6-7 km AGL at the temperatures 

lower than -15 0C. In this moment the 

radar cloud tops are above 10 km AGL at 

temperatures lower than -35 0C (see Table 

2)  In the thunderstorm developed on 

20/06/06 the first flashes are detected 

when radar cloud top reaches 12 km AGL 

(temperature -54 0C) and the maximum 

radar reflectivity is 30 dBZ with H30 =9 km 

AGL (temperature -370C). It is clear from 

Table 2 that there is a high variability 

between the proper values of H15 and 

H40 and the corresponding temperatures 

in all thunderstorms at the first moment of 

flash detection. The absence of flashes 

before a certain threshold of high values of 

a) 

b) 



H15 and H40 (with the exception of one 

thunderstorm) and low values of the 

temperatures at the corresponding levels 

is in accordance with the results obtained 

by other authors. For example it is found 

by Martinez (2001) that in all analyzed 12 

storms with lightning during STEPS, the 

radar echoes of at least 40 dBZ had to 

exist at altitudes greater than 7 km MSL in 

order for lightning to occur.   

 

Table 2. Radar cloud top height, H15, 
temperature at H15, height of 40 dBz , 
H40, temperature at H40 at the first 
moment of flash detection 
.  

Date 
H15 
[km] 

T H15 
[
o
C] 

H40 
[km] 

T H40 
[
o
C] 

LFR 

22/08/06 II 10 -41 10 -41 

24/06/06 15 -56 8 -26 

19/06/06 II 16 -58 12 -55 

27/06/06 12 -49 7 -19 

22/08/06 11 -46 9 -34 

05/08/06 10 -44 8 -30 

HFR 

20/06/06 12 -54   

19/06/06 III 12 -54 7 -22 

05/08/06 II 10 -44 6 -15 

20/06/06 II 12 -54 8 -29 

21/08/06 12 -48 11 -43 

19/06/06 13 -53 10 -46 

28/07/06 10 -45 7 -21 

 

The more detailed analyses of the 

evolution of FR and radar parameters for 

thunderstorms reveal that during the 

growth stage of the studied thunderstorms 

there is an increase in FR after a sharp 

increase of H40 above isotherm -20 0C, 

and H15 above isotherm -400C (Fig.5 and 

Fig.6). The similar behavior is established 

in the study of Rigo et al., (2005) and 

Pessi and Businger (2009). 
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Fig. 5 Number of flashes for 15 minutes, 
FR and radar information as a function of 
time for the thunderstorms developed on 
19/06/06.  
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Fig. 6 Number of flashes for 15 minutes, 
FR and radar information as a function of 
time for the thunderstorms developed on 
27/06/06.  
 

The scatter plots between flash rate 

and several radar parameters (not shown 

here) indicate that there is no pronounced 

relation between flash rate and analysed  

radar parameters in both samples (HFR 

and LFR). However, for thunderstorms 

from HFR sample logarithmic correlation is 

established between FR averaged in 1 km 

bin, FR  and H15, H30, H40 (see Fig. 7 

a,b.c). No such correlation exists for 

thunderstorms from the LFR sample. The 



sharp increase of FR  with the increase of 

cloud top height is obtained by other 

authors (e.g Pessi and Businger, 2009) 

and can be linked to the intensification of 

the updraft which favours electrification.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Scatter plot of flash rate FR  
(averaged in 1 km bin) for HFR sample, as 
a function a) of H15; b) of H30 ; c) of H40 
 
4. CONCLUSION 

 
A combined analysis of lightning and radar 

data for thirteen summer convective 

thunderstorms that have been developed 

over northeast Bulgaria are presented. 

The data are grouped in time intervals 

of 15 minutes in accordance with the 

period of radar volume scan. The analysis 

is performed for two samples of 

thunderstorms: HFR (High Flash Rate) 

and LFR (Low Flash Rate) with aveFR> 2/ 

min and aveFR ≤ 2/ min respectively. The 

main results are: 

 In all thunderstorms (with one 

exception)  the first flashes are 

detected when echo-height of 40 dBZ, 

H40 is above 6-7 km AGL 

(temperatures lower than -15 0C) and 

radar cloud top is above 10 km AGL 

(temperatures lower than -35 0C) . 

 In most of the thunderstorms there is 

an increase in FR after a sharp 

increase of H40 above isotherm -20 

0C, and H15 above -400C.  

 The mean values of H15, H30, H40 

and H45 are significantly larger for 

thunderstorm in HFR sample in 

comparison with the corresponding 

values in thunderstorms of LFR 

sample, which indicates that as an 

average the flash rate is higher in 

more vigorous thunderstorms.    

 The mean value of thunderstorm 

depth above -40 0C is significantly 

larger in thunderstorms from HFR 

sample than in thunderstorm from 

LFR. Based on this results one can 

speculate that the rebounding 

collisions between graupel and ice 

crystals at the absent of cloud 

droplets (above -400 C) contribute also 
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significantly to the charging of 

thunderstorms.  

 A logarithmic correlation is 

established between FR averaged in 

1 km bin, FR  and heights of radar 

reflectivity H15, H30, H40, for 

thunderstorms from HFR sample. 

The present study reveals that most 

of lightning features of the studied 

thunderstorms over northeast Bulgaria are 

similar to those in other geographical 

regions. Some comparisons are given in 

the previous section. 
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Abstract: Based on the hailstone data of 13 

meteorological observation stations, the 

article analyzed the spatial and temporal 

distribution characteristics of hailstones in 

Tianjin. The results showed:(1)The annual 

mean hailstone-days was 13 during the 

recent 20 years, the hail days in Jixian 

district was most(105 days). The hailstone 

weather often appeared in spring, summer 

and autumn. (2) Based on hailstone data 

from 1990 to 1999,hailstone duration which 

exceed 30 minutes occupied high 

proportion.From 2000 to 2009, the hail 

duration between 1 to 10 minutes occupied 

the highest proportion, the value was 64.5

％.(3) The hail weather appeared between 

05:00 and 15:00 mostly， the proportion 

reached 79.7％. 

Key Words： hailstone   temporal and 

spatial distribution   hail duration 

 

Introduction 

Hail is a form of precipitation which 

consists of balls or irregular lumps of ice 

(hailstones).Hail is only produced by 

cumulonimbi, usually at the front of the 

storm system. Hailstones on the earth 

usually consist mostly of water ice and 

measure between 5 and 50 millimeters in 

diameter. They would lead to disaster and 

huge economic losses in agriculture ，

forestry ， industry ， communications and 

transportation.  

Tianjin is located in the eastern part of 

the North China Plain, it is often affected by 

polar generated air[1]. The encounter of cold 

air with warm moist air from Bohai Sea often 

causes hailstone in summer and autumn. 

Those researches of hailstones 

concentrated on now-forecasting 

techniques，diagnostics on weather，and 

convective clouds formation 

mechanisms[2-5],while the analysis of 

developing and changing characteristics of 

hailstone，would not only reveal the rules of 

emergence，but also provide some scientific 



evidence for  hail suppression researches. 

Using the data of hailstone events 

from 13 meteorological observation 

stations ， the article analyzed the 

spatial-temporal distribution and variation 

characteristics in Tianjin.  

1. Data Description 

The research data included hailstone 

data of 13 meteorological observation 

stations in Tianjin from 1990 to 2009. By 

statistical analysis, it could obtain the spatial 

and temporal distribution characteristics of 

hailstone, and moving paths of heavy 

convective clouds. These results would 

provide some basis for hail suppression 

works and disaster prevention and 

reduction. 

2. The Hail-falling Characteristics in Tianjin 

from 1990 to 2009 

2.1 The Temporal and Spatial 

Characteristics of Hail-falling Days 

The annual mean hail days was 13 

during the recent 20 years in Tianjin, which 

occurred at a high frequency in 1990s, and 

the average number was 16. The year with 

the most hail days out of the years studied 

was 1990, with 29 hail days(Figure 1). The 

number of annual mean hail days decreased 

after 2000,which was 9. From the hail spatial 

distribution chart(Figure 2)，It could be found 

that the hail days in Jixian district was the 

most(about 105 days),Jinghai and Baodi 

were also the heavy hail regions， The 

account hail days were 50 and 49. While the 

hail-days in Dagang district were only 11 

days. 

  

Figure 1.The changing characteristics of 

hail-falling days in Tianjin between 

1990-2009; Figure 2.The spatial distribution 

of hail-falling days in Tianjin 

2.2 Characteristics of Monthly Cumulative 

Hail Days from 1990 to 2009 

The hail appearance 

presented significant seasonal changes and 

unimodal distribution. From the spatial 

distribution chart of monthly cumulative hail 

days(Figure3),It could be found that 

hailstone weather often appeared in spring, 

summer and autumn. The most frequent 

hail-falling month was June. There were no 

hail days in January ， February and 

December. It might be related to atmosphere 



unstable stratification. 

 

Figure 3. The chart of monthly cumulative 

hail days distribution from 1990 to 2009 

2.3 The Characteristics of Hailstone 

Duration 

The duration of hail-falling process vary 

with synoptic situation, atmosphere stability 

conditions and convective cloud structure. 

Table 1 showed hailstone duration in 1990 to 

1999 and 2000 to 2009. There were some 

differences. Based on the hailstone data in 

1990’s. Hailstone duration which exceeded 

30 minutes occupied high proportion, It was 

49.2％. Hailstone duration between 1 and 10 

minutes occupied high proportion. It reached 

30.3 ％ .The proportion which hailstone 

duration exceeded 30 minutes was only 7.9

％ from 2000 to 2009. 

Emergence Frequency Hailstone 
Duration 1990-1999 2000-2009 

1-10minutes 20.5％ 64.5％ 
10-30minutes 30.3％ 27.5％ 
＞30minutes 49.2％ 7.9％ 
Table 1. The statistical table of hailstone 

duration in 1990 to 1999 and 2000 to 2009 

Based on figure 4，it could be found that 

the hail-falling time presented obvious 

diurnal variation. The hail weather appeared 

between 05:00 and 15:00(coordinated 

universal time, UTC) mostly，the proportion 

reached 79.7 ％ .The hail appearance 

probabilities were low from 20:00 to 22:00 

and 01:00 to 03:00，the proportion was only 

1.4％.  

 

Figure 4. The chart of hail-falling time in 

Tianjin between 1990 and 2009 

3. Conclusion 

(1)Between 1990 and 2009， the annual 

mean hailstone-days were 13.The 

appearance frequency was high in 1990’s. 

After 2000，the hail days reduced gradually. 

The accumulative hail days in Jixian were 

most(105 days). 

(2)Thehail appearance presented significant 

seasonal changes and unimodal distribution. 

Hailstone weather often appeared in spring, 

summer and autumn. The most frequent 



hail-falling month was June.  

(3)Based on hailstone data from 1990 to 

1999,hailstone duration which exceed 30 

minutes occupied high proportion, the 

number was 49.2％.From 2000 to 2009, the 

hail duration between 1 to 10 minutes 

occupied the highest proportion, the value 

was 64.5％. 

(4) The hail weather appeared between 

05:00 and 15:00 mostly， the proportion 

reached 79.7％. 
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Abstract: 

     Marine cloud brightening (MCB) is one 

of several proposed solar radiation 

management geoengineering schemes 

designed to enhance the albedo of marine 

stratocumulus clouds, with concomitant 

overall cooling, and the intention of 

averting some of the undesirable effects of 

climate change (Latham et al. 2008, 

2012).  Such changes include ice loss, 

desertification and increased sea levels. 

Polar sea ice fraction has been recorded 

by satellite data for the last 40 years. This 

data shows a general long term reduction 

in sea ice thickness and area and this 

reduction has been attributed to climate 

change. Changes in climate have been 

reported to be disproportionately larger in 

polar regions. 

  

    The HadGEM1 (UK Met Office Climate 

Model, V6.1) is a fully coupled climate 

model. It is used to project changes in 

polar ice cover and temperatures as a 

result of increasing carbon dioxide and the 

deployment of MCB geoengineering. The 

meridional heat flux is the mechanism for 

moving energy from the tropics to the 

polar regions.  The results show that for a 

comparison between a control (~ 2020 

carbon dioxide concentrations)  and a 

double pre-industrial carbon dioxide 

simulation, the maximum meridional heat 

flux is found to change from 5.8 PW to 6.1 

PW. With three-region MCB seeding of 

marine stratocumulus, this is reduced to 

5.7 PW.   Application of a three region 

seeding scenario, results an increase in 

sea ice cover to 0.20 million sq km above 

the initial values. ( Parkes et al. 2012 ) 

Methodology: 

    The HadGEM1 fully coupled climate 

model (Latham et al 2012 and Parkes et 

al. 2012) were used for the climate 

simulations.  More information is available 

in these papers and in the presentation. 

The droplet number concentrations wer 

modified to 375/cc in the MCB simulations. 

    Four simulations were used in the 

calculations to examine the effects of MCB 

on the meridional heat flux 

 

Table 1. Simulations carried out to 

investigate MCB (Parkes et al. 2012) 

    The control run (CON) was compared 

with the results of Wunsch (2005) and 

these can be seen in Figure 1. 

    The second simulation was used to 

simulate a double CO2 atmosphere, and 

examine the consequences for the 

meridional heat flux. 

    The two final simulations were carried 

out to examine the effects when only a 

three small region seeding (5% of the 

maritime stratocumulus clouds, MCB3) 

was implemented and when all the 

maritime stratocumulus clouds (MCBA) 

were seeded. 



  

 

Figure 1. Calculation of the MHF from 

radiative balance values in the ERBE 

dataset (left) and HadGEM1 (right). 

Panels (a) and (b) show the annual 

average radiative balance. Panels (c) and 

(d) multiply (a) and (b) by the area in each 

latitude band. Panelss (e) and (f) sum 

these values from 900 S to 900 N to give 

the MHF. Dotted lines in Figures (e) and 

(f) show the result from 900 N to 90 0  S. 

Panels (a), (c) and (e) are copied from 

Figure 2 (a) ,(b) and (c) of Wunsch 2005   

{ Parkes et al. 2012 } 

 

Figure 2.  Meridional Heat Flux for the 

simulations described in Table 1 (Parkes 

et al. 2012) 

 

Results and Discussion: 

    For brevity, the plots of the change in 

ice coverage  and surface temperatures 

are not included in this extended abstract, 

but can be found in Parkes et al. 2012). 

Figures 1(a) and 1(b) show the annual 

average radiative balance at the top of the 

atmosphere from the ERBE dataset and 

our computed HadGEM1 results. These 

values are multiplied by the area in each 

latitude band to give the contribution of 

each band to the total MHF. To produce 

Figures 1(d) the data from Figure 1(b) was 

regridded from the HadGEM1 model grid 

to the 2.50 square grid used by the ERBE 

dataset. The regridding enables a direct 

comparison between the results in Figures  

1(c)  and 1(d) . Figure 1(e) shows the 

summation of the results in Figure 1(c) 

from the South pole to the North pole. 

Figure 1(f) is generated using the same 

method as Figure 1(e) with data that has 

not been regridded to the lower ERBE 

resolution. It can be seen that the MHF 

values derived from HadGEM1 compares 

well with the dataset and shows less of an 

imbalance when the calculation direction 

is reversed from the North to the South. 

    We present the first analysis of changes 
to a MHF as a result of simulating the 
deployment of MCB in a double carbon 
dioxide concentration atmosphere. The 
maximum MHF, in the northern 
hemisphere, is generally found close to 40 
degrees N and the maximum value from 
the control, CON is found to be 5.8 PW. 
The heating from doubling carbon dioxide 
raises the maximum to 6.1 PW while three 
region seeding in MCB3 reduces this to 
5.7 PW. In MCBA the maximum MHF is 
reduced to 4.0 PW. These results 
demonstrate how MCB, even when 
seeding is applied in three relatively small 
maritime regions, can cause an 
appreciable change in the global MHF. 
 



 
 
 
Figure 3.  Comparison of summer (let) 
and winter (right) polar surface 
temperatures (K) for the engineering 
simulations. The upper panels (a) and (b) 
show the differences between 2CO2 and 
CON.  Panels (c) and (d) show the 
differences between MCB3 and CON and 
panels  (e) and (f), the lower panels show 
the differences between MCBA and CON. 
 
 
    In the presentation plots of sea ice 
extent and surface temperatures will be 
produced as in Parkes et al (2012).  The 
surface temperatures are shown in Figure 
3 and indicate that indeed these 
simulations do reduce the size of the 
Surface Temperatures. 
 
     The results from our four climate 
simulations including two MCB scenarios 
show a strong connection between sea ice 
fraction and sea surface temperatures. 
These two quantities are influenced by a 
sea ice - albedo feedback loop which in 
turn is influenced by the MHF, which 
transports heat energy polewards.  
Furthermore our control simulation (CON) 
is in good agreement with previous work 
on the MHF using the ERBE dataset 
(Wunsch05). Polar amplification leads to a 
polar heating and thus a reduction in sea 
ice which then possibly starts the positive 
feedback resulting in further heating and 
sea ice loss. Thus MCB may be able to 

target polar regions more effectively than 
other geoengineering methods (Latham et 
.al 2008) . In particular, in the double 
carbon dioxide scenario, MCB produces a 
significant reduction in sea ice loss. 
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1. INTRODUCTION 

 

The CCN plays a crucial role in 

precipitation development, particularly in 

warm shallow clouds. Those results are 

emphasized by the studies (Breon et al., 

2002) who pointed out that cloud droplet 

sizes are the largest over remote tropical 

oceans and smallest over highly polluted 

continental areas. 

In recent years many studies have 

drawn attention to the tropical Amazon rain 

forest biome (Roberts et al., 2001; Gunthe et 

al., 2009, Chen et al., 2009) in the northern 

region of Brazil, while the Brazilian large 

semiarid area continues to be the least 

studied, although the most susceptible to 

weather variations (Oyama and Nobre, 

2004). NEB has a population of more than 

47 million people, about 19 million of which 

live on its semi-arid portion and depends 

strongly on the annual cycle of precipitation. 

As warm clouds are the main responsible for 

the total precipitation in NEB, the impact of 

CCN in the precipitation efficiency is 

potentially larger than in the Amazon region, 

what indicate the importance of this kind of 

studies to this particular region.  

 

2. THE CEAREX PROJECT 

 

 The CEAREX, CEara AeRosol 

EXperiment, was planned and executed by 

Ceara State University (Universidade 

Estadual do Ceará, Uece) in cooperation 

with the Max Planck Institute (MPI, Mainz, 

Germany) to study the variability of the 

aerosol size distribution and CCN activation 

spectra in the Brazilian semi-arid region. 

One of the secondary goals of the study was 

to evaluate the viability of a larger field 

campaign on the Brazilian Northeast semi-

arid region. 

 

2.2. THE AEROSOL AND CCN 

iNSTRUMENTATION 

Three instruments were used during 

the field observations: (1.) The optical 

particle counter (OPC) is a Grimm Model 

1.109 (Grimm Aerosol Technik) and covers a 

particle size diameter range from 0.25 to 34 

µm in 31 channels (Heim et al., 2008). (2.) 

The electric aerosol charger (EAC) is a 

Grimm Model 1.365 for measuring total 

aerosol number concentration within the size 

range from 25 nm to 400 nm and also the 

mean aerosol diameter distribution assuming 

a lognormal distribution with σ = 1.7. (3.) A 

Cloud Condensation Nuclei Counter 

(CCNC), designed and built at UECE 

(Pinheiro et al., 2011).  



 

2.3. THE LOCATION FOR FIELD 

OBSERVATION 

 The coastal observations were 

performed at Fortaleza, as indicated in 

Figure 1. While UECE’s campus can be 

considered as embedded in the urban 

pollution, the second observation point for 

the most part is free from pollution since the 

trade wind direction is almost constantly from 

East in Fortaleza. 

 

 

Figure 1. Map of Brazil, with magnification to 

investigated region of investigation. Ceará State 

is shown in more detail along with the Quixadá 

city and Fortaleza Metropolitan Region. The 

Fortaleza city map highlights the two sites used 

to measure aerosol and CCN concentration in the 

coastal region.  

 

Inland observations were performed 

on the Urucum hill, situated at 5.038231 S, 

39.009331 W, with an elevation of about 490 

m above sea level. The observation point is 

about 10 km from the city of Quixadá, and 

180 km south of Fortaleza. The hill is located 

on a place very representative of the semi-

arid Northeast region of Brazilian.  

The first inland observation period 

was performed during 4 days from 17 to 20 

December 2010. During that period, a few 

rain events were observed and vegetation 

was turning green due to previous rain 

events. 

The second inland observational 

period was performed from 31 October 2011 

to 06 November 2011. Although October and 

November coincide with the dry season of 

the region, during this specific year 

considerable amount or rain was observed 

prior and during this experiment, and 

vegetation was unusually green. If there is 

any influence of vegetation on aerosols, both 

inland observational periods can be 

considered as having the same vegetation 

cover.  

 

2.4 THE METEOROLOGICAL CONDITION 

DURING CEAREX 

 

Analysis on meteorological data in 

Fortaleza indicated that wind speed is larger 

during the day, increasing at sunrise and 

decreasing systematically after noon. The 

wind direction can change depending on the 

hour of day during the year, but it tends to 

always come from easterly directions (90 

degrees E) at 18 hours local time. In Figures 

2a and 2b the back trajectories are illustrated 

for the air masses that arrive on the coastal 

observation point. Under all situations air 

masses pass over the ocean, but they reach 

observational site from different directions 

depending on the prevailing circulation. In 

Figure 2a some of the air mass trajectories 

are influenced by local winds, like the sea 

and land breezes, which cause air masses to 

reach the observational site under angles 

lower than 90 degrees, especially after 18 

hours local time as demonstrated by Teixeira 



(2008). 

 

 

 

Figure 2. location of the coastal measurement 

site in the semiarid region of the Brazilian 

Northeast. Trajectories indicate the large scale 

airflow during measurements, calculated by 

HYSPLIT (NOAA-ARL, GDAS1 model). 

 

Figure 3a illustrates the back 

trajectories of the air masses that arrive on 

the observation point during the first period 

of inland observations. Most of the lines 

come from east to southeast, and across 

large continental areas, spending more than 

one day to reach the site. Figure 3b 

illustrates the air masses trajectories during 

the second inland observation. Most of the 

lines now come from northeast to east and 

across shorter continental areas than the 

first continental observation period.  

 

 

 

Figure 3.  Same as Figure 2, but for remote 

inland measurement location, 180 km south of 

Fortaleza (start height 500 m, start time 11:00 

local time). 

 

 Figure 4a depicts the observations 

performed on Uece’s campus in December 

2010 and January 2011, while Figure 4b 

shows observations performed during the 

months of April and May at observation point 

closer to the ocean. Both Figures 4a and 4b 

depicts the same tendency: during the 

afternoon the CCN concentration have an 

approximately constant value, but it tends to 

increase in the early evening.  

Observations suggest that coastal 

concentration of CCN is always high in 

Fortaleza and does not depend on the point 

of observation neither on the month of the 

year.  

Figure 5 shows the mean hourly 

aerosol concentration of sizes from 25 to 

400 nm observed on Fortaleza in December 



2010 and January 2011. We can observe 

that aerosol concentration is most of the time 

very high. After 15 hours concentration 

increases continuously until 19 hours, when 

it reaches values of about 5000 cm-3. 

Although there is a decrease after 20 hours, 

mean values during the evening tends to be 

higher than those observed during the day.  

 

 

Figure 4. Mean hour cloud droplet concentration 

as measured with the CCNC as result of 

activation at supersaturations of 0.2%, 0.3%, 

0.5%, 0.8%, 1.0 % and 1.5% in Fortaleza during 

(b) December 2010 – January 2011 and (c) April 

to May 2011.  

 

Figure 6 illustrates the size 

distributions of days 5, 6, 15, and 20 April 

2011. In general concentrations do not vary 

significantly from one hour to the other for 

particulates larger than 250 nm, and are 

close to each other during observations.  

 

Figure 5. Mean aerosol concentration from 

25 nm to 400 nm in Fortaleza measured with 

EAC. 

 

Figure 7 illustrate the aerosol 

concentration observed during the first inland 

data collection. As it can be seen, the total 

aerosol number concentration was observed 

to have values between 2000 cm-3 to about 

3000 cm-3 during the first day of observation 

on the continent, as illustrate in Figure 7a,but 

the mean number concentration during this 

period was 1818 cm-3 ± 1158 cm-3.  

 

Figure 6. Observations of Aerosol size 

distribution in Fortaleza measured with OPC, 

April 2011.  

 

Figure 8 depicts values of the 

observed aerosol distribution. There is large 

variability in the smallest size channel, but in 

general concentration values were observed 
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to be low. Spectra density is observed to 

diminish after rain events, as the red line, 

observed after rain events. 

 

Figure 7. Aerosol concentration measured with 

EAC during the first inland observation period for 

days 17 to 20 December 2010. Hours are 

indicated as local time. 

 

Figure 9 shows the observed CCN 

spectra activation. Number concentration 

values of activated CCN are relatively low, 

approximately 150 cm-3 even at 1.5% 

supersaturation. 

 

Figure 8. Same of Figure 6, but for the first 

continental observation period, December 2010. 

Standard deviation for day 17/12/2010 are not 

shown because they are too large on the largest 

size of the spectra. 

 

During the second period of inland 

observation, number concentration was still 

relatively high, as was observed in Figure 

10a. The aerosol mean concentration during 

the second continental observation was 

1901 cm-3 ± 634 cm-3. 

 

Figure 9. CCN number concentration plotted 

against water vapor supersaturation (%) 

measured on continent from 17 to 20 December 

2010. The data points are mean values for the 

observational period. The black line is a power 

law fit of the form N=Cs
k
, with the best fit 

parameter C=147 cm
-3

 and k=0.35. 

 

The aerosol size distribution (Figure 

11) was not seen to vary largely at small 

sizes, as was observed previously, and was 

not also severely affected after the rain event 

observed during November 1st. 

 

Figure 10 Same as Figure 7a), but for the second 

inland observational period.  
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Figure 12 depict the mean averaged 

CCN concentration observed from October 

31st to November 3th. The CCN activation 

spectra were different from that observed 

previously (Figure 12). While in the former 

observation concentration values activated 

at 1.0% was only about 150 cm-3, the later 

values reached 950 cm-3 at the same 

supersaturation. 

 

Figure 11 Same of Figure 6, but for the second 

period of inland observations, November 2011. 

 

 

4. CONCLUSION 

This work describes observations of 

aerosol and CCN activation spectra in the 

Brazilian Northeast semi-arid region (NEB). 

The observations were performed using an 

Electric Aerosol Charger (EAC), an Optical 

Particle Counter (OPC) and a CCN counter 

(CCNC). Those instruments were able to 

determine aerosol number concentration and 

mean aerosol size distribution from 25nm to 

400 nm, aerosol size distribution from 250 

nm to 32 μm in 32 sizes channels, and CCN 

activation spectra.  Three places were used 

as observational points. One was at Ceara 

State University campus, located at 

3.794542 S, 38.557606 W, and a second 

closer to the coast, at 3.785958 S, 

38.461289 W. The third point was about 180 

km from the coast at 5.038231 S, 39.009331 

W, representing remote inland site. 

 

Figure 12. Same as Figure 9, but for 31 October 

to 05 November 2011. The best fit parameter C= 

980 cm
-3

 and k=0.50. 

 

The observations show that aerosol 

concentration on the NEB is usually high.  

For example, coastal particle number 

concentrations are above 3000 cm-3 on 

average, exhibiting concentration peaks that 

depend on the time of the day. Inland 

concentrations were about 1800-1900 cm-3, 

which also is high, but the data do not show 

much diurnal variation.  

A remarkable difference between 

inland and coastal cloud condensation nuclei 

(CCN) concentration regimes was found. 

While in the coastal environment the CCN 

concentration activated at 1.0% 

supersaturation was above 1000 cm-3 on 

average, the inland observations presented 

regimes that apparently depend strongly on 

the back trajectory of the air masses. When 

air masses arrived at the point of observation 

which previously had crossed large 

continental areas, the average 

concentrations were below 200 cm-3 at 1.0% 
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supersaturation. When the air masses 

originated from marine environment, passing 

only over a shorter stretch of land surface, 

the concentration levels of CCN were about 

950 cm-3. 

As a perspective to new 

measurements it would be important to 

include more instruments on the 

investigation. Under this perspective it would 

be important to evaluate chemical 

composition to determine chemistry sources 

involved on the aerosol sampled and also 

equipments able to show lower size particles 

distribution.  
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1. INTRODUCTION 
There remain many uncertainties in cloud 

radiative forcing involving aerosol indirect 
effects. In particular, the impact of aerosols on 
convective cloud systems in the climate 
system is not well known since general 
circulation models (GCMs) employ cumulus 
parameterization to represent sub-grid 
convections. Therefore, this study newly 
developed a double-moment bulk cloud 
microphysics scheme (NDW6) on a non-
hydrostatic atmospheric model NICAM (Satoh 
et al., 2008), and investigated the impact of 
aerosols on a tropical squall line system. 

In past, warm phase collisional processes 
have been investigated as a microphysics of 
the aerosol lifetime effect (Albrecht, 1989): 
aerosol loading prevents cloud water from 
growing into rain by providing many tiny cloud 
droplets by activation. Following the fact, 
preceding studies have stressed importance of 
the collisional processes for convective cloud 
system using cloud resolving models (Khain et 
al., 2008). In contrast, this study aimed to 
isolate the aerosol effects to various cloud 
microphysics, and evaluated the effect of 
aerosols to the condensation and evaporation 
processes with feedback processes. 

 
2. EXPERIMENTAL DESIGNS 

NDW6 is based on Seifert and Beheng 
(2006). In this study, we considered aerosols 
only as precursors of cloud droplets and gave 
the their activating spectra as follows, 

,ccn

ccnccn



swsCN   

where ssw % is supersaturation ratio, and Cccn 

cm-3 and κccn are spectral constants given by 
observations. To evaluate this effect, an 
explicit condensation scheme was used 
instead of the saturation adjustment method. 
(Khvorostyanov and Sassen, 1998). The 
tendency of supersaturation δliq within a model 
time-step is given as, 
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Here, the first term is the reduction term by 
vapor consumption due to condensation, and 
the second term is the production term by 
other processes. It’s found that supersaturation 
changes with the timescale of τcnd,c, and the 

timescale is inversely proportional to the 
number concentration of cloud water Nc (Fig. 
1). This means that condensation and 
evaporation rates depend on aerosols through 
Nc (hereafter the aerosol condensational 
effect). In a maritime aerosol condition (Nc ~ 50 
cm-3), the timescale is about several tens of 
seconds when supersaturation cannot be 
adjusted with a model timestep longer than 
several seconds. On the other hand, in a 
continental aerosol condition (Nc~1000 cm-3), 
supersaturaton could be adjusted at once. 

We performed a set of sensitivity 
experiments with Cccn=100, κccn=0.462 as the 
control experiment (CTL), and polluted 
experiments with Cccn = 200, 400, 400, and 800 
cm-3 (CCN2, CCN4, and CCN8). In addition, to 
evaluate only the aerosol condensational effect, 
we performed experiments with accelerated 
condensation and evaporation by factors of 2, 
4, and 8 (TAU2, TAU4, and TAU8).  

We choose the case of a tropical squall line 
system by GEWEX-GCSS model inter 
comparison (Redelsperger et al., 2000). The 
horizontal resolution is 1km at the center of a 
stretched grid system (Tomita, 2008). The 
vertical layer is divided by 44, and the top of 
the atmosphere is 20km. We performed 7-
hours integration with the model timestep of 6 
s. 

 
Fig.1. The dependency of the time-scale of 
condensation on the cloud droplets number 
concentration with qc = 1g kg-1 (circle), 0.1 g 
kg-1 (rectangle), and 0.01 g kg-1 (triangle) under 
the condition of T = 273 K, p = 800 hPa. 
 
3. RESULTS  

In the initial stage of the squall system, the 
aerosol effect is dominated by the 
condensation process. Particularly, the role of 
latent heat is important for development of 
convection in terms of dynamical feedbacks. In 



addition, this study showed that the aerosol 
condensational effect intensifies convective 
core and accelerate evaporation on the lateral 
boundary of convective clouds. The analysis of 
two-dimensional vorticity equation proposed by 
Weisman and Rottuno (2004) showed that this 
contrast produces the buoyancy gradient 
across to the leading edge of squall line and 
intensifies the cold-pool-shear interaction (Fig. 
2). 

 
Fig.2. (a) The time-line-averaged vertical 
profile of the equivalent potential temperature 
[K] (contour), the heating rate [K hr-1] (shade), 
and wind vector [m s-1] for the first two hours. 
(b) The time-line-averaged vertical profile of 
the departures of the along-line vorticity [s-1], 
the heating rate [K hr-1], and the wind vector [m 
s-1] in TAU8 from those in the CTL for the first 
two hours. In these figures, the x-axis is the 
distance from the leading edge, and the 
vertical wind is scaled by multiplying by 10. 
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1. INTRODUCTION 

Clouds have important effect on the 
radiation budget of the atmosphere 
(Arking, 1991). Similarly to greenhouse 
gases, they absorb the longwave 
radiation, thus contribute to the warming of 
the Earth’s atmosphere. The extent of 
cloud forcing produced by interaction 
between longwave radiation and cloud 
particles can be of 31 W/m2 (Gregory and 
Morris, 1996). As a contrary cooling 
process, clouds reflect the shortwave 
radiation of the Sun (Corti and Peter, 
2009).  The overall effect of the clouds is 
an average cooling of the atmosphere by 
13.2 W/m2 (Ramanathan et al., 1989).  
For numerical weather prediction 
purposes, there is a need to describe the 
cloud-radiation interactions adequately, 
due to the considerable impact clouds 
have on the radiation budget and on the 
evolution of the weather system 
consequently (Fouquart et al., 1990). 
Radiation exchange is the driving force of 
temperature changes, which creates 
atmospheric flows and cloud formation 
processes (Liu et al., 2009).  The 
longwave radiation at the surface can be 
altered by 40 W/m2, depending on the 
radius size of cloud droplets, and the 
radiation at the top of the atmosphere 
changes by 5 W/m2 if the cloud droplet 
characteristic size is reduced (Harrington 
and Olsson, 2001). Similar results have 
been presented by Hongqi and Zhao, 
2002. In our studies, we will only study the 
optical properties of clouds against 
infrared radiation.  
In case of infrared radiation, the interaction 
between cloud particles and radiation is 
dominated by the absorption, to which 
scattering can be neglected (Stephens, 
1984). Extinction coefficients of the water 
droplets are usually calculated depending 
on the Liquid Water Content (LWC), which  
 

 
is one of the main parameters for the 
definition of optical properties of clouds 
(Ritter and Geleyn, 1992; Chou et al., 
1990). In order to reduce computational 
costs, operational numerical weather 
prediction models do not take into account 
the water droplet size distribution. Instead, 
they define a characteristic radius of the 
droplet size distributions, and use this 
radius in the parameterization of extinction 
coefficients besides the LWC (Lindner and 
Li, 2000, Walko et al., 1995). The 
drawback of this approach is that size 
distributions resulting from complex 
microphysical processes, which are 
different from the idealized gamma-size 
distribution, cannot be included (Geresdi, 
1998).  
Detailed microphysical schemes can only 
be introduced in the radiative transfer of 
numerical weather prediction models if the 
calculation of optical properties of cloud 
droplets is based on bin-microphysical 
schemes. The bin microphysical schemes 
divide the radius spectrum of water 
droplets in small intervals, in which the 
number of droplets can be chosen 
independently (Lynn et al., 2005). Thus, 
arbitrary droplet-size distribution can be 
achieved. 
In our studies, a new scheme for the 
calculation of extinction coefficients of 
water droplets in the infrared region has 
been developed. It is based on the work of 
Harrington and Olsson, 2001, who have 
provided extinction coefficients in function 
of spherical droplet radius and 
wavelengths. Pre-calculated kernel 
functions have been defined for use to 
reduce the computational costs in model 
applications. The research focuses only on 
the longwave radiation.  
In this paper, we present the results of the 
newly developed parameterization 
scheme. The extinction coefficients 
obtained by using bin microphysics have 



been compared to the extinction 
coefficients of bulk microphysics (Hu and 
Stamnes, 1993) in case of Gamma size 
distributions. It has been found for 
effective radius smaller than 13µm that the 
bin scheme provides smoother 
dependence of the extinction coefficients 
on the wavelengths than the bulk scheme. 
At bigger effective radius, the bin scheme 
is underestimating the extinction 
coefficients. Further investigations of the 
newly developed scheme are needed in 
case of non-Gamma size distributions. 
Collisions and the evolution of the 
microphysical properties of clouds are 
intended to be taken into account. 
 
2. METHODOLOGY 
Radiative transfer in the atmosphere is 
coupled to microphysical models by the 
preceding computation of the cloud optical 
properties. The optical properties 
describing the scattering, the extinction, 
and the absorption of radiation in clouds 
consist of the single scatter albedo (ω0), 
which is the proportion of scattering in total 
extinction processes, the optical depth (δ), 
which is the product of the extinction 
coefficient and the cloud depths, and the 
asymmetry parameter (g), which 
characterizes the angle-dependence of the 
scattering. These parameters can be 
computed for each band of the radiative 
transfer.  
As scattering is a negligible effect at 
infrared wavelengths, we have to calculate 
the optical depths of the clouds. For this, 
we use the parameter Qext extinction cross 
section (Roach and Slingo, 1979). 
Extinction coefficient is an average over a 
given radiative band, and over a given 
n(D) size distribution function.  
 

 

                                             (1) 

where A(D) is the cross-sectional area of 
the water droplets, m is the complex index 
of refraction, Eλ is the infrared energy 
density, and Ts=273 K is the reference 
value used for the Planck function.  
The Lorentz-Mie theory describes the 
radiation-droplet interactions; however, it 
cannot be analytically solved. Instead, we 

have chosen to use the Modified 
Anomalous Diffraction Theory (ADT) which 
describes the optical properties of water 
drops with only small errors associated 
(Mitchell, 2000). According to this theory, 
the extinction can be defined as a sum of 
two different components: the corrected 
Qext, and Qedge: 

   (2) 

 
The dependence of Qext on the droplet 
diameter (d), on the wavelength (λ), and 
on the index of refraction (m) can be 
described as follows: 
 

                  (3) 

  

            (4) 
The correction parameter Cres is as 
follows: 

 ,                                   (5) 

where  and      (6) 
 

          (7) 
The Qedge component is defined as: 

    (8) 

Refractive indexes defined in Refractive 
index database   
(http://refractiveindex.info/?group=LIQUID
S&material=Water) have been applied.  
 
The bin scheme applied is a numerical 
scheme which has a radius ranging from 
r0=1.5625 μm to r36= 5.07968 cm. It 
consists of 36 bin intervals, the edges of 
which defined as rk=r0*2

k. In each of the 
intervals, an A(k) and B(k) constant is 
determined, to describe n(D) distribution in 
the interval as linear: 
nk(D)=A(k)+D*B(k). 

http://refractiveindex.info/?group=LIQUIDS&material=Water
http://refractiveindex.info/?group=LIQUIDS&material=Water


We have implemented the above linear 
approximation bin-scheme into the (1) 
equation, by replacing the integral over the 
D diameter by summa over the bin 
intervals. As a result, we have the 
coefficients for A(k) and the coefficient for 
B(k) for each of the bins, and for arbitrary 
wavelengths. We have also calculated the 
coefficients for A(k) and the coefficient for 
B(k) for each of the bins for the whole 
infrared spectra (3.33 μm – 1000 μm).  
 
3. RESULTS 
Extinction coefficients obtained with the 
newly developed bin-microphysical 
scheme have been compared to the 
extinction coefficients obtained with a 
commonly used parametrization method in 
numerical models, which is parametrized 
by the effective radius and the Liquid 
Water Content. This method is fully 
described in Hu and Stamnes, 1993, the 
basic equation is as follows: 

βext/LWC = a1*r1
b1 + c1                   (9) 

The a1, b1, c1 coefficients are defined for 
three wavelengths intervals: 2.5 μm-12 
μm; 12 μm -30μm; and 30 μm -60 μm. this 
schemes is based on Mie-scattering 
calculations; however, the size distribution 
cannot be included. 
We have produced several gamma-size 
distributions with the same LWC=10-3 
kg/m3, but with different water droplet 
concentrations.  Table 1 summarizes the 
concentrations used, and the relevant 
effective radiuses.  

N (*106) reff (*10-6) m 

1000 7,92 

500 9,98 

300 11,83 

250 12,57 

50 21,5 

20 29,18 

15 32,12 

5 46,33 

Table 1: Number of concentrations and effective 
radius for different gamma-distributions for LWC=1 
g/m

3
 

Comparison of the extinction coefficients 
from both bulk and bin-microphysical 
schemes are presented in Figure 1-3.

 

Figure 1: Extinction coefficients for water clouds in the longwave spectrum, LWC=1 g/m
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Figure 2: Extinction coefficients for water clouds in the longwave spectrum, LWC=1 g/m
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Figure 3: Extinction coefficients for water clouds in the longwave spectrum, LWC=1 g/m
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4. DISCUSSION 

For the relatively small effective radiuses 
(reff=7.92 μm, and reff=9.98 μm), the 
extinction coefficients for the bin-scheme 
are smoother, they do not vary with the 
wavelengths as the parametrization in 
case of a bulk microphysical scheme using 
reff as input parameter. The difference is 
the highest at small wavelengths (can 
reach 25%), and is relatively low at 
wavelengths of 10-5 m. However, in the 
whole longwave spectrum, the band-
averaged extinction coefficient for the two 
methods is very similar (differences are 
compensated).   
For reff~12 μm, there is no significant 
difference in the extinction coefficients at 
small wavelengths (5 μm), and at λ~30 
μm, the difference is also reduced to 15%. 
For reff>20 μm, the difference between the 
two schemes is also smaller at small 
wavelengths (λ~5 μm), and become higher 
(13%) at λ~30 μm. The extinction 
coefficients calculated from the reff are 
always higher than those calculated from 
the newly developed bin-scheme at reff>20 
μm. 
The impact of the change in the size 
distribution needs to be investigated in the 
future. We will investigate superposed 
gamma size-distributions with the same 
effective radius as a single gamma-size 

distribution. The effect of the simplification 
of using only reff as size-parameter will 
then be assessed.   
For the continuation of the work, we will 
use detailed description of microphysical 
processes as e.g. collision in our bin-
model, and calculate extinction coefficient 
for these cases as well. Later on, 2D cloud 
models will be used to describe cloud 
processes. The newly developed radiation 
scheme will be coupled to these cloud 
models. 
The newly developed microphysical 
scheme is to be implemented in the Rapid 
Radiative Transfer (RRTM) code (Mlawer 
et al., 1997), which is currently using the 
Hu and Stamnes parametrization for 
defining optical properties of clouds. With 
the inclusion of the bin-scheme in the 
RRTM code, it will be possible to account 
for detailed microphysical processes, 
which can be important in low stratus 
situations and fogs in numerical weather 
prediction modelling. The present form of 
RRTM code is used in several numerical 
models, as e.g. the WRF model.  
 
5. CONCLUSION 
A new parametrization has been 
developed for calculating optical properties 
of water clouds in the longwave region, 
which is capable to take into account the 
variations in the size distribution of water 



droplets. The newly calculated extinction 
coefficients are compared to bulk 
microphysical scheme, which is widely 
used in current operational numerical 
weather prediction models.   
The results are encouraging as differences 
between the two schemes are usually 
smaller than 15% for single wavelengths, 
and the difference between the 
wavelengths band-averaged values are 
even smaller than this. Further research is 
planned on the implementation of the new 
code in the radiative transfer model 
RRTM.  Coupling of the radiation code 
with cloud microphysical models is also 
planned. Low-stratus and fog cases are 
believed to be sensitive to the description 
of detailed microphysics in the radiation 
scheme. 
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1 ABSTRACT

This study explores the interaction of the large
scale meteorological situation in the Atlantic
trade wind region with the variability in cloudi-
ness.
The main questions are: (1) What is the char-
acteristic seasonal cycle of the marine boundary
layer structure in the western part of the At-
lantic trade wind regime? (2) Is it possible to
find simple bulk quantities derived from the
large scale meteorological environment which
can explain cloudiness on timescales ranging
from days (synoptic) to weeks (seasonal)?
To answer these questions ECMWF ERA In-
terim reanalysis data, satellite observations
(MODIS level 2) and local point measure-
ments from the "Barbados cloud observatory"
(by the Max-Planck Institute for Meteorology)
are compared. Barbados, clear offshore the
Caribbean islands, is located downstream in
the undisturbed Atlantic trade wind flow and
therefore an appropriate site for trade wind
cumulus observation. Cloud observations are
gathered since April 2010 and for the first time
they are seen in a large scale context. We iden-
tify the different characteristics in cloudiness
and explore how these relate to measures of
the large-scale environment, such as humidity,
temperature structure, stability, subsidence,
tradewind inversion height and mean winds.
Within the the north atlantic trade wind regime
low level winds is generally defined by the sub-
tropical Atlantic pressure distribution and the
converging movement of low level winds into
the Intertropical Convergence Zone (ITCZ).

The atmospheric stability in the lower Tro-
posphere is primarily defined by large scale
subsidence from the descending branch of the
Hadley cell and sea surface temperature (SST).
The most dominant signal of the seasonal cy-
cle is the latitudinal oscillation of the ITCZ
when the belt of maximum upsidence and hu-
midity is moving into the summer hemisphere.
Furthermore, low level winds depend on the
location and intensity of the Azores high and
Bermuda high which are triggered by the SST
distribution and the associated sensible and la-
tent heat flux into the lower troposphere. The
anticyclonic trade wind circulation is strong
when the horizontal SST gradients are maxi-
mal (June-July) and weak after homogeniza-
tion (fall). As a first-order approximation the
annual variability of cloudiness in the western
Atlantic trade wind region can be split into
a dry season (January - May) and a wet sea-
son (June - December). During the wet season
the cloud development is heavily triggered by
synoptic-scale disturbances such as cold fronts,
tropical easterly waves or upper level troughs.
However throughout the relatively undisturbed
dry season, records of cloudiness at the obser-
vatory show that the variability in cloudiness
is just as large as during the wet season and
cloudiness on average tends to be larger.
Making use of the MODIS imagery we analyze
to what extent this variability in cloud fraction
and structure is associated with small varia-
tions in the generally assumed steady synoptic
regime.
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1. INTRODUCTION 

Raindrop size distribution (DSD) is a key 
parameter in many cloud physics studies, so 
its actual knowledge is worthy in most 
meteorological applications. On the other 
hand, it is well known that DSD varies both 
spatially and temporally, not only across 
different storm types but also within a 
specific storm (Jameson and Kostinski, 
1998; Bringi et al. 2003). 

Nowadays several instruments are used to 
obtain DSDs, one of the most common ones 
being the Joss-Waldvogel disdrometer  

(JWD  Joss and Waldvogel, 1967). This 
impact-type, electro-mechanical device is 
widely accepted as a reference for rain 
spectra measurements at the ground, 
although its precise operating physical 
principle remains unclear. As stated by Joss 
and Waldvogel (1977), and according to its 
manufacturer, “the device transforms the 
vertical momentum of the impacting drop 
into an electrical pulse whose amplitude is a 
function of the drop diameter.” However, a 
laboratory study by Kinnell (1976, 1977) 
showed the influence of both fall velocity and 
drop shape on the measured drop size from 
the impact. This suggests that the electrical 
pulse is more likely proportional to the force 
acting on the transducer integrated over the 
impact time interval, that is, the impulse 
rather than the momentum. In addition, 
several studies have shown a number of 
limitations on the performance of the Joss-
Waldvogel disdrometer (see, for example, 
Sheppard, 1990; McFarquhar and List, 
1993; Tokay et al., 2005; Islam et al., 2012). 

An important shortcoming of the JWD is that 
it cannot measure the actual speed of a 
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falling drop and thus the terminal velocity is 
usually assumed from semi-empirical 
relationships such as those developed by 
Gunn and Kinzer (1949). Several authors 
(Kinnell, 1976; Sheppard, 1990; Salles and 
Creutin, 2003) have studied the effect of the 
fall velocity on the assignment of the drop 
size, and concluded that the JWD cannot 
properly determine drops larger than 5 mm 
in diameter and that there is a shift in the 
DSD towards smaller sizes. 

Recent findings have shown important 
deviations of actual drop fall-speeds with 
respect to their theoretical terminal velocities 
within the JWD lower measurement range 
(Montero-Martínez et al., 2009). In the case 
of drops with sizes smaller than 0.8-mm in 
diameter, there is a large number of so-
called super-terminal drops falling faster 
than their terminal speeds. Because these 
super-terminal drops have an “enhanced” 
vertical momentum, the JWD may detect 
them erroneously. In the present study, 
raindrop fall speed measured during actual 
rain events with two optical array probes 
deployed in a fixed, vertical fashion, are 
used to explore the effect on the estimation 
of the DSD for various rainfall episodes. 

2. INSTRUMENTATION AND METHODOLOGY 

Raindrop spectra were measured in the 
southern end of Mexico City during the rainy 
seasons of 2002, 2004 and 2007. The data 
were obtained using two two-dimensional 
Particle Measuring Systems Optical Array 

Spectrometer Probes  an OAP-2D-C and 

an OAP-2D-P (Knollenberg, 1981)  fixed on 
the ground and vertically oriented. Briefly, an 
OAP uses a photodiode array with 32 active 
elements and associated photodetection 
electronics to achieve two-dimensional 
information from particles passing through a 
laser beam at the sampling area. The image 
data were analyzed with a software routine 
specifically developed for the particular 
sampling conditions (Álvarez and Torreblanca, 



1992). The reconstruction algorithm uses a 
center-in technique and is capable of taking 
into account the slanting of the images. The 
drop sizing nominal ranges for the 2D-C and 
2D-P devices are 0.02 to 0.8-mm and 0.2 to 
6.4-mm, respectively. For details on the size 
and drop fall speed determinations, the 
reader is referred to Montero-Martínez et al. 
(2010). Once the size and actual fall speed 
data were obtained, the vertical momentum 
and kinetic energy for each drop were 
estimated. Based on these data, the drops 
were redistributed by size considering the 
same number of bins and size limits used in 
the optical devices. 

Environmental conditions were monitored 
and recorded with a weather station located 
besides the OAPs. Temperatures recorded 
during the field observations ranged from 15 
to 25°C and ambient pressure was around 
780 mb. Rainfall rates were derived from the 
precipitation water content of the measured 
spectra and compared well with those 
measured with the rain gauge. 

3. RESULTS AND DISCUSSION 

For analysis purposes, data were stratified in 
terms of rainfall rate, R, during periods of 
steady rain (R constant) according to the 
rain gauge data. The horizontal wind speed 
was also considered in order to look for its 
possible effects on the drop fall speed as 
detected by the probe. Although both OAPs 

 especially the 2D-C  are capable of 
detecting drops smaller than the lower limit 
of the JWD measuring range, the results 
shown here refer only to those obtained with 
the 2D-P. These data clearly show the 
effects on the spectra estimations due to 
considering either the actual drop fall speed, 

vf, or the theoretical terminal speed, vt. 

Spectra obtained with the methodology 
mentioned above during a period of 
moderate rain (R = 12 mm h

-1
) and for 

raindrops with diameters larger than 0.3 mm 
are shown in Figure 1. As it can be 

observed, high values of vf (super-terminal 

drops) cause increments in the vertical 
momentum and redistribute the size 
assignment for the drops within smaller bins: 
even drops outside the nominal detection 
range are included in the first two bins due 

to their large vf. This is the main reason for 

the increment on the number of drops with 
diameters between 0.3 and 0.8 mm in the 
estimated “momentum” DSD. The wind 
during the sampling period was calm 
(maximum instantaneous draft of 0.9 m s

-1
), 

so the changes in the number of drops in 
each bin can be attributed to discrepancies 

in vf. The rest of the spectrum (drop 

diameters larger than 1 mm) shows a minor 
tendency in drop undercounting. In spite of 
these variations, rain rate estimations are 
very similar (11.4 and 10.5 mm h

-1
 for the 

OAP and momentum DSD, respectively) 
because the small drops do not considerably 
contribute to the amount of rain and, thus, 
the differences in R can be considered 
within the instrumental error. 

It is expected for the wind to affect the 
vertical movements of raindrops. Preliminary 
results (not shown here) indicate that the 
number concentration of super- and sub-
terminal drops (drops with smaller values of 
actual fall speeds than their calculated 
terminal speeds) varies between calm-wind 
and windy periods. Observations with optical 
disdrometers have also shown that large 

drops fall slower than their expected vt 

(Tokay et al. 2005). Figure 2 displays the 
DSDs obtained during a moderate rain 
period under windy conditions (mean and 
maximum values of 2.9 and 4.9 m s

-1
, 

respectively). The “momentum” DSD shows 
larger amounts of drops less than 1.0 mm in 
diameter and similar counts for the other 
bins, except for those of drop sizes larger 
than about 2.5 mm. The R differences 
between the obtained DSDs and the rain 
gauge are almost 30% (8.6 and 8.1 mm h

-1
 

for the spectra, 12 mm h
-1
 for the rain 

gauge). However, the difference in the 
estimation of R for drops smaller than 1.0 
mm in diameter in the “momentum” DSD is 
three times larger with respect to that of the 
OAP spectrum. Nevertheless, this is 
meaningless when calculating the value of R 
over the whole drop-size range due to the 
fact that the largest drops are those which 
contribute the most to the total amount of 
water during a rainfall event. 

Yet another case under windy conditions 
(mean and maximum values of 2.1 and 3.1 
m s

-1
, respectively), but for twice the rainfall 

rate than in the previous cases, is shown in 
Figure 3. 



 

Figure 1. Raindrop spectra determined with the OAP-2D-P and estimated from the 
drop momentum of the impact. Calculations were made using the 
measured fall speed of each raindrop. This event (R = 12 mm h

-1
) occurred 

in Mexico City under calm-wind conditions on September 18
th
, 2007. 

 

Figure 2. As in Figure 1, but for windy conditions. This event (R = 12 mm h
-1
) 

occurred in Mexico City on September 19
th
, 2007. 



 

Figure 3. As in Figure 2, but for R = 24 mm h
-1
. This event occurred in Mexico City on 

September 10
th
, 2002. 

As in the two previous cases, the estimated 
number of smaller drops is larger in the 
“momentum” DSD, and also the variation in 
number concentration in the other bins is 
more pronounced (notice the large variations 
in the 1.0 to 1.4 mm range). These variations 
may be the cause, amongst others, of the 
major differences in R estimations: 43.2 and 
38.2 mm h

-1
 for 2D-P and “momentum” DSD, 

respectively; whereas the value obtained 
with the rain gauge was 24 mm h

-1
. 

In order to evaluate the redistribution of 
drops in the different bins, the ratio of the 
number concentration of drops in each size 
category estimated from the momentum of 

the impact, NMomentum, to that assigned by 

the OAP based on the number of covered 
photodiodes, N2D-P, was calculated. The 
results for the cases selected for this work 
are presented in Figure 4. 

There are two main aspects to notice. First, 
the number concentration in the smaller 
size-categories is generally larger for the 
case of momentum assignment than for that 
of the normal mode used by the optical 
instruments (number of photodiode elements 
covered). This was an expected result, given 

that super-terminal drops are more common 
for diameters smaller than 0.8 mm (Montero-
Martínez et al., 2009). Besides, the fall 
speeds of these super-terminal drops are 
large enough to modify the momentum of 
some drops that should not (theoretically) be 
“observed” by an electromechanical device 
and, thus, increase the number of counts in 
the bins corresponding to the smaller drops. 
The second aspect has to do with the 
dispersion of values for the large drops, i.e., 
those with diameters larger than 2.5 mm: 
there are reports about these drops falling at 
velocities slower than their calculated 
terminal speeds. In this sense, it would be 
necessary to determine if some of these 
large drops should be considered sub-
terminal and how their detection by different 
instruments, especially the JWD, would be 
affected. From the results presented here, it 
seems that there would be a tendency to 
assign less drops larger than 3.5 mm in 
diameter to the corresponding bins, but 
further studies are necessary to confirm this. 
Finally, the results shown in Figure 4 
indicate that drop assignment in categories 
corresponding to the smaller sizes is highly 
dependent on the wind conditions. 



 

Figure 4. Ratio of the number concentration of drops in each size category estimated 
from the momentum of the impact to that assigned by the OAP based on the 

number of covered photodiodes, NMomentum / N2D-P, as a function of bin size. 

Solid and open symbols refer to periods of calm-wind and of mean horizontal 
wind values larger than 2 m s

-1
, respectively. 

4. SUMMARY AND CONCLUSIONS 

Raindrop size distributions (DSD) from 
natural events were measured at the ground 
in Mexico City using optical array probes in a 
fixed, vertical fashion. With this 
methodology, the actual drop size and fall 
speed are measured as the particle crosses 
through the sampling area. Making use of 
these data, it is possible to redistribute the 
raindrops in a new DSD based on their 
momentum, such as an electromechanical 
disdrometer would do it. The findings here 
presented indicate that a JWD would 
overestimate the number of small drops 
(diameters less than 1 mm), even during 
calm-wind periods, due to the presence of 
super-terminal drops. Also, a different size 
redistribution in the range of large raindrops 
(diameters larger than 2.5 mm) seems to 
occur. Furthermore, the measurements 
during windy conditions show a tendency to 
a larger overestimation on the counting of 

small drops when the momentum calculation 
is used to obtain the DSD. 

Based on these results, it is concluded that 
these effects not only affect the rainfall rate 
estimations, but also the plausible 
considerations based on the DSD shapes 
assumed in various fields, such as 
meteorological radar, hydrology and soil 
erosion. Given the fact that the Joss-
Waldvogel disdrometer is considered a 
reference instrument, widely used in cloud 
physics and weather research, it is 
necessary to attain a better knowledge of 
the operating principle on which the 
instrument is based in order to reduce the 
errors in DSD estimations. 
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1. INRODUCTION 

Ice fog (Pogonip as a Native American 
definition) occurs usually at temperatures (T) 
less than -15°C and consists of only ice 
crystals; it affects aviation and transportation in 
northern latitudes significantly because of low 
visibilities (Vis) and ice accumulation on the 
surface of structures that include aircraft, power 
lines, and roads. Ice fog (IF) may also be called 
a radiation fog consisting of ice crystals, formed 
under conditions of clear skies, very low 
temperatures, and little or no wind (McGraw Hill 
Dictionary of Aviation). The fog may cause a 
halo and is sometimes called a frost fog.  The 
IF forecasting is usually very difficult (Gultepe 
et al., 2009; 2012) and cannot be predicted 
because of limited resources available for 
surface and satellite observations, and 
limitations in the ice microphysics (Gultepe et 
al., 2001) and anthropogenic effects of 
operational numerical weather prediction 
(NWP) models. During FRAM-IF project IF 
occurred approximately 14 times during 2 
months-time period (0<Vis<10 km) over the 
Yellowknife International Airport, NWT, 
Canada. Its intensity was usually much higher 
in the town compared to the project site 
because of anthropogenic aerosol contributions 
(Gultepe and Isaac, 2002) from the heating 
systems and automobiles.   

IF and frost occur commonly (~at least 27% of 
time) in the northern latitudes and Arctic 
regions during winter at temperatures (T) less 
than about -15°C. IF is strongly related to frost 
formation, a major reason for aircraft deicing in 
the northern latitudes: in fact, it may be 
considered as a more dangerous event than 
snow because of stronger aircraft surface 
adhesion compared to snow particles. The Fog 
Remote Sensing and Modeling-IF (FRAM-IF) 
project took place near Yellowknife 
International Airport (YZF), NWT, Canada 
during winter 2010-2011 (Nov 25 to Feb 5). IF 
studies over the Arctic regions can help us to 
better understand ice microphysical processes, 
including ice nucleation,  extinction, 
parameterizations, and energy budget because 
IF conditions act like  a natural ice cloud 
chamber. 

2. PROJECT AND OBSERVATIONS 

The FRAM-IF field project took place nearby 
the Yellowknife International Airport (YZF at 
62°27’46” N and 114°26’25” W), Yellowknife, 
NWT, Canada, during winter of 2010-2011 
(from Nov 25 to Feb 5). The YZF site was at 
the northern section of the airport, away from 
take offs and landings. The flight paths were 
usually in the E-W direction. Figure 1 shows 
the instruments deployed at the site.  These 
instruments were selected to obtain visibility, 
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snow rate and accumulated amount, solar and 
infrared broadband fluxes, 3D wind 
components at 1Hz and 16Hz sampling rates, 
snow reflectivity, vertical profile of T, vapor 
mixing ratio (qv), and liquid water content 
(LWC). The four Vis sensors used during the 
project were the Vaisala FD12p, Sentry Vis 
sensor, Metek HSS SWS-200, and LS OFS. 
Details on the sensors can be found in Gultepe 
et al (2009; 2012). 

 

Figure 1: Instruments deployed at the YK 
International airport, NWT, Canada. The # 
represents the sensors or towers. The Jack Fish 
Tower (#8) is used for obtaining meteorological 
parameters (T, relative humidity with respect to 
water (RHw), Wind speed and direction, precip 
rate, pressure) over 1 min intervals from WXT520s 
mounted at 2 m, 10 m, 20 m, and 40 m levels. 

During the 2010-2011 winter, mean hourly 
temperature values were much below the 47 
and 10 year averages of minimum temperature 
(1953-2000 and 2000-2010, correspondingly). 
The RHw for 2010-2011 was also lower than 
other time periods (not shown). The cold high 
pressure systems with clear skies were one of 
main reasons for IF and frost formation during 
the FRAM-IF project. In many cases, clear 
skies or radiative cooling were not sufficient for 
IF formation likely due to lack of IN and 
moisture.  

Particle spectra and/or shape were measured 
by optical sensors such as the Climatronic 
Aerosol Profiler (CAP), the Ultra High 
Sensitivity Aerosol Spectrometer (UHSAS), a 
fog measuring device (FMD), a ground cloud 
imaging probe (GCIP), a laser precipitation 

monitor (LPM), and OTT and POSS 
distrometers. The images of ice crystals were 
taken by a microscope, a Canon camera with 
macro capability, and an ice crystal imager 
(ICI). The GCIP sensor (Fig. 1) adapted from 
an aircraft instrument called the DMT CIP 
probe has been developed for ground based 
measurements of fog and light precipitation. 
The small ice crystals size distributions of fog 
and snow particles over 62 channels were 
obtained at 1 s intervals. The resolution of the 
spectra is 15 µm, and min and max size are 
about 7.5 and 930 µm, respectively. The 
smallest image obtained represents particles 
less than about 10 µm. 
 
The LPM sensor (Thies Clima Inc. Manual) 
uses a parallel laser-light beam (0.780 µm, not 
visible) to detect the ice crystals and snow 
particles (also for droplets). A photo diode with 
a lens is situated on the receiver side in order 
to measure the light intensity by transforming it 
into an electrical signal. When a precipitation 
particle falls through the light beam over the 
measuring area of 45.6 cm2 (sampling volume: 
20 mm (width), 228 mm (length), and 0.75 mm 
(depth)), the receiving signal is reduced. The 
diameter of particle is calculated from the 
duration of the reduced signal. The measured 
values are processed by a signal processor 
and then, intensity, quantity, and type of 
precipitation, and spectra are calculated. T is 
also included in precipitation type detection (<-
4ºC for ice, >9ºC for liquid, and between any 
type). 
 
The four WXT520 instruments were mounted 
along a 40 m tower (called Jack Fish Tower) at 
levels of 2 m, 10 m, 20 m, and 40 m (Fig. 1) to 
obtain T and RH profiles within the boundary 
layer. Each WXT520 provided T, RH, 2D wind 
speed and direction, and precipitation type. 
These measurements will be used to validate 
PMWR profiles and model validations at the 
low levels (<40 m).  
 
The ICI from Luleå University of Technology is 
designed to sample ice and snow particles. 
Main components of ICI are inlet and 
microscope systems. The microscope imaging 
system is mounted underneath the sampling 
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inlet that consists of a funnel tapering from a 25 
mm id tube to a 8 mm id nozzle, and also a 12 
mm id co-centric sampling tube below the 
nozzle acting as a virtual impactor. A flow of 
about 11 L min-1 is pumped through the nozzle 
of which only 3 L min-1 continues through the 
sampling tube to the imaging system, the rest 
is pumped away from the space between 
nozzle and sampling tube entrance. A laser 
beam traverses the sampling volume in a 
direction orthogonal to the axis of this imaging 
set-up and is used to detect particles and 
trigger the imaging system. The pixel resolution 
is given by the choice of microscope objective 
and tube lens; here it is 4.2 µm/pixel so that 
particles between about 20 µm and 2 mm can 
be imaged and their size and shape 
determined. The CCD camera is interfaced to a 
laboratory PC that records the images.  

 
 
Figure 2: Time-height cross-section of T (a), 
Relative humidity with respect to ice (RHi) (b), and 
qv (c) measurements from PMWR during Jan 17 IF 
event 

 
The measurements from Radiometrics PMWR 
(Figs. 2a,b,c) were used to retrieve T, RHi, and 
qv (and LWC, not shown). Figure 2b shows that 
relatively high RHi were observed below 3 km 
level where T (Fig. 2a) was between -20 and -

35°C. IF was observed below about 700 mb 
where qv (Fig. 2c) reached up to 0.8 g kg-1.  
 
3. SATELLITE OBSERVATIONS 

FRAM-IF measurements will also be used to 
validate and characterize satellite derived 
fog/low cloud products developed for the first of 
the next-generation series of Geostationary 
Operational Environmental Satellites (GOES-
R), which is scheduled for launch in the 2015 
time frame.  The Advanced Baseline Imager 
(ABI) on GOES-R will offer more spectral 
bands, higher spatial resolution, and faster 
imaging than does the current GOES Imager 
(Schmit et al. 2005; 2008).  The ABI has 16 
spectral bands compared to 5 on the current 
series of GOES Imagers (Schmit et al., 2001; 
Menzel and Purdom, 1994). As such, 
algorithms for characterizing cloud properties 
such as cloud phase and cloud base height 
were developed (e.g. Pavolonis, 2010a; 
Pavolonis 2010b; Calvert and Pavolonis, 2011). 
 
i) Cloud phase determination 
The ABI cloud phase algorithm utilizes a series 
of infrared-based spectral and spatial tests to 
determine cloud phase (liquid water, 
supercooled water, mixed phase, ice). In lieu of 
brightness temperature differences, effective 
absorption optical depth ratios are used in the 
spectral tests.  As shown in Pavolonis (2010a), 
effective absorption optical depth ratios allow 
for improved sensitivity to cloud microphysics, 
especially for optically thin clouds.  Using the 
MODerate Resolution Imaging 
Spectroradiometer (MODIS), the GOES-R 
cloud phase algorithm was tested during the 
FRAM-IF. Figures 3a and 3b shows the false 
color image and cloud phase a nighttime 
overpass of Aqua MODIS on December 18, 
2010, indicating the presence of mixed phase 
and ice clouds at the vicinity of Yellowknife, 
which is consistent with surface observations.  
Figures 3c and 3d are for ceiling and explained 
in the next section. 
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Figure 3: An Aqua MODIS overpass at 10:30 UTC 
on December 18, 2010 is used to demonstrate 
cloud phase and low cloud base detection 
algorithms developed for GOES-R.  A false color 
image is shown on (a). The GOES-R cloud phase 
product is shown on (b).  The GOES-R probability of 
MVFR ceilings and probability of IFR ceilings are 
shown on (c) and (d), respectively. 
 

 
ii) Identifying hazardous low clouds 
The GOES-R low cloud base identification 
algorithm determines the probability that the 
cloud base (ceiling) is lower than 914 m above 
ground level (AGL) and the probability that the 
cloud base is 305 m AGL.  These conditions 
correspond to the Marginal Visual Flight Rules 
(MVFR) and Instrument Flight Rules (IFR) 
categories, respectively.  A naïve Bayesian 
classifier (e.g. Kossin and Sitowski, 2008) is 
used to objectively determine the probability of 
MVFR and IFR conditions.  Both satellite and 
Numerical Weather Prediction (NWP) model 
data are used as predictors and ceilometer 
based surface observations of cloud ceiling are 
used to train the classifier.  Figures 3c and 3d 
show the probability of MVFR cloud ceilings 
and IFR cloud ceilings, respectively, that are 
consistent FRAM-IF measurements. Additional 
comparisons will be performed to assess the 
accuracy of the GOES-R algorithms for 
detecting FF and IF conditions.   
 
4. PRELIMINARY RESULTS 

Radiosonde measurements were only available 
from Fort Smith which was about 100 km south 
of the project site. Vertical profiles of T and Td 

over the entire Jan 2011 for 0000 UTC and 
1200 UTC, two times a day, are shown in Fig. 
4a. This shows that there was usually an 
inversion layer below 900-850 mb. This 
inversion layer usually breaks down when a 
large scale frontal system moved in or a 
subsidence of cold air comes from the higher 
levels. Time-height cross section of radiosonde 
measurements of T and RHi during Jan 15-22 
is shown in Fig. 4b. The numbers in the x axis 
represents the number of sounding from day 1 
at 0000 UTC.  Three IF events (Jan 16, 17, and 
21; between x=25 and x=43) which were 
observed during this time period occurred at 
T<-30°C where RHi was close to 100%.  Note 
that a cold air mass subsidence is seen above 
700 mb and a shallow cold layer with relatively 
moist air is seen below 900 mb. The warm 
regions at about -15°C have relatively high 
moistures e.g. qv~1 g kg-1. 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: T (red) and Td (green) profiles from 
radiosonde measurements for entire January of 
2011 (top); thick lines are for Jan 13 on 0000 UTC, 
and the RHi contours overlaid on T image for 
entire Jan 2011 are shown in (bottom); vertical 
scale is height in km or mb. 
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Based on in-situ observations at the surface, 
the occurrence of the IF, frost, LSN, and other 
important meteorological events are 
summarized in Table 1 
 
Table 1: Summary of significant weather events 
over 67 days occurred during FRAM-IF project 
(Nov. 24 2010-Jan 31 2011). IF: ice fog; LSN: 
Light snow; SNH: Heavy snow; FR: Frost; DD: 
Diamond dust (precipitating ice crystals); CA: 
Clear air; BS: Blowing snow; IC: Ice crystals; CLD: 
Cloudy. Note that CLD means no precipitation but 
cloudy. Numbers do not represent the days but 
any event lasted more than about 30 minutes. The 
occurrence of IF and frost is about 27%. 
 

IF LSN SNH FR DD CA BS IC CLD 

14 23 8 12 10 13 2 7 8 

 

 
This table shows that IF occurred about 14 
times (Vis<10 km) during the FRAM-IF project. 
LSN conditions were very common during the 
project and occurred almost every day. The 
information on de-icing conditions obtained 
from the First Air flights suggested that IF and 
frost conditions (occurred at least 14 and 12 
times, respectively). Figures 5a, 5b, and 5c are 
for the FRAM-IF project that took place at YZF 
showing the frost on electrical wires, Vaisala 
T/RH sensor, and icing sensor, respectively. 
Figure 5d shows a heavy frost occurred during 
the FRAM-IF project at DOE NSA site. The 
maximum frost thickness over 12 hrs time 
period during an IF event was 2-3 cm on Apr 9-
12 2008. If the sensors were not heated, 
measurements would have been severely 
compromised. 
 
 
The dry aerosol spectra time series were 
measured by the UHSAS that was located in 
the trailer where the T was heated nominally to 
about 15ºC. The particles measured were dry 
as opposed to those measured by the CAPS 
which was located out in the ambient 
environment. During fog free conditions the 
spectra from both sensors indicated a smooth 
continuation (not shown) but during FF 
conditions, the CAP spectra shifted to the right 
over larger size ranges (size>0.5 µm), 

indicating the fraction of aerosols particles 
growing to FF particles. 

Figure 5: IF leading frost on several events: over 
T/RH sensor (a), over the electrical cable (b), and 
over the Maser icing sensor (c) on Jan 20 2011 at 
T=-13°C. A heavy frost occurred after an ice fog 
event on the ice particle sensor for April 10 2008 
during ISDAC project at the DOE NSA site (-17°C) 
(d). 

For larger particle sizes (>10 µm), the GCIP 
images and spectral measurements during the 
project clearly indicated IF existence but fog 
crystal shapes could not be clearly 
discriminated. The FMD suggested that their 
numbers were more than 1000 L-1 usually. 
Overall, IF and frost occurred early morning 
after a clear sky night during periods of high 
pressure. Winds were usually calm and less 
than 1 m s-1. This was required but was not 
sufficient for IF formation on several days. IN 
and availability of moisture were also critical 
parameters for the IF formation and 
maintenance.  Single precipitating (pristine) ice 
crystals (<500 µm) usually happened when  
strong inversion layers with tops at about 1-1.5 
km were present (Fig. 4). Figure 6a shows that 
there were many small ice crystals with sizes 
less than 100 µm during Jan 16 case. 
Occasionally, particles were present at sizes 
greater than 1000 µm size. These particles 
were collected over a piece of cloth and then 
their picture taken with a Canon camera with 
macro capability. Because of a resolution 
issue, small ice particles are seen as spherical. 
Figure 6b also shows many small ice crystals 
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with sizes<50 µm. Figures 6c and 6d show IC 
pictures taken with a Barska Microscope with 
40 times magnification. The size of these ice 
crystals at -35°C were about 5-10 µm and their 
shape were not spherical, but instead were 
column, plates, and some other shapes. Figure 
6e shows that the ice particle images collected 
during Jan 16 have sizes <100 µm. 
 

Figure 6: Ice crystal pictures: small ice crystals 
and light snow particles (Jan 16) (a); small ice 
crystals with sizes less than 50 µm (Jan 16) (b); 
Ice crystals with sizes less than 10 µm (Jan 18) 
(c), and another view of small ice crystals (Jan 18) 
(d). A GCIP particle image with crystal sizes less 
than 10 µm and up to 150 µm on Jan 18 (e).  

 
 
Figure 7 shows the ICI sensor (a) and various 
particle types imaged with the probe (b-d). Fig. 
7c shows two images of the same ice particle 
that were taken for IC fall velocity (Vf) 
calculation directly from in-situ measurements. 
This technique with increased size resolution 
may give an estimate of particle fall velocity 
directly and can allow us its parameterization 
as function of particle shape that can be used 
for model applications. Figure 7d shows a 
stellar IC with maximum dimension of about 1.7 
mm taken on Jan 4. The PR estimated from the 
FD12P suggested that PR for IF can be up to 
0.05 mm hr-1.  
 
 
 
 

 
 
 

 
 
Figure 7: The ice crystal imaging sensor (ICI) is 
shown on the left (a) in its location mounted above 
the trailer. The inlet and the box containing the 
optical set-up can be seen. A few images taken by 
ICI are shown for on (b) with a reference scale of 
100 µm. Two images of the same bullet rosette are 
shown on (c) and a rimed stellar ice crystal with 6 
branches is shown on (d). 

 
 
5. ICE FOG PREDICTION 

In this section, possible use of the two 
forecasting models to predict ice fog is given 
below. 
 
i) GEM LAM Model 
Environment Canada (EC) currently runs the 
GEM (Cote et al., 1998) mesoscale model in a 
limited-area model (LAM) configuration over 
various domains in Canada with 2.5-km 
horizontal grid spacing.  In this model 
configuration, clouds and precipitation are 
predicted by the 2-moment version of the 
Milbrandt and Yau (2005a,b) bulk microphysics 
parameterization (hereafter, "MY2").  In this 
scheme, ice crystals are represented by two 
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categories, "ice" representing pristine crystals 
and "snow" representing larger crystals (D> 
250 µm) and/or aggregates, each of whose 
particle size distributions (PSDs) are 
represented by complete gamma functions 
whose parameters evolve along with the two 
prognostic variables (for each category x), the 
total number concentration, Nx, and the mass 
mixing ratio, qx. Currently, MY2 includes this 
process using the parameterization of Meyers 
et al. (1992).  This parameterization, however, 
is based on limited aircraft and laboratory 
measurements that do not represent the Arctic 
conditions. Therefore, IF visibility 
parameterization developed based on 
measurements of Ni and IWC, using the current 
MY2 scheme may be problematic.  However, 
the new measurements will be used to 
constrain the scheme for the prediction of Ni in 
these conditions, and thus ultimately improve 
the prediction of visibility in IF in the model. 
 
ii) North American Mesoscale (NAM) model 
For operational applications, NCEP’s 12-km 
NAM model (Rogers et al. 2009; Ferrier et al., 
2002) is used for regular weather guidance 
over Continental US (CONUS), Alaska, Hawaii 
and Puerto Rico.  The NAM is run 4 times per 
day (00, 06, 12 and 18 UTC), providing forecast 
guidance over all of North America with hourly 
products out to 36 h and 3-h output at longer 
ranges out to 84 h. The NAM post processor 
calculated visibility reduction using a method 
that assumes the extinction is a function of 
cloud IWC (Stoelinga and Warner, 1999); 
however, this tended to underestimate the 
intensity of the IF (i.e., the amount of visibility 
reduction).  Because this algorithm may not 
have been appropriate for IF, several 
alternative methods were tested.  The first used 
surface parameters from the NAM (Zhou and 
Du, 2010), but it only predicted the occurrence 
of IF and not its intensity.  The second method 
included the effects of moisture advection 
(Zhou and Ferrier, 2008; Zhou, 2011), which 
significantly improved the prediction of IF for 
one of the cases.  But since IF can occur within 
the boundary layer in conditions not dependent 
on moisture advection, more research is 
needed       
 

iii) Ice fog parameterization 
IF (also LSN conditions) can be parameterized 
assuming that Vis is a function of IWC (ice 
water content) and Ni (~1000 L-1) at sizes 
usually less than 200 µm. In this size range, 
particle terminal velocity (Vt) can be about        
1 cm s-1 depending on its shape. If we assume 
that (as shown earlier) their sizes are usually 
less than 100 µm, Vt can be about 1 cm s-1. 
This suggests that IF crystals can fall in the air 
about 36 m over 1 hr time period. However, if 
their Vt is about 1 mm s-1, then they fall only 
about 4 m. This shows that for any model to 
correctly predict IF visibility it should be 
sensitive to low IWC and high Ni values 
(Ohtake and Huffman, 1969; Gultepe et al., 
2008; 2012). 
 
Visibility is strongly related to particle shape, 
density, Ni, and IWC. Therefore, the extinction 
coefficient (βext) can be obtained as a function 
of Ni and cross-section surface area (Ac) of ice 
crystals. If Ac is related to a crystal mass e.g. 
mi=aAc

b (Lawson et al., 2011), then βext, using 
in-situ 2DS probe measurements from Arctic 
clouds collected during ISDAC can be written 
as a function of IWC and total Ni (similar to 
Gultepe et al., 2007). Then, using an equation 
between Vis and βext, Vis is written for ice 
particles between 10-1000 µm as 
 

5066.0)(19.1 −

•= iNIWCVis                  (1) 

 
If IWC and Ni are known from a forecasting 
model at the each time step, then Vis (or βext) is 
obtained. The current observations of ice 
microphysical observations will allow for Vis 
estimation from the current forecasting models. 
 
iv) Modeling issues 
The current forecasting models were not 
designed for IF and LSN conditions occurring 
over the Arctic areas. In fact, IF occurrence in 
various space and time scales in a 3D volume 
can complicate its accurate prediction. The 
major issues are related to prediction of small 
ice crystals Ni and IWC, and limitations in the 
ice microphysical processes in the cold 
temperatures. Clearly, deposition nuclei and 
radiative processes in the clear Arctic boundary 
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layer conditions and existence of a weak or 
strong inversion needs to be predicted 
accurately for obtaining IF visibility and related 
ice microphysical parameters. 
 
6. DISCUSSIONS AND CONCLUSIONS  

IF occurs very often in the northern latitudes 
when temperatures go down below -15°C. In 
fact, IN can be found at T as high as -8°C 
(Gultepe et al., 2008). When T is very low, RHi 
can easily be saturated with little moisture in 
the air. Its effect on aviation and local weather 
can be very significant and affect the aviation 
industry severely by delaying flights and 
increasing accidents because of low visibilities 
and icing on the planes. When IF does occur, it 
may also lead to frost formation but frost 
formation may not always be related to IF 
occurrence. Table 1 suggests that both IF and 
frost usually occur more often than other 
weather events in the Arctic. IF and frost may 
also affect power lines which can lead to 
disruptions in electrical energy distribution. 
 
IF crystals can be as small as 5-10 µm, and 
usually have sizes less than 200 µm. 
Depending on their shape and density, they 
can be suspended in the air for a long time and 
may generate a very low PR compared to LS 
and SN conditions. They may play an important 
role in controlling heat loss to the sky in clear 
air conditions and balancing further cooling 
dependent on their optical properties. 
Preliminary conclusions can be listed as: 
 
• IF crystal number concentrations can be 
more than 1000 L-1. 
• Visibility measurements can be highly 
variable during the cold T below -20°C, 
especially close to -40°C. 
• Particle type from FD12P 
measurements should be used cautiously and 
it may only be only used as light, medium, and 
heavy snow types. Other particle types may not 
be representative of the real environmental 
conditions. 
• IF can be considered as a cold cloud. 
Studying IF helps us to better study ice clouds 
and their microphysical and optical properties. 

• IF Vis can be obtained from IWC and Ni 
that are obtained prognostically from a 
forecasting model. Models usually get Ni less 
than 100 L-1 based on microphysical 
parameterizations obtained from the aircraft 
observations; therefore, its prediction becomes 
questionable and Ni needs to be adjusted for 
specific environmental conditions. 
• Accurate prediction of IF Vis and IWC, 
and frost conditions can be used 
advantageously to help plan for the use of 
aircraft de-icing fluids in northern latitudes. 
• Vis-PR relationships for LSN conditions 
can be very sensitive to the instrument type. 
Optical sensors (e.g. FD12P) can be superior 
against the weighing gauges and hot plate type 
sensors (e.g. TPS and Geonor). Especially, 
during the strong wind conditions, 
measurements from the latter two sensors 
cannot be accurate for LSN conditions. 
• Satellite-based nowcasting of IF over 
Arctic regions can be done if future operational 
satellites can be launched such as the PCW 
(Polar Communication and Weather) satellite 
because current satellites do not provide 
adequate time and space resolution over the 
Arctic regions. 
 
Overall, the observations and model 
simulations from this project will be used to 
better understand the IF and frost predictions 
and their microphysical parameterizations. 
Detail analysis of the observations is in 
progress and results will be presented in the 
future meetings and publications. It is believed 
that IF studies will be a major step to improve 
our understanding of Arctic and cold cloud 
systems, and forecasts of these events. 
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ABSTRACT 
 
Estimates of area-averaged maximum possible precipitation (AMPP) for different water cat-
chment areas in a typical region of Central Europe, the Erzgebirge (Saxony), are presented. 
Calculations are based on a physical concept which considers the forced elevation of water 
vapor saturated air masses. The vertical structure of this air mass is determined by climato-
logical observations for those situations where very large amounts of precipitation are ob-
served in Saxony. Apart from vertical profiles of temperature and dew point, only average 
flow velocities in 925 hPa are necessary for calculations. The results of computation supply 
averaged rainfall for specific areas, without taking into account any processes which could 
reduce this amount of rain. 
The concept also allows to determine the input data (profiles and velocity) from climate mod-
el calculations (ECHAM5/MPI-OM), so that statements about future extreme precipitation 
events in an area can be deduced. Generally, this concept is not restricted to the central 
mountain regions of Saxony, though here it is used as a starting point for the control of hy-
drological dams. 
 
 
1. INTRODUCTION 
 
Climate models provide valuable informa-
tion about possible future changes in cli-
mate based on assumptions about the 
global demographic and economic devel-
opment (SRES: Special Report on Emis-
sion Scenarios, see Nakicenovic et al., 
2000). Climate changes also affect derived 
parameters such as water availability in 
the catchment areas of dams. 
In this contribution a method is described 
which enables an estimation of area-
averaged maximum possible precipitation 
(AMPP) from vertical profiles and near 
ground atmospheric data. Results are giv-
en exemplarily for two catchment areas in 
the Erzgebirge (Saxony, Germany) as rep-
resentatives for the typical mid-mountain 
ranges of Central Europe.  
The precipitation model used for calcula-
tions bases on a physical concept which 
considers the forced elevation of water 
vapor saturated air masses. The vertical 
structure of this air mass is obtained from 
measurements (radiosonde data) and cli-
mate model calculations (vertical profiles 
of temperature, humidity). 
 

2. METHOD 
 
Calculations of AMPP are not only based 
on analyses of measured or modeled pre-
cipitation data, but in addition on the struc-
ture of the atmosphere. Estimated AMPP 
consists of a synoptic scale portion and an 
orographically induced part, which are 
treated separately, while convective preci-
pitation is excluded.  
 
Orographic precipitation (OP) is induced 
by the flow of air over a mountain region 
(the topography of a typical region of Cen-
tral Europe, the Erzgebirge, is used here), 
which forces the air to rise. The vertical 
transport of air causes an adiabatically 
cooling. After temperature falls below dew 
point temperature, clouds are formed. To 
estimate maximum orographically induced 
precipitation it is assumed that most of the 
cloud water rains off at the slope of the 
mountain. In accordance with Kessler 
(1969) the remaining cloud water content 
in air is set to 0.5 g/kg.  
 
Calculations of maximum orographic pre-
cipitation on the basis of aerologic data 
(vertical profiles of temperature, humidity 



and wind) and topography are described 
by Tetzlaff and Raabe (1999). The aero-
logic data are statistically analyzed in or-
der to find a vertical profile of humidity for 
which maximum precipitation events can 
be expected in Central Europe. 
To estimate the vertical motion at the 
mountain region the boundary condition 
for flows over a mountainous topography 
is used. In this case, the vertical wind 
component at the surface w0 is given by 

0 h 0
w hv  

where (vh)0 is the horizontal wind at the 
surface and h is the height of the terrain 
(Houze, 1993). 
Furthermore, it is taken into account that 
the vertical velocity w, which is induced by 
topography, is damped with increasing 
height z exponentially 

0 exp
11000 m

z
w z w . 

 
Precipitation on synoptic scale (SSP) is 
linked to an estimation of large-scale ver-
tical transport of moist air. To estimate the 
synoptic lifting modeled pressure changes 
in 700 hPa (GFS, grid size about 100 km) 
have been analyzed. From these data, the 
vertical velocity was estimated, which, in 
turn, was used to calculate synoptic scale 
precipitation based on atmospheric condi-
tions.  
 
3. BASE DATA 
 
3.1 TOPOGRAPHY 
 
The estimation of vertical wind speeds 
requires the knowledge of the terrain pro-
file h. Area-averaged maximum possible 
precipitation is exemplified for two dams in 
Saxony (Germany), one representing the 
conditions in the lowlands (LLD: low-level 
dam, height of catchment area up to ap-
prox. 300 m) and the other representing 
the conditions in a higher elevated region 
(HLD: high-level dam, height of catchment 
area up to approx. 800 m).  
The terrain profiles were taken from “Digi-
tales Geländemodell 25” (DGM25, spatial 
resolution of 25 m). It was ensured that the 
selected profiles (figure 1) cover a large 
part of the catchment areas on the one 
hand and that a maximum slope is 
achieved on the other hand. The latter is a 

precondition for maximum lifting velocities 
w(z), which, in turn, leads to maximum 
precipitation.  
 

 
Figure 1: Terrain profiles with maximum slope for 
the catchment areas of a low-level dam (LLD) and a 
high-level dam (HLD) in Saxony (Germany).  

 
3.2 AEROLOGIC DATA 
 
Calculation of AMPP bases on an analysis 
of vertical atmospheric profiles. Such pro-
files may be gathered from measurements 
(radiosonde soundings) as well as from 
climate models. From the available data 
sets vertical profiles were chosen for 
which the wind in 925 hPa was blowing 
from northern directions (300 … 50 de-
grees), because for such conditions max-
imum orographically induced precipitation 
due to a lifting of air at the mountain region 
(Erzgebirge) is expected. Furthermore, 
only vertical profiles were considered for 
which the content of precipitable water 
was at least 30 mm (radiosonde data) or 
the daily amount of modeled precipitation 
exceeded 10 mm (climate model data). 
Moreover, maximum wind speeds for dif-
ferent duration periods (6 h, 12 h, 24 h, 
48 h) were estimated from wind data in 
925 hPa.  
For those profiles that met the selection 
criteria, maximum dew points have been 
estimated on different pressure levels 
(ground/10001, 925, 850, 800/7751, 700, 
600, 500, 400, 300, 250 hPa, additionally 
for the model data: 200, 150, 100 hPa). In 
the lower levels (up to about 750 hPa/ 
2400 m) this profile has been adjusted 
such that no convective processes occur if 
the air is forced to lift, because otherwise 
large area covering and long-lasting rain-

                                                
1
 for radiosonde/model data. If no alternative is 

given, the indicated pressure level is valid for 
both, radiosonde and model data. 



fall would be prevented. Temperature pro-
files belonging to the dew point tempera-
ture profiles have been adjusted according 
to observed spreads (dew point differenc-
es) for heavy rainfall events.  
A measure to distinguish between convec-
tive and non-convective precipitation is the 
amount of energy which is released due to 
the vertical lifting of moist air. Considering 
the whole troposphere, this energy (known 
as CAPE) must not exceed an amount of 
300 J/kg. Temperature and dew point pro-
files developed here were adjusted to sa-

tisfy CAPE  10 J/kg. Furthermore, only 
cases with a stable atmospheric layering 
are considered. Thus, convective precipi-
tation is strictly excluded.  
 
3.2.1 CLIMATE MODEL DATA 
 
Analyses of climate model calculations 
refer to the global climate model 
ECHAM5/MPI-OM, which is operated by 
the Max-Planck-Institut für Meteorologie 
(Hamburg, Germany). Data are available 
from the CERA database of the World Da-
ta Center for Climate, Hamburg (CERA, 
2012). 
Model calculations (first run) with a tem-
poral resolution of 6 hours were used to 
represent the present time (January 1960 - 
December 1989, see Roeckner, 2005) and 
the future (January 2070 – December 
2099) for SRES A2, B1, and A1B (Roeck-
ner, 2006a-c). For estimation of maximum 
precipitation, nine model grid cells in the 
range of 11.25 E–15.01 E and 49.39 N–
53.21 N were considered. For each cli-
mate projection, vertical profiles of relative 
humidity and temperature were used to 
calculate the dew point profiles.  
 
3.2.2 RADIOSONDE DATA 
 
For analyses of measured data, radi-
osonde profiles were used. To estimate 
the temperature and dew point profiles 
radiosonde data from station Dresden, 
Germany (10486) were analysed. Wind 
data are estimated from radiosonde data 
of station Lindenberg, Germany (10393). 
Analyses refer to data from January 1971 
till September 2000 (for Dresden) and till 
December 2000 (for Lindenberg) (Quelle: 
Deutscher Wetterdienst) 
 

3.2.3 DATA ASSIMILATION 
 
Due to the different basic data (point mea-
surements for radiosonde data, area-
averaged values for climate model data) 
vertical profiles of temperature and dew 
point differ between radiosonde and model 
data for present time. In order to derive 
statements about future changes of AMPP 
from climate model data it has to be en-
sured, that measurements and simulations 
of present time correspond to each other. 
Therefore, simulations are adapted to 
measured data. Subsequently, an adjust-
ment of modeled data for the future is per-
formed based on the adjustment of the 
data of present time.  
To adjust the maximum wind speeds for 
the different duration periods, a mean dif-
ference between measured and modeled 
data was calculated for present time. This 
difference was used to adjust the model 
data for present and future time (figure 2).  
 

 
Figure 2: Maximum wind speeds in 925 hPa for 
different duration periods of present time (radi-
osonde: measurement data, 20C: adjusted model 
data) and adjusted model data for SRES A1B, B1, 
and A2 (2070-2099). 

 
The adjustment of dew point profiles is 
based on differences between measured 
and modeled data for present time in the 
considered pressure levels. These differ-
ences were used to correct the modeled 
data (for present time and future) to fit the 
measured profiles (figure 3). Temperature 
profiles have been adapted to the accor-
dant dew point profiles as described in 
section 3.2 (figure 4). 
 



 
Figure 3: Dew point profiles for calculations of 
AMPP for present time (measurement and adjusted 
model data) and adjusted model data for SRES 
A1B, B1, and A2 (2070-2099). 

 

 
Figure 4: Temperature profiles for calculations of 
AMPP for present time (measurement and adjusted 
model data) and adjusted model data for SRES 
A1B, B1, and A2 (2070-2099). 

 
4. RESULTS/ CONCLUSIONS 
 
The synoptic scale portion of AMPP is the 
same for all catchment areas in Saxony 
and does not depend on the location. For 
different duration periods, values for SSP 
are given in table 1.  
 
Table 1: Synoptically induced precipitation in mm for 
different duration periods 

6 h 12 h 24 h 48 h 

68 mm 109 mm 163 mm 215 mm 

 
The results for analyses of the orographi-
cally induced part of AMPP for radiosonde 
and model data for the two catchment 
areas of the dams in the low-land and in 
the high-land are shown in table 2 and 3, 
respectively. 
 
It turns out that, combined with a rise of 
temperature and wind speeds, the oro-
graphically induces part of AMPP increas-
es especially for longer duration periods 
(24 h, 48 h) independently from the SRES 
in future. However, it has to be differen-
tiated. On the one hand the increase of 

AMPP for shorter duration periods is 
smaller than for longer ones. On the other 
hand the increase of AMPP at higher ele-
vations (HLD) is more evident than in low-
er situated catchment areas (LLD).  
Independently from the location of the cat-
chment area, a maximum increase of oro-
graphically induced precipitation at the end 
of the 21st century is calculated for SRES 
A2. Generally, this scenario is regarded as 
the one which represents the most ex-
treme case of global warming due to anth-
ropogenic trace gas emissions. It is linked 
with a maximum increase of wind speeds 
for long duration periods (24 h, 48 h) of 
more than 2 m/s and a temperature in-
crease of up to 4 K at the lower tropos-
phere.  
For the catchment area of HLD a maxi-
mum increase of orographically induced 
precipitation at the end of the 21st century 
was estimated to be ca. 140 mm for a du-
ration period of 48 h and SRES A2. For 
the lowland catchment area, the maximum 
increase of OP for SRES A2 and a dura-
tion period of 48 h amounts to only about 
10 mm.  
 
Table 2: Low-level dam (LLD): Orographically in-
duced precipitation in mm for radiosonde data (ra-
dio), model data for present time (20C) and scenario 
calculations (A1B, A2, B1) for 2070-2100. 

 6 h 12 h 24 h 48 h 

radio 13 24 40 54 

20C 13 21 38 55 

A1B 15 27 44 59 

A2 12 22 46 68 

B1 14 27 46 64 

 
Table 3: High-level dam (HLD): Orographically in-
duced precipitation in mm for radiosonde data (ra-
dio), model data for present time (20C) and scenario 
calculations (A1B, A2, B1) for 2070-2100. 

 6 h 12 h 24 h 48 h 

radio 92 169 285 382 

20C 98 152 270 390 

A1B 114 211 337 454 

A2 94 170 346 523 

B1 110 203 346 480 

 
All modeled climate scenarios analyzed 
here hypothesize an increase of extreme 
(non-convective) precipitation events for 
all duration periods. The increase of preci-
pitation differs dependent on the emission 
scenario. Assuming a more moderate in-
crease of greenhouse gas concentrations 



in the atmosphere (SRES B1) a rather 
moderate increase (16 %) of AMPP is ex-
pected for the future compared to the 
present. For larger increases of green-
house gas concentrations (SRES A2), a 
maximum increase of AMPP of 24 % is 
expected (for the HLD catchment area). 
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NUMERICAL SIMULATIONS OF MELTING OF GRAUPEL PARTICLES AND 
SNOWFLAKES 

Sarkadi Noémi, Dr. Geresdi István 
 

1. INTRODUCTION 
 
This paper presents results of numerical 
simulations of melting of graupel particles 
and snowflakes. The proper simulation of 
this process near to the surface or above 
the surface in the melting region is 
necessary for the correct simulation of the 
type of the precipitation (e.g. snow, rain, 
freezing rain etc.). Also the size 
distribution of the rain drops formed due to 
the melting affects the formation of the 
cold pool related to thunderstorms. In most 
of the numerical models this process is 
described by using bulk schemes, which 
can be one-moment, two-moment or 
multimoment parameterization (Milbrandt-
Yau, 2005a,b). In this type of the 
microphysical scheme and even in most of 
the detailed microphysical models the 
basic idea about the melting is that melted 
water sheds immediately from the surface 
of the ice core (e.g. Reisin et al. 1996) 
This assumption is far from the real 
process. Observation shows that the 
melted water remains on the surface of 
both snowflakes (Mitra et al, 1990) and on 
that of the graupel particles (Rasmussen 
et al, 1984a,b), and shedding can occur 
only in the case of the hail/graupel if the 
size of these particles is above about 1 
cm. A numerical model was developed to 
simulate the melting in the atmosphere. 
Verifying of the results of numerical 
models able to use radar images, where 
we can discern the different hydrometeor 
types. Battan and Bohren (1982) noted 
that when the melting layer was treated 
like a mixture of water and ice the melting 
associated with the rapid increases of 
radar reflectivity. 
 
2. MODEL DESCRIPTION 
 
The calculation was made by using a one-
dimensional numerical model. The three 
different types of the particles (snow, 
graupel, water drops) are allowed to fall 
with their terminal velocities. 
 
 

 
Two-moments, detailed microphysical 
scheme (Tzivion et al, 1987) was used to 
simulate melting, collision between the 
particles and diffusional growth of the 
particles. Beside the number 
concentrations and mixing ratios of the 
above mentioned parameters, the amount 
of the melted water in each bin was 
prognostic variable for both melted snow 
flakes and graupel particles. The melting 
rate of the particles was affected by the 
heat conduction and by the released latent 
heat of diffusion as it is given in 
Pruppacher and Klett (2004). Besides 
these physical processes the heat given 
by the collected warmer water drops is 
also taken into consideration (Geresdi, 
1992). It is supposed that while the 
characteristics (shape, density, terminal 
velocity) of the graupel particles are hardly 
affected by the melting, these parameters 
change significantly as the amount of the 
liquid water increases on the surface of 
the snow flakes (see eg. Mitra et al, 1990). 
Because the melting ice particles generally 
feel high supersaturation in the 
precipitation zone their diffusional growth 
can significantly increase the masses of 
the falling solid precipitation elements. It is 
supposed that condensed water increases 
the mass of the melted water. 
In our model we considered the following 
interaction and physical processes: 
melting of snowflakes, and graupel 
particles, condensation, deposition, break 
up of water drops. If the melting rate has 
exceeded 95%, the melted snowflakes 
and graupel particles, were transferred to 
the water drop category. 
 
3. NUMERICAL EXPERIMENTS 
 
In the numerical experiments we 
examined how melting of snowflakes and 
graupel particles occurs at different initial 
conditions. In the first case we analyzed 
the melting processes at a temperature 
profile which was given by wet adiabatic 
lapse rate. In the second case the melting 
process of graupel particles was simulated 
at similar environmental conditions as in 



the case of the snowflakes. Finally the 
formation of freezing drizzle was simulated 
when an inversion layer formed above the 
surface.  
The sensitivity of the melting for the 
saturation of the environment was 
investigated in every cases. 
At the top of the melting layer a constant 
flux of the precipitation elements 
(snowflakes, graupel particles) have been 
provided.  
 
4. RESULTS OF SIMULATIONS 
 
4.1. MELTING OF SNOWFLAKES 
 
The results show that (i) the relative 
humidity strongly affects the type of the 
surface precipitation. In the case of low 
humidity the melting layer is deeper.  (ii) In 
the positive temperature region the vapor 
condense on the melted particle, but due 
to the temperature decrease and the 
evaporation of the water drops formed by 
complete melting of the snow the relative 
humidity increases in the melting region. 
(iii) The melting layer getting deeper 
during the simulation (Fig 1. and Fig 2.). 
Initially it was about 400 m, and by the end 
of the simulation it was near to 600 m. The 
temperature change from the melting at 
the beginning is the highest at the top of 
the melting layer (Fig. 3.). The water 
mixing ratio is changed because of the 
melting of snowflakes. This change was 
rapidly, and significant at the first 10 
minutes, this can be seen on Fig. 4. The 
water vapour mixing ratio has also been 
changing, the change is consistent with 
the temperature change (Fig. 5.). Fig 6. 
shows the size distribution of the water 
drops on the surface at different times. 
Likewise Fig. 7. shows the size distribution 
of the melting snowflakes and the size 
dependence of fraction of the melted water 
at top of the melting region. While the 
particles of less than 200 µm melt almost 
completely, the particles with sizes above 
one mm remain almost dry. 
 

 
Fig. 1.: Temperature change, y-axis represents 

the height, x-axis represents the time 

 

 
Fig. 2.: Snow mixing ratio change, y-axis 

represents the height, x-axis represents the 
time 

 

 
Fig. 3.: Temperature change due to melting, y-
axis represents the height, x-axis represents 

the time 

 
Fig. 4.: Water mixing ratio change, y-axis 

represents the height, x-axis represents the 
time 

 



 
Fig. 5.: Water vapour mixing ratio change, y-
axis represents the height, x-axis represents 

the time 

 

 
Fig. 6.: Water size distribution on the surface, 

y-axises represent logarithmic number 
concentration, x-axises represent the 
logarithmic radius of water droplets 

 
Fig. 7.: Snowflakes size distribution and 

melting rate on different heights, at different 
time, y-axises represent logarithmic number 

concentration, x-axises represent the radius of 
snowflakes 

 
4.2. MELTING OF GRAUPEL PARTICLES 
 
Because of the higher terminal velocity the 
melting process of the graupel particles 
and its effect on the environmental 
condition is different from that of the snow 
flakes. Except of the small graupel 
particles (< 0.8 mm) all the particles reach 
the surface. The melting fraction also 
depends on the size of the particles. The 

evolved water droplets are smaller than in 
the case of the melting of snowflakes (Fig. 
8.,9.). 
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Fig. 8.: Water size distribution on the surface 
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Fig. 9.: Graupel particles size distribution and 

melting rate, at 2500 m height 

 



4.3. MELTING OF SNOWFLAKES IN THE 
CASE OF INVERSION LAYER 
 
Studies show that the freezing rain and 
sleet formation are significantly affected by 
initial conditions: (i) temperature profile 
(e.g. max. temperature and depth of the 
melting layer), (ii) relative humidity. 
 
5. SUMMARY AND CONCLUSIONS 
 
In our studies a detailed microphysics 
technique is applied to simulate how the 
snow flakes and graupel particles melt. 
Numerical experiments were made to 
investigate how the different 
environmental conditions affect the melting 
of the snow flakes and graupel particles.  
The calculation shows: (i) The falling 
precipitation elements can significantly 
modify the environmental conditions which 
feedbacks to the melting process. (ii) The 
new description of melting process (melted 
water is retained on the surface of the 
particles) allows to give more correct 
simulation of the freezing rain formation. 
(iii) The results are sensitive to the relative 
humidity in the melting layer. 
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1. INTRODUCTION 

Severe hail shooting is a worldwide 

meteorological disaster. It is a combined 

result of dynamic, thermodynamic, 

micro-physical and electrical processes in 

convective clouds. The use of weather radar 

to identify precipitation particles of storm 

cloud is an important topic in meteorological 

radar field (Huang et al. 1980; Gong and Cai 

1992; Xiao et al. 2002). However, there is a 

big uncertainty to correctly identify 

precipitation particles from a mixing cloud by 

use of single-polarized weather radar. In 

recent decade, with successful application 

of the dual-polarization Doppler weather 

radar, it becomes possible to identify cloud 

particle through detection by radar (Seliga & 

Bringi 1976; Bringi et al. 1984; Aydin et al. 

1986; Tuttle 1989; Liu et al. 1993; Kennedy 

& Rutledge 1995; Zhang et al. 2001). A 

dual-polarization Doppler radar can provide 

more radar parameters than the new 

generation of Doppler radar. These 

polarimetric parameters have different 

relations to precipitation hydrometeors on 

the size, shape, arrangement, distribution, 

spatial orientation, density, and dielectric 

constant (Bringi & Chandrasekar 2000). 

Thus, it is possible to identify precipitation 

particles using these polarimetric 

parameters. In this regard, there are a lot of 

research results around the world (Seliga & 

Bringi 1976; Bringi et al. 1984; Hall et 

al.1984; Bringi et al.1986; Liu 2002; Qi et al. 

2002), for instance, the fuzzy logic algorithm 

has been gradually formed and wide 

applied. 

In China, some dual-polarimetric 

Doppler weather radars in X-band and 

C-band have been developed in recent 

years. At the same time, some studies on 

classification and identification of 

precipitation particles were also carried out, 

but there is little identification research 

combined with in situ high time-resolution 

observational data of precipitation particle 

spectra. 

In this paper, a fuzzy logic algorithm 

applying to identification of precipitation 

particles was developed for X-band 

polarimetric observational data, and the 

features of radar echo and hailfall 



  

microphysical structure of a springtime 

hailstorm system were analyzed.  

2. THE DATA SITUATION 

Zhangbei County is located in a 

semiarid area of the north of Hebei Province, 

China. 

During the time period through April to 

August 2009, a field observation campaign 

was conducted to study typical precipitating 

cloud physical structures and precipitation 

processes using a vehicle-borne X-band 

dual-polarization Doppler advanced radar 

system with two channels (X-PARS) in 

Zhangbei, Zhangjiakou City. Table 1 shows 

the main characteristics of the X-PARS 

radar system. The XDPARS radar was set 

up by the Institute of Atmospheric Physics of 

Chinese Academy of Sciences, and 

Chengdu Jinjiang Electronic System 

Engineering Company Limited in 2005. The 

radar was placed in the north beach of 

Huanggainao Reservoir in Zhangbei. The 

radar observational site located at 21.2km 

north of Zhangbei town. Its altitude of the 

radar is 1350m. At the same time, an OTT 

Parsivel laser-based optical disdrometer 

located at Zhangbei County Weather Station 

(the altitude is 1395m) was used to do the 

observation of precipitation particles. The 

disdrometer can detect and identify eight 

different precipitation types as drizzle, mixed 

drizzle/rain, rain, mixed rain/snow, snow, 

snow grains, ice pellets and hail. 

Table 1 Performance parameters of the X-PARS dual-polarization Doppler radar 

with two channels 
System 

characteristics 

Detail description 

Transmit system Wave-length: 3.2cm; Total transmitting power: ≥75KW, Single 

transmitting power: ≥ 35KW; Selectable pulse width: 0.5,1.0, 2.0μs 

Polarization 
diversity 

Transmit horizontal and vertical polarized waves simultaneously 

Antenna system antenna diameter: 2.4m; 3-dB beam width:1.0°; antenna speed: 

20°/sec 

Antenna control 
system 

PPI, RHI,VOL (volume scan) and sector scan modes, can 

customize parameters such as azimuth, elevation angle etc; solar 

calibration 

Radar 

measurands 

Horizontal polarization reflectivity (ZH), Doppler velocity (V), 

Spectrum width (W), Differential propagation phase shift (ΦDP), 

specific differential propagation phase shift (KDP), differential 

reflectivity (ZDR), cross-correlation coefficient (ρHV) 

Radar calibration Calibrate antenna gain using signal generator, calibrate Radar 

position and orientation using solar method and GPS 



 

  

On the afternoon of April 23, 2009, a 

severe convective weather system moved 

into the semiarid area and caused the first 

hailfalling of the year 2009 in Zhangbei area. 

According to the sounding data observed by 

the closest Zhangjiakou sounding station on 

the morning of April 23, 2009, the freezing 

level was about the altitude of 2.7km above 

sea level (corresponding altitude above the 

X-PARS radar level was 1350m). In the 

radar detection range (150km), the 

precipitation occurred during the time from 

1500 to 1800. There were two hailstorms 

which passed respectively through the 

XDPARS radar station and the Parsivel 

disdrometer observation site. At that time, 

the dual-polarization radar was measuring 

the hailstorms.  

3. WEATHER PROCESS AND 

OBSERVATIONAL DATA 

According to the analysis of weather 

maps, the hail process on the afternoon of 

April 23, 2009, occurred in a favorable 

situation of the circulation and interaction of 

upper trough and ground cyclones. Affected 

by the cold air going southward from 

Mongolia region, Zhangbei, Shangyi, and 

Huai'an counties of Zhangjiakou City in the 

semiarid area were suffered by hail shooting 

and strong winds on the afternoon of April 23. 

According to real-time measurement, the 

hailstones falling at the X-PARS radar site 

had a maximum size of 12mm, the density of 

hail and graupel particles was large, 

approximately 60 to 80 per 100cm2. Most of 

the hail and graupel particles were of 

irregular shape and their surfaces were wet. 

Therefore, it was a precipitation process of 

wet hail and wet graupel. 

The radar observation showed that the 

hailcloud system had the characteristics of 

multi-cell structure on the weather radar 

echo. The multi-cell storm system went into 

the west side of the radar coverage (150km in 

radius) at 1300 and went out the east side of 

the radar coverage at 1800, it maintained 

about five hours.  

It should be noted that before using the 

X-band radar polarimetric data, the quality 

control of data, like attenuation correction of 

ZH and ZDR, back-propagation effect (i.e. δ 

effect) on differential propagation phase ΦDP, 

the elevation effect on ZDR observation,  

has been done (He et al. 2009a, b; Ryzhkov 

et al., 2005,).  

4. RADAR ECHO CHARACTERISTICS  

The X-band radar observation show that, 

on the morning of April 23, 2009, some 

convective cloud cells appeared in 

succession in the radar observation area, 

and they moved from southwest to northeast. 

At 0934 BJT, a stronger echo appeared at 

57km southwest of the radar station, the 

maximum reflectivity is generally about 

35dBZ. In the next one hour, the convective 

echo repeatedly merged with other cells to 

strengthen, the maximum reflectivity 

achieved 50 - 55 dBZ, and the maximum 

echo top reached 8 km, but the strong 

convective clouds became weakened 



  

quickly after soon. Till 1250 BJT, a 

band-type echo composed by a number of 

convective clouds was entering the radar 

detection range (150km) from the southwest, 

and the echo band moved from west to east, 

but the movement direction of the strong 

echo cells in the band deviates about 45° 

relative to the movement direction of the 

echo band, that is, moved from southwest to 

northeast. In the process of move eastward, 

the echo band continued to strengthen, its 

maximum reflectivity achieved above 50 

dBZ. The length of the echo band exceeds 

250km. At 1406 BJT when the echo band 

eastward shifted to 50km west of the radar 

station, it broken into two parts (south part 

and north part), the south part moved 

eastward quickly. And at 1509 the south part 

of the echo band went through the radar 

station, but the northern section still 

connected with a weaker echo band located 

in the southwest of the radar and formed 

another organized strong echo band,. The 

new strong echo band continually moved to 

the eastward. 

  Figure 1 shows the PPI echo intensity 

and polarization parameters of the hail cloud 

system observed at 1522 April 23, 2009, 

with a 0.5° elevation. There were two 

southwest - northeast direction convective 

echo band at 1522 April 23, one of them 

passed just through the radar station and 

Parsivel disdrometer observation site, the 

length reached above 200km, the maximum 

width reached 50km, and the maximum 

strength achieved 50~55dBZ. Looked from 

the structure, it was composed both by 

convective cloud echoes and by degraded 

convective cloud echoes. According to the 

RHI scan (Figure 2), the northeast part of 

the echo band was composed still by 

convective cloud echoes, the top of the 

convective clouds reached 6 km height, and 

the maximum reflectivity achieved 55-60 

dBZ, but the southeast part of the band was 

consisted in some degenerating convective 

clouds, and the horizontal distribution of the 

echoes was more evenly, the area was 

larger, the echoes were higher and the top of 

echoes still reached 6.0km, but a bright 

band on freezing-level appeared in the 

1.3~1.4 km level above the ground. The 

height of the bright band was consistent with 

the height detected from Zhangjiakou 

sounding data of 0800 Beijing time on that 

day. The emergence of a freezing-level 

bright band is an important symbol of 

stratifying convective clouds and stratiform 

clouds. 

There was another radar echo band in 

the west of the radar station (see Figure 2). 

The radar echo band was about 40km west 

of the radar station at 1534 BJT and the 

band was constructed by strong convective 

cloud echoes, whose length was about 

150km and width was 20km only. The 

maximum reflectivity of the convective 

clouds was up to 55 dBZ and the maximum 

height of echo was 6.0km. The strong echo 

centers moved, followed this band, to the 



 

  

east and some convective clouds has 

developed into strong storm clouds, whose 

maximum of the reflectivity is 57dBZ. The 

top of the cloud raised significantly, 

especially the 45dBZ echo top extended to 

4.5km height. It was very close to the cloud 

top, indicating that the strong cloud should 

be a hail cloud and have a hail shooting the 

ground would fall hail.  

As seen from Figure 2, the vertical ZDR 

was not very big (only about -0.5dB ~ 0.5dB) 

while ZH was very strong. This is mainly 

because the irregular graupel and hail 

particles fallen in stumbling state and they 

did not have specific orientation arrange. In 

result, ZDR was small, and KDP was also 

small with -0.5 - 0.5 deg⋅km-1 only. Therefore, 

the corresponding area would have graupel 

and hail falling down. Figure 2 also shows 

that the hail fell from stronger echo area of 

the hail storms. When precipitation occurred 

at the radar site, the field observer took 

photographs of precipitation particles on the 

ground at the same time and checked out  
 

      
(a) ZH                              (b) KDP 

       
(c) ZDR                            (d) ρHV 

Fig.1 PPI reflectivity and polarimetric data at 1522 BJT April 23, 2009 (elevation:0.5°) 

(a) horizontal reflectivity (ZH, dBZ), (b) specific differential propagation phase (KDP, deg⋅km-1), 

(c) differential reflectivity (ZDR, dB), (d) cross-correlation coefficient (ρHV) 



  

 

   
(a) ZH                              (b) KDP 

      
(c) ZDR                            (d) ρHV 

Fig.2 RHI reflectivity and polarimetric data at 1534 BJT April 23, 2009 (azimuth: 270°) 

 

their types and number density. The result 

shows that the solid precipitation particles 

were mainly graupel and hail with sizes less 

than 12mm. 

5. IDENTIFICATION OF HAILFALL  

5.1 Fuzzy logic identification method 

In this paper, a fuzzy logic classification 

algorithm has been developed for X-band 

polarimetric radar data. The model has five 

input variables with four polarimetric 

measurands: ZH, ZDR, KDP, ρHV and one 

environmental temperature T. The output 

result from the model are ten different 

hydrometeor types: drizzle, rain, wet graupel, 

dry graupel, small hail, large hail, rain and 

hail mixture, wet snow, dry snow, and ice 

crystals. Table 2 gives the values of 

polarimetric parameters of X-band 

dual-polarization radar and the ranges of 

environmental temperature for various 

hydrometeors. The ranges of these 

parameters in Table 2 are comprehensively 

given by referring to Straka et al. (2000), 

Zrnic et al. (2001), Keenan (2003), and He 

et al. (2010), and considering the 

characteristics of X band polarimetric radar 

as well. Therefore, there is some physical 

basis for the selection of these polarimetric 

parameter ranges. Because ambient 

temperature is an important parameter 

affecting the phase types of hydrometeors, it 

has been taken as an input variable of fuzzy 

logic classification algorithm in this paper. 

And the weight coefficient of temperature is 

set to 0.3. In addition, a quality control of the 

polarimetric radar data has been carried out 

by a processing as shown in Section 3 

before their application. 



 

  

Table 2 Values of polarimetric measurands and corresponding temperature ranges 

for various precipitation particle types 

precipitation particle parameter 

type symbol ZH 

(dBZ) 

ZDR 

(dB) 

KDP 

(deg·km-1)

ρHV(0) T 

(°C) 

Drizzle DZ 10 ~ 25 0.0 ~ 0.8 0.0 ~ 0.1 >0.97 -5 ~ 40 

Rain RN 25 ~ 60 0.5 ~ 4.0 0.0 ~18.0 >0.95 -5 ~ 40 

Wet graupel WG 30 ~ 50 -0.5 ~ 2.0 0.0 ~ 5.3 >0.95 -15 ~ 5 

Dry graupel DG 20 ~ 35 -0.5 ~ 1.0 0.0 ~ 1.7 >0.95 -15 ~ 0 

Small hail 

(<2cm,wet) 

SH 45 ~ 60 -0.5 ~ 0.5 -1.8 ~ 1.8 0.92 ~ 0.95 -15 ~ 5 

Large hail 

(>2cm,wet) 

LH 55 ~ 70 -1.0 ~ 0.5 -1.8 ~ 3.5 0.90 ~ 0.92 -40 ~ 25

Rain & hail RH 45 ~ 75 -1.0 ~ 6.0 0.0 ~ 13.0 0.70~ 0.95 -20 ~ 20

Wet snow 

(melting) 

WS 20 ~ 45 0.5 ~ 3.0 0.0 ~ 1.8 0.5 ~ 0.95 0 ~ 5 

Dry snow 

(low density) 

DS -10 ~ 35 -0.5 ~ 1.0 -0.9 ~ 1.4 >0.95 -15 ~ 0 

Ice crystal 

(high density) 

IC -10 ~ 25 0.1 ~ 5.0 0.3 ~ 2.0 >0.96 -50 ~ -5 

 

5.2 Fuzzy logic identification and 
comparison with in situ observation 

Figure 3 shows the radar PPI reflectivity 

observed respectively at 1625, 1632, and 

1640 on April 23 and the corresponding 

identification results of precipitation particles 

by the fuzzy logic classification method 

mentioned above. 

   At 1625 there were two strong 

convective echoes appearing at the distance 

of 15km southwest and northeast of the 

radar station (Figure 3a),. In addition, a band 

echo of stratiform cloud appeared in the 

range of 25~60 km southeast of the radar 

station and removed from the radar station. 

Here we just discuss the band system in the 

west side of the radar. The maximum 

intensity of the radar echoes in the 

southwest reaches 55 dBZ, and the average 

values of corresponding ZDR and KDP are 

-0.36dB and -0.04 deg·km-1 respectively 

(figures omitted). Meanwhile, the maximum 

intensity of the radar echoes in the north is 

slightly smaller, reaching 50 dBZ, and the 

average values of ZDR and KDP corresponds 

to -0.23 dB and -0.10 deg·km-1. According to 

these values of the polarimetric parameters, 

the two areas will appear hail shooting 

(Table 2). And the high reflectivity and low 

differential reflectivity also indicate an 

existence of tumbling hail. The types of the 

precipitation particles are indentified by the 

fuzzy logic classification method. The strong 

echo areas in the southwest appear a 



  

hail-and-rain mixture (see the area within a 

red circle in Figure 3b), and outside of these 

areas is surrounded by wet graupel. The 

identification results in the northeast were to 

exist in a small area of hail-and-rain mixture 

and some wet graupel particles. And a rare 

content of wet graupel appeared outside of 

this region. Rainfall and dry graupel only 

existed in the other cloud area, without 

graupel and hail.  

At 1632, as the echo band in the 

southwest of the radar station moved 

eastward, the forefront of the strong echo 

had reached the station. The average 

intensity of the strong echoes was 50 dBZ 

and the maximum reached 60 dBZ. At the 

time, it began to fall hail, graupel and rain at 

the radar station, and the hailfall lasted 

about five minutes. Maximum size of the 

landing hailstones achieved to 12 mm, the 

density of graupel and hail was about 60 to 

80 per 100cm2 by in situ measurement. The 

strong convective clouds accompanied by 

thunder and lightning were also observed 

during this time period. According to the 

fuzzy logic identification model, the ground 

in this area appeared a hail-and-rain mixture 

and small hail particles in size less than 2cm, 

and a small amount of wet graupel and rain 

as well. This is very consistent with the in 

situ observational results. Meanwhile, there 

was a zone of small hail particles appeared 

at the distance of 20~30 km in the northeast. 

At 1640, the strong echoes had 

removed from the radar station and reached 

about 10 km distance in the east. The 

maximum echo intensity of the storm was 

still 58 dBZ after the hail shooting. And at 

this time the average values of ZDR and KDP 

corresponds to -0.6 dB and -0.01 deg·km-1. 

Therefore, there were still wet graupel, dry 

graupel, and small hail on the ground. 

Based on the phase identification 

procedures, the region has been determined 

by small hail particles less than 2cm in size, 

little wet graupel and rain as well. The 

classification showed that identification 

results are consistent with the theoretical 

analysis. 

Comparing the radar echo intensity 

with identification distribution of graupel and 

hail, we can clearly find that the landing 

locations of graupel and hail agreed with the 

position of radar strong echo intensity values 

very well. And the position mainly located in 

the front of the storm clouds. 

These results suggest that the 

developed X-PARS radar can observe the 

exact zones of hydrometeor particles of hail 

clouds, especially the size and the landing 

location of hail through the fuzzy logic 

classification algorithm. The results are in 

good agreement with in situ ground truth 

observations, indicating that the X-PARS 

radar system can play an important 

application in hail suppression of hail cloud. 

5.3 Comparisons of polarimetric 
classification to disdrometer 
observation 

It has been carried out to compare the 

observation of the X-PARS radar combined 

with the fuzzy logic classification algorithm 

for the situation when the hail clouds passed 

through  the  radar  site.  The  following 



 

  

    
(a) ZH at 1625                  (b) particle types at 1625 

    
(c) ZH at 1632                  (d) particle types at 1632 

     
 (e) ZH at 1640                 (f) particle types at 1640 

Fig. 3 PPI reflectivity of X-band polarization radar observation on April 23, 2009, and the 

corresponding precipitation particle types by fuzzy logic classification algorithm (elevation: 

0.5°)  (a) at 1625, (b) at 1632, (c) at 1640 

 
comparison is for the observations of 

another hailstorm which occurred in the 

southwest of the radar. The hailstorm moved 

also northeastward and through the 

observation site of the Parsivel disdrometer 

during the time period from 1650 to 1710, 

April 23. And the comparison will give further 

analysis of the hail cloud structure.  

The X-PARS radar made twice RHI 

scans along the direction of the Parsivel 

disdrometer (the azimuth was 180°) at 1658 

when a hailcloud just passed through the 

Zhangbei town on the afternoon of April 23, 

2009. It was suited to compare the radar 



  

observations with the in situ particle spectra 

data measured by the disdrometer.  

Figure 4 shows the RHI echo intensity 

distributions made along the azimuth of 180° 

at 1658 and the corresponding precipitation 

particle types based on the fuzzy logic 

classification method. The location of the 

disdrometer was just under the severe 

convective clouds.  

 

    
(a) ZH at 1658                  (b) particle types at 1658 

Fig. 4 RHI reflectivity of X-band polarization radar observation on April 23, 2009, and the 

corresponding precipitation particle types by fuzzy logic classification algorithm (azimuth: 

180.0°, the red arrow marks the location of the Parsivel disdrometer which is 21.2 km far from 

the radar station) 

     
The storm clouds were strengthened at 

1658 and the top of 45 dBZ stretched up to 

the height of 5.5 km. The maximum values 

of ZH, ZDR and KDP are 60 dBZ, -0.66 dB and 

-0.36 deg·km-1 respectively. According to the 

classification results based on the fuzzy 

logic classification method, the hail clouds 

had a lot of large hail particles with size 

larger than 2 cm appeared in the layer of 

1.3-5.0 km height over the Parsivel 

disdrometer site. There were small hail 

particles in the layer below 1.3km height. 

These results suggest that the sizes of 

larger hail particles in the high altitude 

reduced in the fall process. This may be 

related to partly melting below the freezing 

level (at 1.35km height). 

The measurements of the Parsivel 

disdrometer show that the maximum 

diameter of the hail particles is 8.0 mm with 

two peaks, and the second peak appears 

around 5 mm at 1658 on April 23. The 

precipitation intensity was 14.53mm·h-1 

corresponding to radar echo intensity 50.35 

dBZ given from the disdrometer. 

Furthermore, a hail weather phenomenon 

was determined by the disdrometer. At the 

results indicate that the fuzzy logic 

classification results from the X-band 

polarimetric radar observation were 

consistent well with the actual 

measurement. 

In summary, the results of the X-PARS 

radar observations combined with the fuzzy 

logic classification method are agreed with 

the particle spectrum observations on the 

ground. This further proves that the 

classification results which are based on the 



  

developed X-band dual-polarimetric radar 

and fuzzy logic classification method are 

accurate. 

6. CONCLUSIONS 
   In this paper, the X-band dual- 

polarimetric radar with two channels was 

used to make a following-up observation for 

the features of radar echo and hail particles 

of a springtime hailstorm system. The radar 

echo structure and the hail particle 

characteristics of the hail clouds were 

analyzed, and the classification results of 

hail particles by using the fuzzy logic 

classification method are compared with 

artificial observations and precipitation 

particle disdrometer measurements on the 

ground. The conclusions are drawn as 

follow: 

   (1) The large-scale hail process was 

caused by the different hailstorm clouds in a 

springtime multi-cell hailstorm system. The 

maximum height of the storm echoes was 

only 6.0 km and the thickness of the 

supercooled layer was 4.7 km in hailfall 

zones, which are all much lower than those 

of hailstorms in summertime; the maximum 

radar echo intensity after attenuation 

correction was 55-60 dBZ, and the corrected 

differential reflectivity and specific differential 

phase shift both were not large. These 

characteristics indicated that the hail 

particles were in the state of rolling during 

their falling process and did not have a fixed 

orientation arrangement.  

(2) The ground observations show that 

wet graupel particles, small-size hailstones, 

and hail-and-rain mixture took the lead 

among the precipitation particles on the 

ground, the maximum particle sizes were 12 

millimeters.  

(3) According to the principle of fuzzy 

logic, a classification model of precipitation 

particles based on the dual-polarimetric 

observation data can identify the location, 

the sizes and the state of hail and graupel 

particles in hail clouds. And the classification 

results show that the particles from the 

springtime hailstorms were mainly wet 

graupel, small hail, and the hail-and-rain 

mixture, and the sizes of precipitation 

particles were less than 2 cm. The 

classification results coincide well with the in 

situ field observations of a precipitation 

particle disdrometer and artificial 

measurements.  
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1. ABSTRACT

A retrieval method to derive size distributions 
from  synergetic  use  of  vertical  pointed  Ka-
band and polarimetric C-band radar is intro-
duced. The method is based on using the full 
height-resolved  Doppler  spectra  instead  of 
mean values of reflectivity and radial velocity 
inside  the  radar  bin  volume.  Within  a  Mie 
based radar forward operator, Doppler spec-
tra were simulated from assumed size distri-
butions, taking into account the attenuation at 
Ka-band. In an iterative way, the parameters 
of  distributions  were  varied  until  differences 
between  simulated  and  observed  Doppler 
spectra  could  minimized.  First  results  were 
achieved from a case study of 23 July 2007 
during  the  Convection  and  Orographically 
Induced Precipitation Study (COPS).

1. INTRODUCTION

The verification of radar retrieval results like 
hydrometeor type, quantity, and dynamics of 
clouds  is  an  essential  requirement  for 
assimilating observation data into Numerical 
Weather  Prediction  (NWP)  models.  Field 
campaigns  were  executed  to  enrich  the 
observational data base. One of the aims of 
Convection  and  Orographically  Induced 
Precipitation  Study  (COPS)  in  2007  –  took 
place  in  south-west  Germany  and  eastern 
France  -  was  to  improve  the  Quantitative 
Precipitation Forecast (QPF) in mountainous 
areas (Wulfmeyer et al., 2007). For this pur-
pose, a huge amount of different observation 
instruments were concentrated in the region 
around  Black  Forest,  Vogues  and  Rhine 
valley, especially at so-called supersites. The 
current study focus on comparison between 
polarimetric C-band and vertically pointed Ka- 
band  radar,  to  retrieve  profiles  of  hydro-
meteor content and quantity.

2. DATA

A vertical  pointing  Doppler  research  radar, 
MIRA-36, was operated at supersite Achern 
during  the  COPS  period.  From  measured 
spectra, the radar moments: reflectivity, mean 

Doppler  velocity  and  depolarization  ratio 
(LDR) were estimated every 10 seconds with 
altitude resolution of 30 m. The DLR C-band 
radar  POLDIRAD  was  located  during  the 
COPS  period  36 km  away  from  Achern 
supersite. Every 10 min a profile was taken 
by scanning as range height indicator (RHI). 

Figure 1: Radar observations above Achern 
supersite at 23 July 2007 from 16 to 19 UTC. 
C-band  reflectivity  (top)  taken  from  RHI 
scans  every  10 min  were  compared  with 
reflectivity, mean Doppler velocity and depo-
larization ratio (LDR) with 10 sec time reso-
lution from vertically looking Ka-band radar.



3. METHOD

As a first step, spatial and temporal correlated 
reflectivity  profiles  from  Ka  and  C-band  radar 
were compared. Generally, two different effects 
could be observed in the reflectivity profiles with 
raising altitude:

• an increasing of reflectivity differences below 
the melting layer in rainfall regions and

• a decreasing of reflectivity differences above 
the  melting  layer  in  regions  dominated  by 
small ice crystals and snow.

The  first  effect  is  caused  by  the  rain  drop 
attenuation which is stronger at the Ka- as at the 
C-band, the latter by the higher sensitivity of Ka-
band for small particles.

Figure  2: Measured  profile  at  23  July  2007 
16:38  UTC  of  C-band  radar  reflectivity  from 
POLDIRAD with  corresponding Ka-band cloud 
radar reflectivity and mean velocity.

By evaluating the cloud radar Doppler  spectra 
and comparing the profiles of reflectivity, water 
drop and ice particle size distributions could be 
quantified by executing the following steps:

1) scaling of measured cloud radar spectra by 
using retrieved reflectivity after Bauer (2007),

2) fitting of parameters of an exponential particle 
size distribution to measured spectra by using 
radar forward operator (Haynes et al, 2007),

3) recalculating  of  Ka-band  reflectivity  profile 
considering rain attenuation, and

4) simulating C-band reflectivity and comparing 
with measured profile.

For  the  rain  drop  size  distribution  (RDSD)  an 
exponential size distribution N(D) with two inde-
pendent parameters (N0, D0) is used.

N D  = N0 e
−3.67 D /D 0

4. FIRST RESULTS

4.1 Scaling of measured spectra

Cloud  radar  Doppler  spectra  are  available  for 
the co- and the cross (cx) channel. While for the 
co channel the reflected and transmitted waves 
are at  the same plane,  for  the cx-channel  the 
planes are rotated by 90°. The ratio between co- 
and cx-  channel  is  called linear  depolarization 
ratio (LDR) and useful for instance for estimating 
the melting layer height and extension.

From  vertical  upward  looking  point  of  view, 
water drops are predominantly spherical and in 
this case LDR has no import evidence. There-
fore it was tested to taking into account co- as 
well as cx-channel for the scaling of measured 
spectra. Because of strong reflectance, for many 
cases the co-channel was frequently saturated 
and the uses of scaled cx-channel is suggested 
instead (Figure 3).

Figure 3: Scaled Doppler spectra by using co- 
and cross- (cx) channel to reach the reflectivity  
of  29 dBZ  from  profile  at  16:38 UTC  at  1 km 
altitude.  Because  of  saturation  effects,  noise 
level for co channel is higher as for cx-channel.  
Exponential size distribution parameters N0,  D0 

were fitted to linear scaled spectra power of co 
and cx-channel.



Both channels were scaled until  the reflectivity 
reached the same value calculated by using the 
radar  moment  procedure  after  Bauer  (2007). 
The main errors are expected due to estimating 
of noise level.

4.2 Relationship between Doppler  velocity and 
rain drop size

The drop sizes required for the simulation could 
be derived from measured cloud radar Doppler 
velocities by using relation between fall velocity 
v and drop diameter D after Atlas (1973).

v D[m /s ] = 9.65 − 10.3 e −0.6 D [mm ]

Restrictions  have  to  take  into  account  for  the 
reverse function  D(v), first a maximum velocity 
of 9.65 m/s will  be reached for increasing dia-
meter and second the minimum velocity have to 
limited  to  -0.65  m/s  to  prevent  negative  drop 
sizes.

Because  of  water  drop  collapsing  effects,  in 
practice drop sizes are limited to 6-8 mm dia-
meter,  corresponding  to  fall  velocities  of  9.37 
and 9.57 m/s, respectively. Higher Doppler velo-
cities are supposed to related to additional verti-
cal air motion and spectral broadening because 
of turbulence effects.

Figure 4: Scaled measured and simulated Dop-
pler spectra as in Figure 3 plotted with corres-
ponding drop size diameter after Atlas (1973).  
The rain drop size distribution (dotted line) were 
limited  to  4.2  mm  (black  line)  for  calculating  
corresponding Ka- and C-band reflectivity.

For the current study, all drop size distributions 
were cut at 4.2 mm (8.8 m/s), related to the first 
minimum of  mie  backscattering  (dotted  line  in 
Figure 4). An extended drop size range (up to 
6 mm)  with  a  small  amount  of  larger  drops 
does'nt  effect  the  Ka-band  reflectivity,  but  the 
corresponding C-band reflectivity would achieve 
unrealistic high values.

4.3 Fitting of size distribution parameters

A spectral  bin  radar  forward operator  was de-
veloped, based on routines from radar simulator 
Quick-Beam (Haynes, 2007).  By using the for-
ward operator, the spectrum power for each dia-
meter  range  were  calculated  for  an  assumed 
drop  size  distribution.  Further  the  reflectivity, 
attenuation and mean fall velocity were estima-
ted from given size distribution.

For  the liquid  phase,  the parameters of  expo-
nential size distribution (N0, D0) were fitted to the 
measured  power  spectra  in  a  least  square 
sense.  To prevent  the noise level effect,  data-
sets  were  compared  at  linear  instead  of  dis-
played logarithmic scale.

Figure 5: Juxtaposing of measured and simul-
ated  reflectivity  as  well  as  mean  fall  velocity  
below  the  melting  layer  (3  km)  by  using 
exponential RDSD for 16:38 UTC.

4.4 Simulated and observed reflectivity

The  retrieval  method  was  tested  for  a  rainfall 
event at 23 July 2007 for the liquid water column 
below  the  melting  height  (< 3 km).  While  the 



simulated mean fall  velocity matched well  with 
measured values for the whole liquid phase pro-
file,  the simulated Ka-band and C-band reflec-
tivity matched only below 1.8 km (Figure 5).  In 
the upper part (above 1.8 km) reflectivity at both 
bands  were  underestimated  by  the  simulation 
due to not  considered part  of  Doppler  spectra 
with velocities above 8.8 m/s (Figure 6). Further 
the  shape  of  the  spectrum  contains  multi-
modale  peaks  which  is  not  consistent  to  the 
assumed exponential  size distribution. The ad-
ditional peak at -9.5 m/s could be explained by a 
strong  downward  wind  (> 1 m/s)  caused  by 
embedded convection below the melting layer.

The retrieved Ka band attenuation (not shown) 
was used to adjust  the cloud radar  reflectivity 
profile.  The  attenuation  reached  maximum 
values around 0.4 dB/km and were be used for 
estimating the liquid water content (LWC).

A  similar  radar  intercomparison  C/Ka  band 
study  by  Matrosov  (2010)  (there  Figure  2) 
shows lower Ka-band reflectivity (0 to 10 dBZ) 
with similar  C-band reflectivity (~30 dBZ)  com-
pared to our samples.  The discrepancy to our 
study could be caused by a different size distri-
bution in the liquid part.

Figure 6: Measured Doppler spectra and best  
fitted RDSD at 2.5 km altitude where the reflecti-
vity is strongly underestimated by the simulation 
due to the limited spectrum at -8.8 m/s.

5. SUMMARY AND OUTLOOK

Radar data from vertical  pointed Ka-band and 
synchronized range height indicator scans (RHI) 
from C-band were compared during the COPS- 
field campaign.  A new method was introduced 
for  retrieving  parameters  of  exponential  size 

distribution  from  measured  Doppler  spectra. 
Derived  Ka-band  attenuation  were  used  to 
adjust the profile. First results show good agree-
ments between simulated and measured C- and 
Ka- band reflectivity in the lower part as well as 
mean fall velocity in the whole profile below the 
melting  layer.  The  discrepancies  were  caused 
due  to  spectrum  signal  at  Doppler  velocities 
below -9.5 m/s which were suppressed by the 
evaluating procedure.

In a further step, the procedure will also tested 
above the melting layer in cases of ice and snow 
with adjusted relation between particle size and 
terminal velocities. Furthermore, additional data 
e.g.  from sounding and SODAR wind profilers 
will be used to estimate and minimize the rele-
vant  error  sources  expected  from  vertical  air 
motion and turbulence. 
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1. INTRODUCTION 
 

Uncertainties in climate projections are 
largely due to an insufficient understanding of 
aerosol-cloud interactions. One particularly 
poorly understood process is formation of 
mixed-phase clouds, where ice nuclei (IN), a 
small but important sub-population of aerosol 
particles, facilitate heterogeneous ice 
nucleation. IN abundance influences the ice 
mass fraction, strongly affecting cloud 
radiative properties (Sun and Shine, 1994). 
Furthermore, increased IN concentrations 
have been found to enhance precipitation 
formation, thus causing a decrease in cloud 
lifetime and cloud cover. Meanwhile, the 
physical and chemical characteristics of IN in 
ambient mixed-phase clouds are not well 
known. Moreover, the anthropogenic 
contribution to IN, in particular the role of 
black carbon (BC) as an IN, is uncertain. 
Should BC be found to be an effective IN, a 
glaciation indirect effect would take place, 
leading to increased absorption of shortwave 
radiation by the Earth-atmosphere system 
(Lohmann, 2002). Field studies of IN aiming to 
shed light on the aforementioned issues are 
hampered by difficulties with sampling the 
chemically complex ice residuals and 
separating them from liquid droplets. 

 
 

2. INSTRUMENTATION 
 
The Ice Selective Inlet (ISI) aims to 

overcome sampling issues, separating small 
ice particles (their residuals are considered 
representative of original IN) from cloud 
droplets, interstitial particles and potentially 
contaminated large ice crystals.  

The instrument (Figure 1) is based 
on the existing Ice-CVI design (Mertes et al.,  

 
2007). The key improvement in the 
operating principle is separation of 
supercooled droplets from ice crystals via 
evaporation in the airborne state, as 
opposed to physical impaction. This would 
minimize potential artifacts e.g. resulting 
from ice-crystal breakup.  

 

 
 
Figure 1. A schematic of the Ice Selective 

Inlet (ISI). 
 
 

The core of the ISI is an evaporation unit 
with ice-covered inner walls, removing 
droplets using the Wegener-Bergeron-
Findeisen process: Due to different water 
vapor pressures over liquid water and ice, 
the relatively large ice wall surface area will 
induce the desired evaporation of the super-
cooled droplets while the ice crystals remain 



unimpaired. The design is based on model 
calculations (Figure 2) solving mass transfer 
equations and Köhler theory, ensuring 
sufficient residence time for evaporation of 
droplets. Cloud droplets with diameters of 
<20 µm (the upper size limit of particles 
entering the evaporation chamber) should 
be evaporated within 20s in the temperature 
range where mixed phase clouds exist        
(-35<T<-5°C). Particles smaller than 2 µm, 
namely interstitials (un-activated particles) 
and cloud condensation nuclei (released 
during the droplet evaporation process) are 
removed downstream of the evaporation 
chamber by a pumped counterflow virtual 
impactor (Boulter et al., 2006). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Figure 2. Evaporation times of cloud 
droplets in the evaporation unit for different 
droplet start and end diameters (in µm) as a 

function of temperature at a pressure of 
p=65kPa. 

 
Droplet and ice crystal number size 

distributions are measured before and after 
the evaporation unit using Welas white light 
optical particle counters (OPC). The use of 
white light is important in order to avoid the 
strongly non-monotonic relationship 
between intensity of scattered light and 
particle diameter experienced when using a 
laser spectrometer (Spiegel et al., 2012). A 
further important feature of the OPCs is a 
light source decoupled from the measuring 

volume, preventing heat transfer to the ISI 
system. 

The PPD-2, an improved version of 
the Particle Phase Discriminator (Kaye et 
al., 2008), acquires high resolution 
scattering patterns of individual particles in a 
size range of 1 – 100 µm. The setup and the 
generated results of the PPD-2 are 
equivalent to the in situ cloud probe Small 
Ice Detector mk. 3 (SID-3). The scattering 
patterns contain detailed information about 
the microphysical properties of individual 
cloud particles such as habit and surface 
roughness. Analysis of the PPD-2 data 
enables unambiguous distinction between 
water droplets and ice particles (Figure 3). 

Figure 3. Scattering patterns 
obtained with SID-3. Hexagonal ice plate of 

a pure ice cloud (left); droplet (middle); 
irregularly shaped mixed-phase cloud ice 

particle (right). 
 
By including the PPD-2 downstream 

of the droplet evaporation unit in the ISI 
setup the working principle of this unit can 
be continuously checked. Furthermore, the 
detection of the scattering patterns of ice 
crystals selectively transferred through the 
droplet evaporation unit by the PPD-2 will 
help to illuminate ice related cloud 
microphysics. In addition to the scattering 
images the PPD-2 generates a particle 
number size distribution based on the 
forward scattering signal which is a valuable 
cross-check opportunity for the OPC. 

The SID-3 instrument will be 
operated next to the ISI inlet within the same 
cloud. The simultaneous operation of the 
PPD-2 (probing only the ice fraction) and the 
SID-3 (probing all cloud particles) will further 
enhance the prospects of our work. 

Downstream of the ISI, the physical 
and chemical properties of the extracted ice 
residuals are analyzed with state of the art 
instrumentation (eg. AMS, SP2, SMPS). 



3. MEASUREMENTS 
 
The ISI will be tested at the AIDA 

cloud chamber of KIT. The AIDA chamber is 
capable of generating mixed-phase clouds 
under well-defined conditions.  

Subsequently, a field campaign 
(CLACE 2013) will be conducted at the high 
alpine Jungfraujoch site (3580 m.a.s.l) in 
order to characterize IN in ambient mixed-
phase clouds considered representative of 
the European background.  
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1. ABSTRACT 

To understand how clouds affect 

chemical constituents and their 

distributions, numerical modeling the 

chemistry in clouds is an active area of 

research. In recent years there is 

considerable interest in the roles that 

clouds and precipitation play in cycles of 

various troposphere chemical species, 

especially sulfur. Sulfur dioxide is the 

dominant anthropogenic pollutant in air 

that contains sulphur. Its presence in the 

troposphere is the result of direct 

anthropogenic emissions, i.e. combustion 

of fossil fuels. 

In this paper, transport and redistribution 

of sulfur dioxide from thermal power plant 

is simulated. To do this, an aqueous 

chemistry module is created and included 

in nonhydrostatic 3D cloud-resolving 

ARPS model. The chemistry module 

comprises of five chemical species: sulfur 

dioxide, sulfate ion, ammonium ion, 

hydrogen peroxide and ozone. A real, 

complex orography is included in the 

model. Prognostic fields from 

nonhydrostatic regional prediction NMM 

model initialize the model. Chemical 

reactions of sulfur dioxide in cloud are 

researched. Wet deposition of sulfates, as 

an important way of cleaning of the 

atmosphere, is included in the paper. As a 

result, redistribution of sulfur dioxide and 

sulfate in troposphere and spatial and 

temporal distribution of acid precipitation 

on surface are given. 

2. INTRODUCTION 

Deep convective clouds play an important 

role in troposphere chemistry. First of all, 

clouds droplets and raindrops are a 

suitable liquid environment for chemical 

reactions of gases that exist in the 

atmosphere. Namely, although the liquid 

phase occupies only a very small fraction 

of the total volume of air, it is recognized 

that it is very important in atmospheric 

chemistry (Graedel and Weschler, 1981). 

Furthermore, microphysical processes into 

the clouds redistribute chemical species 

from one water category to other; strong 

convection can rapidly transports chemical 

species from the atmospheric boundary 

layer to the upper troposphere (Chatfield 

and Crutzen, 1984; Dickerson et al., 1987; 

Yin et al., 2005); wet deposition is efficient 

way to clean the atmosphere. 



3. MODEL DESCRIPTION 

Here we used a comprehensive 3D cloud-

resolving mesoscale ARPS (Advanced 

Regional Prediction System) model 

developed in the Center for Analysis and 

Prediction of Storms (CAPS) at the 

University of Oklahoma (Xue at al., 2000, 

2001) to simulate a Cumulonimbus (Cb) 

life cycle in conditions of a real orography. 

It was already shown the ARPS model 

with complex terrain of western Serbia 

was able to reproduce development and 

life cycle of a Cumulonimbus cloud (Ćurić 

et al., 2003a, b). The model numerically 

integrates time-dependent, nonhydrostatic 

and fully compressible equations. The 

model uses Lin’s (Lin et al., 1983) bulk-

water microphysical scheme and 

represents six water categories: water 

vapor, cloud water, cloud ice, rain, snow, 

hail. Rain, hail and snow are each 

represented by Marshall-Palmer 

distribution (Marshall and Palmer, 1948). 

Cloud droplets and nonprecipitating cloud 

ice are supposed to be monodispersing. 

Turbulence is treated by 1.5 order 

turbulent kinetic energy formulation. The 

advection of momentum and scalars is 

treated with 4th-order scheme in the 

horizontal direction and 2nd-order scheme 

in the vertical direction. Radiating (open) 

conditions are used for lateral boundaries. 

Rigid-wall boundary conditions were 

applied for the top and on the bottom of 

domain. The large time step was 6 s, and 

the small step (for acoustic waves) was 1 

s. 

The authors develop a chemistry module 

and coupled it with the ARPS model. A 

detailed description of the chemistry 

module is given in Vujović and Vučković 

(2011). The chemistry module contains 

five chemical species: SO2, H2O2, O3, 

SO4
2− and NH4

+. There are six prognostic 

continuity equations for mixing ratios of 

each chemical species for each of water 

categories. After dissolution, the chemical 

species were transferred from one water 

category to another by microphysical 

reactions. Oxidation of S(IV) by H2O2 and 

O3 in cloud droplets and raindrops were 

included in the module due to their being 

very important sulfate production 

processes. pH values for cloud droplets 

and raindrops were calculated in every 

time step. 

4. THE EXPERIMENT 

We modeled a severe convective episode 

developed on 5th July 2010 in north part of 

Serbia (called Vojvodina). The clouds 

gave a large amount of precipitation in all 

area with significant hail damage. That day 

Novi Sad received 36 mm of rain, where 

the mean precipitation in July for the 

period 1961-1990 is 61.2 mm. The total 

damaged area in Novi Sad was 350 ha, 

with a 20-30% degree of damage. We 

initialize ARPS model with a 3D prognostic 

fields of WRF-NMM nonhydrostatic 

regional prediction model (Janjić et al., 

2001), so we have nonuniform horizontal 

meteorological fields on the start of the 

integration. The centre of the domain is 



45.5°N, 20°E; the domain size is 155 

km×155 km×16 km. Space resolution in 

the model is 1000 m in the horizontal and 

250 m in vertical direction. Two hours of 

integration is made. It is assumed that 

initial concentration of the chemical fields 

fall off exponentially from the given values 

of mixing ratios at the lowest model level. 

We have measurements of sulfur dioxide 

emission from thermal power plant and 

use that for simulation in the model. 

5. RESULTS 

Two experiments are conducted: with 

emission (WE) of sulfur dioxide and 

without it (NE). The observed radar 

reflexivity by Doppler radar at 13pm local 

time is given in Fig. 1. Also, the real 30’’ 

topography of Serbia is given in Fig. 1. 

Radar is in the center of the Fig.1 with 

radius of 250 km. The drawn square 

denotes the domain of integration. 

 

Fig. 1 Radar reflectivity on 5th July 2010. 

The drawn square denotes the domain of 

integration. 

The modeled radar reflectivity isosurface 

of 50 dBz, also at 13 pm local time, and 

real topography are given in Fig. 2. There 

is a similar cell structure as in Fig. 1 and 

clouds move from northwest direction. 

 

Fig. 2 The modeled radar reflectivity 

isosurface of 50 dBz. 

Figure 3a, b gives cross section of SO2 

mixing ratio field into cloud water (qSO2_c) 

in the experiment NE and the experiment 

WE, respectively. Isoline of cloud water 

mixing ratio (qc=0.1 g kg-1, white line) is 

also shown. The difference in qSO2_c 

between these experiments is obvious and 

expected: qSO2_c is larger in the WE 

experiment. Also, the place of qSO2_c 

maximum values is different: in WE sulfur 

dioxide in cloud water is transported faster 

and reached greater heights, because of 

potential temperature perturbation on the 

top of the emission source. Also, 

convective current and microphysical 

processes into the cloud play significant 

role in redistribution of SO2 from 



atmospheric boundary layer to upper 

troposphere. 

a)

 

b)

 

Fig. 3 Cross section of isoline of cloud 

water mixing ratio (qc=0.1 g kg-1, white 

line) and SO2 mixing ratio field into cloud 

water in the experiment: a) without 

emission, b) with emission. qSO2_c is given 

in µg kg-1. 

Wet deposition in a very effective way 

cleans the atmosphere from polluted 

species, in this case sulfur. Spatial 

distribution of accumulated precipitation of 

sulfate ion (SO4
2-) in experiments NE and 

WE is shown in Fig. 4a, b, respectively. 

Looking at the area affected by the rain, 

there is a small difference between them. 

The amount of the precipitation is more 

significant. Namely, in NE experiment 

there is 298.76 kg of deposited sulfur in all 

domain of integration. In WE experiment 

mass of sulfur is greater: 315.49 kg. That 

means that the emission gives 5% more 

deposited sulfur on the surface and the 

model can capture it. 

 

a) 

 

b) 

 

Fig. 4 Accumulated precipitation of SO4
2- 

(mm) ion in: a) experiment NE and b) 

experiment WE. 

6. CONCLUSION 

We modeled a severe convective episode 

with the chemistry module coupled with 3D 

nonhydrostatic prognostic ARPS model. 

The model was initialized with 3D 

prognostic meteorological fields. In 

integration the source of emission of SO2 

was included. The model gave a good 



direction of cloud movement and structure 

of clouds. In experiment with emission of 

SO2 sulfur dioxide in cloud water is 

transported faster and reached greater 

heights, because of potential temperature 

perturbation on the top of the emission 

source. We had 5% more deposited sulfur 

on the surface in entire domain in the case 

when emission was included. 

Our chemistry module coupled with 

comprehensive ARPS model is a powerful 

tool for foreseeing chemical species in the 

case when clouds were developed. Also, 

we can predict spatial and temporal 

distribution of chemical species from some 

particular emission source. 
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1. INTRODUCTION 
Present work continues theoretical studies of 
heavy precipitation of cold season. Numerical 
simulation of heavy snowfalls connected with 
atmospheric fronts and their cloud systems 
that caused the damages in economy have 
been fulfilled for investigation of conditions of 
their formation on the territory of Ukraine 
caused by Mediterranean cyclones in 
December 2009. For comparison situation on 
January, 2004 was chosen.  
Theoretical interpretation of atmospheric 
state by diagnostic numerical models and 
cloud evolution modeling by forecasting 
models were conducted and inner structure 
of modeled cloud at different stages of their 
development were investigated (more 
detailed in Palamarchuk and Pirnach, 1992; 

Pirnach and Krakovskaya, 1994; Pirnach, 
1998). 
 
2. SYNOPTIC SITUATION 
During 15-21 December 2009 there were 
such dangerous events as heavy snowfalls, 
strong wind and snowstorms on the great 
part of Ukraine. According to weather 
stations data there was 20-36 mm per 10-12 
h of snow, wind was near 25-28 m/s, 
durations of snowstorms were from 13 till 14 
hours.  
The reason of such dangerous events in 
Ukraine was moving of three active 
Mediterranean cyclones to the Black Sea and 
their blocking by powerful cold anticyclone 
with its centre in Moscow (Fig. 1).  

 

  
December, 18  December, 19 

  
December, 20 December, 21 

 
 
Fig 1. Synoptic situation during snowfall period on December 2009 



 
More detail description of synoptic situation 
see in (Pirnach et al., 2011, Romash, 2011). 
Snowfall in Odessa and Bilhorod-Dnistrovsky 
on December, 16 was analysed in detail. 
Near these cities zones with large amount of 
precipitation were observed.   
For comparison situation on the 6-7th of 
January, 2004 was chosen. The reason of 
heavy snowfalls on the southern part of 
Ukraine were 2 active cyclones moving from 
Turkey to the Azov and the Black Sea and 
caused heavy snowfalls. 23-32 mm of snow 
per 10-12 h was fixed on the 6th of January 
in the Crimea and Kherson region (32 mm 
per 9.5 h in Feodosiya). 
 
3. DIAGNOSTIC SIMULATION 
Cases of these heavy snowfalls in different 
parts of Ukraine have been investigated by 

numerical simulation. Three-dimensional 
diagnostic models for complex and plain 
relief developed in UHMI have been used for 
investigation of inner state of cloud systems 
at the radiosounding time during heavy 
snowfall formation on the territory of Ukraine. 
On Fig. 2 there are results of diagnostic 
simulation of horizontal characteristics of 
cloudiness for two different grids: 1) main grid 
with horizontal step 20 km; 2) nested grid 
with horizontal step 5 km on December, 16. 
Vertical step was equal to 200 m. Central 
point was Kyiv.  
Using of nested grid gave the opportunity to 
analized in detail the distribution of main 
meteorological parameters during snowfall 
formation. Initial conditions on December 18-
19 see in (Romash, 2011). 
. 
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Fig. 2 Horizontal characteristics of cloudiness on December, 16 
1st  row – step is 20 km; 2nd row and 3rd – nested grid with step 5 km. P – pressure, hPa; T – 
temperature,°C; Vc – z-integral condensation rate, mm/h; S – z-integral ice  supersaturation, mm. 
D6 – difference between isobaric surfaces 1000 and 500 hPa; R – whirlwind 1/s; w – maximum of f 
updrafts, cm/s; E – entropy 



Region near to the south of Odessa was 
characterized by high values of z-integral ice 
supersaturation, condensation rate and 
upward movements. Areas of high gradients 
of temperature and pressure were prior to the 
accumulation of moisture here and rainfall. It 
also was shown by the low band entropy 
values, which emphasized the existence of 
organized structures in the area, including 
bands of clouds and precipitation.  
For comparison initial conditions of snowfall 
on January 5-6, 2004 were simulated by 
diagnostic numerical models (Fig. 3-4). The 
central point for this simulation was 
Simferopol. Region with heavy snowfalls 
(east part of Crimea) was also characterized 
by high values of ice supersaturation and 
condensation rate in both cases of simulation 
(for complex and plain relief). 
 
4. EVOLUTION OF HEAVY SNOWFALLS  
The three-dimensional prognostic models 
have been used for numerical simulation of 
the evolution of the most interesting cases to 
find out key parameters caused heavy 
snowfall. Numerical experiments have been 
carried out with different relationships 
between ice particles and drops. 
Relationships varied by including or 
excluding from calculations of different 
mechanisms of cloud and precipitation 
formation.  

The series of numerical experiments 
were carried out in Z-sigma coordinate 
system for different ice nuclei concentration 
(INC).   

INC is defined by relationship: 

             ST

ss eAN
56.0

 ,                              (1) 

,0 TTTS    T0=0°C, T is air temperature, 

°C; As is empirical parameter (Hobbs et al., 
1975). 
Series of numerical experiments were fulfilled 
by variation a-parameter (a = log As in (1)) 
that regulated INC distribution during cloud 
development. 
Table 1 shows the calculated maximum 
three-hour amounts which were modeled in 
the investigated period for different variants 
of calculation, with varying intensity 
mechanisms of ice and precipitation 
formation. They are close in value to those 
observed at meteorological stations, with the 
possible exception of precipitation, which are 
calculated after 18 h of calculation time when 
weather conditions can change quickly. Lack 
of coagulation processes did not cause large 
differences with the measurements even in 
the long-term calculation. Including of 

coagulation rain drops with cloud drops 
approaches time of precipitation maximum, 
increased the size of precipitation core and 
oscillation intensity. 

Table 1 
Maximum amount of precipitation,  
mm / 3 hours, 16 December 2009 

№ 

 

Time, h (GMT) 

3 6 9 12 15 18 21 24 

Maximum amount of precipitation, mm / 
3 hours 

1 2 9 12 16 16 22 94 180 

2 2 11 18 15 31 58 24 29 

3 3 12 21 19 18 29 126 183 

4 3 27 14 17 19 35 45 59 

5 4 16 20 18 24 28 30 46 

6 4 7 9 18 22 28 39 33 

7 1 1 4 5 7 7 8 11 

 
1 – Maximum amount of precipitation with     
а = -5, including coagulation  ice particles 
with drops(riming) ; 2 –  riming and 
coagulation large and small drops; 3 – riming 
and а = -3; 4 – riming and coagulation large 
and small drops, а = -3; 5 – without 
coagulation, a = -3; 6 – precipitation near 
Bilhorod-Dnisrovsky;  7 – precipitation near 
Odessa 
 
Fig. 5 shows that the usage of various 
combinations of precipitation and ice 
formation mechanisms does not lead to 
radical changes in the behavior of the 
precipitation band in the Odessa region, 
slightly changing the band configuration and 
intensity of precipitation. Precipitation is more 
expressive when both mechanisms of 
coagulation (case 2, 4, Table 1) are involved. 
In the simulation of snowfall on December, 
19 near Komsomolske (Kharkiv region) runs 
show that the largest intensity corresponds to 
mean INC values. If the INC number is small 
(a = -5) oscillation intensity is small and there 
are maximum at first and finish stage of 
snowfall. At first intensity of snowfall increase 
with the INC increasing. But if INC reached of 
too high values (a = -2) water vapour is 
absorbed very fast and values of precipitation 
intensity decreased. At a = -4 the maximum 
snowfall sums (1.9 mm) was found in period 
from 6 to 9 hour (Tab. 2) and they decreased 
to the 15 hour of simulation. 
Combinations of physical processes and a-
parameter correspond to such ones on 
Fig. 6.   When a = -3   all values   were higher  
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Fig. 3 Initial conditions on January 5-6, 2004; a)z-integral condensation rate, mm/h; b) z-integral 
ice  supersaturation, mm; c)surface pressure, hPa; d)surface temperature, °C (Central point was 
Simferopol) 
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Fig. 4 Initial conditions on January 5-6, 2004 calculated without orography. a)z-integral 
condensation rate, mm/h; b) z-integral ice supersaturation, mm 
 
 
 
 
 



and maximum precipitation amount was the 
largest. It was equal 8.8 mm from 9 to 12 h. 
Snowfall practically stopped till 15 h. In the 
last case (a = -2) total maxima amount was 
the largest. But the precipitation intensity 
wasn’t so much as in Case 3 in certain time. 
High maximum values were observed from 3 
to 12 h of simulation. More realistic results 
corresponded to observation data were 
obtained using a = -3. 
 

Table 2 
Maximum precipitation amount with 

different a in domain 

Time,h 
 a 

3 6 9 12 15 Total, 
mm 

-5 0.3 0.3 1.2 2.7 0.5 5.0 

-4 0.6 0.7 1.9 0.5 0.3 4.0 

-3  2.4 1.3 3.3 8.8 0.2 16.0 

-2 1.8 4.3 4.4 5.6 0.4 16.5 

 

 

-40-20 0 20 40 60

1

-480

-460

-440

-420

-400

у
 k

m

x km

2

-40-20 0 20 40 60

3 5

0
1
2
3
4
5
6

Odessa

 
Fig. 5 Three-hour amount of precipitation for t = 9 hours in the region of Odessa. The numbers at 
the top pictures correspond to numbers in table 1. 

   
  
Fig. 6 – Evolution of precipitation intensity. Numbers in tops: 1) precipitation intensity in a target 
point (x; y) = (450; -50 km); 2) maximal precipitation intensity in precipitation core; 3) mean 
precipitation intensity. Numbers near lines: 1) case calculated with riming and coagulation of large 
and small drop and parameter a= -2; 2) riming and parameter a= -2, 3) a= -3, 4) a= -4, 5) a= -5 
 
Evolution of precipitation intensity with 
different INC is shown on Fig. 6. Case 1 (line 
1) was calculated with riming and coagulation 
of large and small drops. In this case 
precipitation intensity is high. 
Oscillation of snowfall intensity was depicted 
for all a-parameter. The highest maxima of 
precipitation intensity, and its both the mean 
and maximal values were got up in different 
time for different a. At small a-parameter 
snowfall cores maintained longer time and its 
highest precipitation falling down later 
(excepting a = -3). Mean sums increased in 
finish time reason why the area of 
precipitation core decreasing. It is found that 
optimal a for maximum sum and intensity in 
precipitation core (a = -3 in this situation) 
existed.  

 

5. CONCLUSIONS 
Including of coagulation rain drops with cloud 
drops approaches time of precipitation 
maximum, increased the size of precipitation 
core and oscillation intensity.  
It is found, the optimal ice nuclei 
concentrations that caused the highest 
snowfall intensity existed. Optimal As≈10-3. At 
the end of cloud existence stage decreasing 
of total area of precipitation and increasing of 
their mean sums were obtained. Oscillation 
of snowfall intensity in precipitation cores 
occurred in all cases but if INC approached 
to optimal the amplitude was the highest. 
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1. BACKGROUND 
 
 The transition from closed-to-open 
mesoscale cellular convection in 
stratocumulus over the southeast Pacific 
can be typically found at the edges of 
pockets of open cells. Pockets of open 
cells, or POCs, are regions of open 
cellular convection embedded in a much 
larger region of closed cellular convection. 
Observed in past field campaigns 
(Stevens et al., 2005; vanZanten and 
Stevens, 2005; Sharon et al., 2006; Wood 
et al. 2008; Wood et al., 2011a) and 
modeled in high resolution large eddy 
simulations (Wang and Feingold, 2009; 
Berner et al., 2011; Kazil et al., 2011), 
POCs have been found to have some 
common features. As is evident from 
satellite images of POCs, cloud cover is 
lower inside POCs and the LWP is more 
variable, owing to a difference in the 
organization of cloud convection. In POCs, 
the concentrations of accumulation-mode 
aerosols and cloud drops are also very low, 
which is largely attributed to higher loss 
rates in the POCs from collision-
coalescence processes associated with 
higher drizzle rates (Stevens et al., 2005; 
Petters et al., 2006; Kazil et al., 2011; 
Wood et al., 2011a). In this study we 
analyze five aircraft-observed case studies 
of POCs to closely examine this loss 
mechanism of cloud drops and see 
whether observations support the 
hypothesis that higher loss rates largely 
explain the differentials in aerosol 
concentration between POCs and 
surrounding regions.  

In October and November of 2008, 
the VAMOS Ocean Cloud Atmosphere 
Land Study Regional Experiment 
(VOCALS REx) was conducted over the 
southeast Pacific Ocean (Wood et al., 
2011b). During VOCALS REx, six 
research flights flown by the NSF/NCAR 
C-130 sampled the atmospheric conditions 
across transitions from closed-to-open 

cellular clouds. This study reports on the 
observed microphysical gradient across 
those transitions. In addition, we will 
examine aspects of the drop size 
distribution, with the aim to identify any 
consistent characteristics that are 
observed across different POC cases and 
to glean the relative importance, if any, of 
the microphysical processes (self-
collection of cloud drops, autoconversion, 
and accretion) in maintaining the observed 
microphysical differences across the 
closed-to-open cell transition. 
 
 
2. METHODS 
 

Five of the six research flights 
flown by the C-130 with flight strategies to 
intercept POCs are used in this analysis, 
since the closed-to-open cell transition in 
one of the cases (RF14) was difficult to 
distinguish (see below for how we 
distinguish the different regions of the 
transition). Each research flight is 
considered a different POC case. The 
flight strategy consisted of profile legs 
through the depth of the atmospheric 
boundary layer and level flight legs below 
cloud (~150 m), incloud (~1000 m), and 
above cloud (~1500 m). This study uses 
data collected aboard the C-130 during the 
incloud flight legs to compare the 
conditions across the POC boundary. Note 
that for RF06 and RF13 a second incloud 
legs was flown. 

Incloud measurements of the cloud 
and drizzle properties are obtained from a 
Cloud Droplet Probe (CDP), which 
measures drops with radius between 1 
and 23.5 μm, and a 2DC optical array 
probe for drops with radius larger than 30 
μm (Wood et al, 2011b). Unless otherwise 
stated, all measurements are analyzed at 
1 Hz time resolution. 

To calculate estimates of the mass 
conversion rates and cloud drop loss rates 
from autoconversion, accretion, and self-



collection, we calculate the stochastic 
collection equations using a solver based 
on Bott (1998) as described by Wood 
(2005). Unless otherwise noted, process 
rates are calculated on drop size 
distributions averaged over 1-km 
segments. In the calculations, cloud drops 
correspond to CDP-measured drops with 
radius < 20 μm, and drizzle drops 
correspond to 2DC-measured drops. No 
attempt was made to interpolate the gap 
between the CDP and 2DC measurements.  
 

 
Figure 1: Incloud flight leg from RF06 and 
a coincident GOES 10 visible image at 
12:28 (UTC) 28 Oct. 2008. The flight leg is 
divided into the overcast (blue), transition 
(red), and POC (region).  
 

An incloud flight leg from Research 
Flight 06 (RF06) is overlaid on a GOES 
visible satellite image taken around the 
time of flight in Fig. 1. All flight legs are 
divided into segments corresponding to 
inside the POC (POC), outside of the POC 
(overcast), and the region between the 
POC and the overcast regions (transition), 
as in Fig. 1. We can then compare the 
microphysical characteristics in the POC 
and the overcast regions. The POC 
represents conditions in open cellular 
convection, and the overcast region, 
conditions in closed-cellular convection. 
Since we wish to apply the same method 
to flight legs flown at different levels and at 
different times of the day, GOES-10 
infrared imagery is used to divide the flight 
segments into the different regions. Visual 
inspection was used to differentiate the 

different regions. Although in some cases 
measurements were also made in the 
overcast regions to the south of the POCs, 
for this study we only investigate the 
differences between the POC and the 
overcast regions to the north of the POC.  
 
 
3. MACROPHYSICAL DIFFERENCES 
 

 
Figure 2: (top panel) Mean values (dots) 
and middle 50th percentile values (vertical 
bars) of cloud drop number concentration, 
Nd, as measured by the CDP in the POC, 
in the transition, and in the overcast region. 
Different colors represent different 
research flights. To disregard clear air 
when calculating the mean concentrations, 
the means are taken over portions where 
either condition Nd > 0.1 cm-3 or ND > 0.1 
L-1

 is satisfied. The fraction of the POC 
segment that satisfied either condition is 
shown for each flight leg in the top left. 
(bottom panel) Same as above, but with 
drizzle drop number concentration, ND, as 
measured by the 2DC.  
 

The first noticeable difference 
across the POC boundary in Fig. 2 is the 
drastically lower cloud drop number 
concentration, Nd, inside the POC. Despite 
variability in the overcast region across the 
different cases, the segment mean Nd 
inside the POC is consistently below 10 
cm-3. On the other hand, the drizzle drop 
number concentration, ND, increases more 
than an order of magnitude from the 
overcast region to the POC. Based on our 



current understanding of aerosol-cloud-
precipitation interaction, the low Nd and 
high ND inside the POC are consistent, if 
we hypothesize that with decreased Nd, 
cloud drops tend to be larger, which 
speeds up collision-coalescence rates and 
increases drizzle drop production. In Fig. 2, 
we have calculated concentrations over 
portions where Nd > 0.1 cm-3 or ND > 0.1L-1 
to obtain concentrations only in cloudy or 
precipitating portions of the leg. The 
differences across the POC boundary 
nonetheless hold regardless of whether 
non-cloudy portions are included in 
calculating the mean Nd and ND.  
 

 
Figure 3: Drop size distribution of cloud 
and drizzle drops from a cloud-level flight 
leg during RF06, as measured by CDP 
and 2DC. Thinner lines represent 
distributions averaged over 1 km, while 
thicker lines represent distributions 
averaged over the POC (green), transition 
(red), or overcast (blue) segment. The gap 
represents drop sizes for which neither the 
CDP nor 2DC measured concentrations.  
 
 

A more detailed picture of the 
differences in cloud and drizzle number 
concentrations can be obtained from the 
drop size distributions of cloud and drizzle 
drops across the three regions (Fig. 3). 
Note the log-scale along the y-axis. We 
can see that the concentrations of cloud 
drops are significantly higher in the 
overcast region across all sizes, except for 
the largest of cloud drops. The cloud drop 
distribution in the overcast region is also 
narrower and the concentrations peak 
around 8 μm, with a sharp drop off around 
10 μm. Compare this to the wider 
distribution of cloud drops inside the POC, 

which has a peak around 14 μm. We also 
note that concentrations of drizzle drops 
are higher in the POC across all drizzle 
drop sizes, with the largest relative 
differences found for small drizzle drops 
with radii < 100 μm.  
  
 
5. SELF COLLECTION, 
AUTOCONVERSION, AND ACCRETION 
 
 From Fig. 2 and 3, it is evident that 
Nd is lower and ND is higher inside the 
POCs compared to the overcast region. 
We now examine the differences in 
microphysical process rates that exist due 
to the differences in drizzle and cloud drop 
distribution inside and outside of the POCs. 
By examining the process rates, we hope 
to verify whether cloud drop loss rates and 
drizzle drop production rates are 
consistent with the low Nd and high ND that 
are observed inside the POC.  
 

 
Figure 4: Loss rates of cloud drops from 
autoconversion (circle) and self-collection 
(square) in the top panel, and from 
accretion in the bottom panel across the 
overcast-to-POC transition. 
Autoconversion, self-collection, and 
accretion rates are calculated based on 
applying the stochastic collection equation 
solver (as described in the text) to the 1-
km averaged drop size distributions, as 
measured by the CDP and 2DC. Different 
colors represent different research flights. 
 
 
 Typically, the mass conversion of 
cloud water into drizzle water is 



distinguished between the process by 
which two cloud drops coalesce 
(autoconversion) and the process by 
which existing drizzle drops collect cloud 
drops (accretion). If we assume that each 
flight leg is representative of POC-wide 
behavior, a natural question would be 
whether the production rate of drizzle 
drops through autoconversion is 
substantially larger inside the POC, which 
would explain the high ND values inside 
POCs. In Fig. 4, the cloud drop loss rates 
(in cm-3 h-1) are plotted for self-collection, 
autoconversion, and accretion. The 
production of drizzle drops can be 
obtained from the cloud drop loss rate due 
to autoconversion by dividing the value by 
two, since two cloud drops coalesce to 
form a drizzle drop. For the RF06 and 
RF08 case, the production of drizzle drops 
from autoconversion increases inside the 

POC by roughly a factor of five, while for 
RF07 and RF13, the production decreases 
inside the POC. The autoconversion rates 
do not appear from this analysis to explain 
the large changes in ND concentrations 
across the POC boundary. Perhaps 
condensation plays a role at creating the 
small drizzle drops. It must be noted that 
these process rate estimates are based on 
one or two flight legs for each case. In 
assessing differences between POC and 
overcast conditions, we assume that they 
are representative of the average 
conditions inside the POC and overcast 
region in each case, which may not 
necessarily be the case. In Fig. 4, we can 
also see the importance of self-collection 
as a sink of Nd in the overcast region. It 
appears that even in the absence of 
drizzle, self-collection of cloud drops can 
represent a substantial sink of Nd.  

 
 

 

 
Figure 5: Cloud leg flight leg across the overcast-to-POC transition from RF06. The flight leg 
is divided up into POC, transition, and overcast regions based on looking at flight leg overlaid 
onto coincident GOES IR images. The top panel shows the number concentration of cloud 
drops (blue) and drizzle drops (red) as measured by the CDP and 2DC. The middle panel 
shows the liquid water liquid water content as measured by the CDP (blue) and the 2DC 
(red). The third panel shows the Nd loss rates calculated using the stochastic collection 
equations, based on 1km averaged cloud and drizzle drop spectra.  



We take a more detailed look at 
how the process rates vary across a flight 
leg that traverses the three regions in Fig. 
5. The top panel shows Nd and ND along 
the flight leg. In the overcast region Nd is 
four orders of magnitude larger than ND. In 
certain portions of the POC, ND is within 
an order of magnitude of Nd, which can be 
inferred from Fig. 2, but is more clearly 
seen in Fig. 5. The second panel of Fig. 5 
shows how cloud and drizzle water 
content varies across the three regions. In 
the overcast region, cloud water 
dominates the total liquid water content, 
while in the POC, drizzle water dominates 
the total liquid water content. The drastic 
change appears to mark a distinct 
difference in microphysics between the 
POC and the overcast region. Yet despite 
these differences, accretion remains the 
dominant sink of cloud drop number in 
both regions, as can be seen in the third 
panel. The third panel also shows the 
importance of self-collection in reducing 
cloud drop number across the overcast 
region and in one of the cells inside the 
POC. Autoconversion, on the other hand, 
acts as a smaller and more variable sink of 
cloud drops. Self-collection and 
autoconversion are expected to be higher 
towards cloud top, since it is largely 
controlled by the liquid water content, 
whereas accretion will be at a maximum in 
the cloud center where the aircraft mainly 
sampled the clouds. 
  
  
6. DISCUSSION AND CONCLUSIONS 
 
 From analyzing the cloud level legs 
flown through the overcast-to-POC 
transition in multiple cases, we see 
consistent differences and similarities in 
the overcast and POC regions. Beginning 
with the differences, we confirm results 
from previous studies (Wood et al., 2011a) 
that Nd and ND are vastly different in the 
two regions, such that the Nd:ND ratio 
decreases three orders of magnitude 
when going from the overcast to POC 
region. A closer look at the drop size 
distribution shows that in the POC, the 
concentration of large cloud drops and 
small drizzle drops is largely increased. 
We expect that the differences in the size 
distribution to substantially influence 

different cloud microphysical processes 
inside and outside of the POCs. We, 
however, find that in both POC and 
overcast regions accretion is the dominant 
process by which cloud water is converted 
into drizzle water, as well as the major sink 
of Nd. Production of rates drizzle drops 
due to autoconversion also do not appear 
to be substantially higher inside the POC, 
which is intriguing in light of the high 
concentration of drizzle drops inside the 
POC.  
 Future work will further investigate 
the interaction of the processes between 
self-collection, autoconversion, and 
accretion to look at what characteristics 
inside the POC help to create and 
maintain the high values of ND. We will 
also look at the variations in Nd, ND, and 
cloud dynamics in both observations and 
large eddy simulations of POCs to 
determine the important processes that 
help to keep the accumulation-mode 
aerosol concentrations so low inside the 
POCs.   
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1. INTRODUCTION 

The precise prediction of thunder-

storms, is still a demanding activity for the 

operational weather forecasting. The atmos-

pheric instability is the major determinant in 

order to estimate the possibility of thunder-

storm development. Even if the advances of 

regional scale numerical models enables 

thunderstorm forecasting, it is still worth to 

estimate the atmospheric instability with 

some known instability indices additionally. 

The determination of atmospheric instability 

with the use of instability indices generally 

requires computation based on several ther-

modynamic parameters (Showalter, 1953; 

George, 1960; Boyden, 1963; Jefferson, 

1963a, b; Miller, 1967; Litynska et al., 1976; 

Peppler, 1988; Peppler and Lamb, 1989). All 

instability indices describe the potential of 

convection development, but the referred 

threshold values are not definite, and vary 

with geographical location, season and sy-

noptic situation. Markova et al., 2010 tested 

the ability of some instability indices to be 

used as an indicator of lightning from 

convective clouds over the Eastern Bulgaria. 

Their study showed that thunderstorms in 

Bulgaria are developing at lower values of 

the indices selected, than in other regions 

(i.e. the USA). Similar conclusions for the 

lower threshold values of the instability 

indices were obtained in Tsenova and Kolev, 

2008, where preconditions of thunderstorm 

initiation over Bulgaria were studied based 

on vertical sounding data.  

In the present study several 

instability indices: (K index, Lifted Index, 

Sweat index, Cross Totals index, Vertical 

Totals index, Total Totals index) over 

Bulgaria were computed from ALADIN 

forecast production (obtained twice daily - at 

06:00 and 18:00 UTC,  with a forecast range 

of 72 h), for the warm half of the last two 

years, 2010 and 2011. Their relationship 

with the observed data for thunderstorms, 

obtained from the 46 synoptic stations in 

Bulgaria was evaluated.    

The aim of the study is the 

improvement of severe weather forecast, 

determining the threshold values of 

predicted by the operational model instability 

indices at thunderstorm development over 

Bulgaria.   

2. AVAILABLE DATA AND RESULTS  

The considered K index (KINX), 

Lifted Index (LIFT), Sweat index, Cross 



Totals index (CTOT), Vertical Totals index 

(VTOT), Total Totals (TTOT) index are 

calculated as: 

KINX = (T850 – T500) + TD850 – (T700 – 

TD700) 

LIFT  = T500 – Tparcel 

CTOT =  TD850 – T500 

VTOT = T850 – T500 

TTOT = CTOT + VTOT 

SWEAT = 12TD850 + 20max(TTOT – 49) + 

2SKT850 + SKT500 + 125[sin(DIR500 – 

DIR850) + 2] 

where T850, T700 and T500 are the 

environment temperature in oC at 850, 700 

and 500 hPa; TD850 and TD700 are 

environment dew point temperature in oC at 

850 and 700 hPa; Tparcel is the 

temperature in oC at 500 hPa of a lifted 

parcel with the average pressure, 

temperature and dew point of the layer 500 

m above the surface; SKT850 and SKT500 

are wind speed in knots at 850 and 500 

hPa; DIR500 and DIR850 are wind direction 

at 500 and 850 hPa.  

The parameters needed for the 

calculation of the instability indices are taken 

from   ALADIN forecast production for the 

territory of Bulgaria (longitude from 21.6 E to 

29.2 E and latitude from 40.7N to 44.6N) at 

a  0.1x 0.1 deg LALON grid.  The forecast is 

produced twice daily, at 06:00 and 18:00 

UTC and the forecast range is 72 hours at 3 

hours post processing frequency. For the 

purpose of the study only the first 12 hours 

of the forecast were considered. The 

observed data for thunderstorm (lightning) 

were taken from the 46 synoptic stations 

(see Fig.1) where in-situ observations are 

also with 3 hours frequency.  

 

Fig.1. Synoptic stations (red points) in 

Bulgaria 

In Table 1 are shown number of 

cases without (second column) and with 

(third column) observed lightning over the 

stations during the last 2 years for the 

different months. 

Table 1. Number of observations at synoptic 

stations during 2010 and 2011.   

Month 

Cases 

without 

Lightning 

Cases 

 with 

Lightning 

April * 13143 62  

May 25842 1262 

June 24727 1497 

July 25423 1681 

August 26528 576 

September 26603 325 

 

(*only data from 2011 are considered). 



 

Fig.2a. Box and whisker plots of the 

computed KINX, LIFT and SWEAT indices 

for the observed cases with (in red) and 

without (in blue) lightning.   

 

Fig.2b. Box and whisker plots of the 

computed CTOT, VTOT and TTOT indices 

for the observed cases with (in red) and 

without (in blue) lightning. 

 

 



In Fig.2 box and whisker plots of the 

computed indices for the cases with and 

without lightning observed at the synoptic 

stations are shown. From the figure it is 

visible that there is a relatively good 

separation of KINX and LIFT indices at 

cases with lightning from those without. The 

mean values of computed from ALADIN 

forecast data KINX are higher and 

dispersions - smaller for cases with lightning 

in comparison to cases without lightning. On 

the analogy, mean values of LIFT are lower 

for cases with lightning comparing to cases 

without lightning. CTOT, VTOT, and TTOT 

are also relatively well separated for the 

cases with and without lightning. However, 

there is no visible tendency for SWEAT 

index at case with and without 

thunderstorm, especially for the months of 

July, August and September.  

K-means clustering of all computed 

indices is performed for 2, 3 and 4 number 

of clusters. Here are presented the results 

from the statistical partitioning of data for 

two of the considered instability indices 

(KINX and LIFT) for the different months in 4 

clusters and their comparison with the 

observed cases with and without 

thunderstorm. 

From Table 2 one can see that for all 

months almost all observed cases with 

lightning are within the first two clusters 

(groups 1 and 2), especially for April and 

August, where 0% for the cases with 

observed lightning the calculated KINX are 

in ranges of the groups with low values 

(groups 3 and 4). Also, it is visible that the 

highest value of KINX (47.88) was obtained 

during June, while the lowest monthly 

maximum of K index was during April 

(34.85).    

Table2. Results from cluster analysis of 

computed KINX and comparison with 

observations 

Month gr Min Max 

% case 

with 

lightning 

% case 

without 

lightning 

1 19.84 34.85 84.2 34.4 

2 9.60 19.83 15.8 32.4 

3 -2.8 9.61 0 22.6 

April 

 

4 -31.8 -2.8 0 10.5 

1 25.45 39.71 67 37.5 

2 16.76 25.45 28.1 38.8 

3 4.46 16.76 4.4 16.4 
May 

4 -25.8 4.44 0.5 7.3 

1 28.9 47.88 77.2 37.8 

2 20.4 28.9 20.1 35.4 

3 8.55 20.4 2.7 18.9 
June 

4 -23.5 8.53 0.1 7.9 

1 29.78 47.75 73.1 31.8 

2 21.89 29.78 21.7 38.2 

3 11.59 21.89 5 23 
July 

4 -14.4 11.58 0.2 7 

1 24.48 44.06 93.6 45.4 

2 11.49 24.47 6.4 35.9 

3 -8.1 11.48 0 15.1 
August 

4 -51.7 -8.1 0 3.7 

1 25.73 42.71 78.7 27.7 

2 16.42 25.72 19.1 35.8 

3 5.0 16.42 0.6 23.4 
September 

4 -35.9 4.9 1.5 13.2 

 

 

 

 

 

 



Table3. Results from cluster analysis of 

computed LIFT and comparison with 

observations 

Month gr max min 

% cases 

with 

lightning 

% cases  

without 

lightning 

1 7.36 0.27 73.7 21 

2 11.05 7.36 22.8 29.1 

3 14.7 11.05 3.5 31.2 

April 

 

4 25.19 14.7 0 18.7 

1 4.33 -1.65 64.5 25.4 

2 7.5 4.33 23.3 33.4 

3 11.39 7.5 9.22 29.2 
May 

4 23.52 11.4 3 12 

1 3.34 -5.75 66.9 27.1 

2 7.22 3.35 26.6 35.5 

3 11.87 7.22 6.4 25.7 
June 

4 30.38 11.87 0.2 11.8 

1 3.5 -5.25 61.1 23.5 

2 7.3 3.5 29.3 34.0 

3 11.62 7.3 8.3 29.3 
July 

4 22.666 11.63 1.4 13.2 

1 4.78 -5.07 59 20.4 

2 8.88 4.71 30.9 33.3 

3 13.29 8.88 9.2 29.4 
August 

4 24.82 13.29 0.9 16.9 

1 5.94 -2.04 72.9 20.4 

2 9.62 5.94 20.6 31.5 

3 13.36 9.62 4.9 30.5 
September 

4 24.28 13.36 1.5 17.6 

 

Table 3, shows the results from 

cluster analysis of computed LIFT and 

comparison with observations. It is visible, 

that although Lifted index would predict 

thunderstorms slightly worse than K index  

(the total percent of cases with lightning in 

the groups 1 and 2 are lower for LIFT in 

comparison to KINX in Table 2), the % of 

“false alarm” cases is slightly lower with 

lifted index, i.e. total percent of cases 

without lightning fallen in groups 1 and 2 is 

lower with LIFT in comparison to KINX. 

To generalise, all statistical analyses 

show that the considered instability indices 

are able to predict thunderstorm correctly. 

However, the high percent of “false alarms” 

with the different indices indicates that their 

use for the correct thunderstorm forecast 

should be considered in a non-trivial way.      

3. CONCLUSION 

In the present study some instability 

indices over Bulgaria were computed from 

ALADIN forecast production for the warm 

half of the last two years - 2010 and 2011. 

Their relationship with the observed data for 

thunderstorms, taken from the 46 synoptic 

stations in Bulgaria is evaluated, with the 

aim to determine threshold values of the 

predicted by the operational model instability 

indices at thunderstorm development. 

Results show that all considered instability 

indices predict thunderstorm formation 

correctly. However, the percent of “false 

alarms” with the different indices is also 

relatively high. Therefore a “non-trivial” 

procedure of using the instability indices for 

thunderstorm forecast is in a test operational 

mode.       
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1. INTRODUCTION 

 
One of the greatest uncertainties in current 
climate models is connected to aerosol 
particles through their direct and indirect 
effect. In addition, the increased drop 
concentration is suspected to modify cloud 
properties resulting in modified lifetimes 
and precipitation (second indirect effect).  
Some groups suggest that pollution can, 
thus, be at the origin of droughts in a 
future climate, as the numerous small 
drops will prevent the formation of 
precipitation-sized particles. 
This concept seems in contradiction to the 
fact that the capacity of the atmosphere to 
hold water (vapour or condensed) is 
limited and even simple forecast models 
that don’t consider the effect of aerosol 
particles on hydrometeor formation and 
treat water in a bulk form are able to 
roughly reproduce precipitation quantities. 
 
The topic of this presentation is to discuss 
in which way precipitation potentially 
depends on aerosol particle properties and 
suggest pathways to link these two 
concepts. The key hypothesis here is that 
the capacity of drops and ice crystals to 
process and modify aerosol particles 
during a cloud passage will be the 
regulating process.  
Thus, the following questions need to be 
addressed: Are clouds able to modify the 
ambient aerosol particle spectrum so that 
the number concentration is reduced and 
the size and chemical composition of the 
particles are changed? Can they do it in 
such a way that the cloud forming on 
these particles will finally be able to 
precipitate and remove the water and 
pollution from the atmosphere?  
 

2. THE MODEL 

 
The 3D model with detailed (bin) 
microphysics used herein couples the 3D 
non-hydrostatic model of Clark and Hall 
(1991) with the Detailed Scavenging 
Model DESCAM (Leroy et al., 2009; 
Flossmann and Wobrock, 2010) for the 
microphysical package. It follows 5 density 
distribution function: the number 
distribution function for the aerosol 
particles fAP(mAP), for drops fd(m) and for 
the ice particles fi(mi) , as well as the mass 
density distribution function for aerosol 
particles in the drops gAP,d(m)and in the ice 
crystals gAP,i(mi). 
 

 
 

 
Fig.1: the grid resolution of the different distribution 
functions treated by DESCAM 3D. 

A discussion of the different processes 
considered in the microphysics code can 
be found in Flossmann and Wobrock 



(2010), and the coupling with the 3-D code 
is discussed in Leroy et al (2009). 
 

3. RESULTS 
 

a) cloud-aerosol-interaction 
 

Leroy et al (2009) have shown in a 3-D 
simulation of an individual cloud that the 
aerosol particle spectrum in the boundary 
layer can influence precipitation 
formation : 

 
 
Fig. 2a. Clean boundary layer:  NAP ≈   400 cm-3; 
Cloud drops (grey): 0.01 g m-3; Raindrops (blue): 1 
g m-3; Ice crystals (yellow) : 0.01 g m-3 

 

 
 
Fig. 2b. Polluted boundary layer:  NAP ≈   6500 cm-3; 
Cloud drops (grey): 0.01 g m-3; Raindrops (blue): 
0.03 g m-3; Ice crystals (yellow) : 0.01 g m-3 
 
We note that in the polluted case (2b) 
almost no rain (blue) is formed. This result 
is in agreement with other studies from the 
literature. However, its interest is limited 
as normally clouds appear in fields and 
influence each other on larger space and 
time scales.  

 

Fig. 3a. Cloud field over complex terrain; white: 
cloud water, red: rain water 

 

Fig. 3b. Red: supersaturated; blue: outside cloud; 
green: still in cloud 

Recently, we have applied our model to 
entire cloud fields (Planche et al, 2010) 
and found that most individual air parcels 
in 3-D clouds run through a number of 
subsequent activation and deactivation 
periods, as can be seen in Fig.3b for four 
examples of trajectories. 
We noted that in the complex cloud field 
about 85% of the parcels experience one, 
two, three, or more periods of 
subsaturation, while only 15% of the 
parcels stay always supersaturated (color 
red in Fig.3b) after passing cloud base, as 
is suggesting a modeling approach by a 
rising air parcel concept. 
The complex dynamics of a 3-D cloud field 
result in a broad spectrum of super-
saturations present inside the cloud 
region. 

 
Fig. 4. Distribution of the supersaturation inside the 
cloud for grid points with LWC>0.1gcm3; red: 
polluted case; blue: continental case; green: clean 
case; solid line: all soluble particles (ε=1); dashed 
line: ε=0.01 
 
Overall, in these cases we noted that an 
increasing particle number concentration 
and increasing solubility reduced overall 
precipitation.	   For cloud fields and longer 
simulations times, we noted however also 
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a strong temporal and spatial variability 
and that some locations showed an 
inverse behavior from the overall trend at 
some time. Furthermore, the differences of 
the impact of the particle number 
concentration on precipitation seemed to 
decrease in the course of time 
  

b) cloud processing of particles 
 
In order to be able to quantify the amount 
of processing during a cloud event, we 
have extended our bin resolved 
microphysics model to fully consider two 
types of aerosol particle spectra 
(Flossmann and Wobrock, 2010). The first 
type holds the initial particle spectrum on 
which the cloud forms. The second type is 
initially empty and is filled up only by 
deactivated and cloud-processed particles. 
This approach will allow quantifying for the 
first time the amount of particles 
concerned by cloud processing. 
 
We have tested this approach first in the 
simple context of a 1.5D cloud model, in 
the framework previously used by Leroy et 
al (2006). The model is initialized with their 
CCOPE case and a continental aerosol 
particle spectrum, which is assumed 
constant in the boundary layer and above, 
decreases exponentially. The simulated 1-
D cloud produces rain readily and the 
simulation is stopped after 1h when the 
system dissipates and the rain stops. 
In Fig.4, the time evolution of the two 
aerosol particle types in the cloud water 
and in the air are shown. 
Fig. 4a and b show the initial (pristine) 
aerosol particle mass concentration in the 
air (a) and activated into liquid water (b). 

 
Fig.4a: pristine aerosol mass concentration in 
µg/m3 in the air as a function of x:time (sec) and 
y:height (km) 

 
Fig.4b: pristine aerosol mass concentration in 
µg/m3 in the liquid water as a function of x:time 
(sec) and y:height (km) 

 
Fig.4c: aerosol mass concentration released after 
evaporation in µg/m3 in the air as a function of 
x:time (sec) and y:height (km) 

 
Fig.4d: previously released aerosol mass 
concentration in µg/m3 re-incorporated in the liquid 
water as a function of x:time (sec) and y:height (km) 
 
Fig.4c shows the aerosol particle mass in 
the air resulting from the complete 
evaporation of the hydrometeors. We note 
that the mass concentrations are highest 
below cloud base during the onset of 
precipitation. The maxima approach the 
values of the pristine particle mass at the 
same location (compare Fig.4a). These 
recycled particles can be reactivated, as is 
shown in Fig. 4d. 
Fig. 5a and b show the aerosol particle 
number concentrations at an altitude of 
2km for the pristine particles (a) and the 
recycled particles (b). 



 
Fig.5a: number concentration of pristine particles 
for different times as 2km. 

 
Fig.5a: number concentration of recycled particles 
for different times as 2km. 
 
We note that the particles that form after 
complete evaporation of the hydrometeors 
are generally between 0.1 and 1um in 
radius. 
 

4. CONCLUSION 
 
We have been able to successfully study 
the fate of the aerosol particle number and 
mass that is activated into cloud, 
processed by the microphysical processes 
and released back into the air during 
complete evaporation of the 
hydrometeors. We note that in the 1.5D 
framework a significant amount of the 
aerosol particles are concerned by cloud 
processing.  
However, in the ground precipitation, only 
0.4 mg/m2 were resulting from processed 
particles while 22.6 mg/m2 were pristine 
particles.  

Currently, we are incorporating the two 
types of aerosol particles into the 3D 
dynamic framework. Only in a complete 
dynamic framework we will be able to 
quantify the overall processing of aerosol 
particles by clouds and its impact on 
precipitation. Here, it is assumed that the 
fraction of the processed particles also in 
the surface rain will increase and finally 
dominate precipitation. 
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1. INTRAOUCTION 
 

Hebei province is located in the north of 
China, Beijing and Tianjin is surrounded 
with it, the Bohai sea gulf is in the east of 
Hebei province. In this study, the data from 
the Piper Cheyenne twin urbo-prop aircraft 
was used to observe the clouds and 
precipitation, since 2005 year. The aerosol 
was measured by a PMI Aerosol Spectrum 
Probe (size range 0.1～3.0 micron). The 
cloud droplet was measured by a FSSP 
probe (size range set up as 2 ~ 47μm). The 
2D – C (25 ~ 800μm) and 2D - P (150 ~ 
9300μm) probes can provide two-
dimensional particle image. In addition, the 
aircraft is also equipped with other devices 
to obtained corresponding data. CCN were 
measured by a DMT continuous flow 
streamwise thermal gradient CCN counter. 
The supersaturation is set at S=0.3% in 
observed period. 

The concentration and size with spatial 
and temporal distribution of aerosol 
particles ,CCN and cloud droplet over Hebei 
area, northern China, are analyzed. The 
preliminary results show that the distribution 
of them are very different during the 
precipitation in stratiform. Synthetical 
research results show that the aerosols 
played an important role in formation of 
clouds and precipitation processes.  
 
2. INSTRUMENT AND METHODOLOGY 
 

In this study, the data from A Piper 
Cheyenne ⅢA twin urbo-prop aircraft was 
used to observe the clouds and precipitation. 
The aerosol was measured by a PMI 
(Particle Metrics Inc, USA) Aerosol 
Spectrum Probe (size range 0.1 ～ 3.0 
micron). The cloud droplet was measured 
by a FSSP-100ER probe (size range 1～95 
micron). Two-dimensional gravity-scale 
probe OAP-2D-GA2 (25 ~ 800μm) and 

OAP-2D-GB2 (150 ~ 9300μm) were used, 
they are the 2D - C and 2D - P probes can 
provide two-dimensional particle image. In 
addition, the aircraft is also equipped with a 
thermometer, dew point, pressure sensors, 
GPS and other devices. 

In this sduty, the measurement range 
of FSSP-100ER probe set up as 2 ~ 47μm 
(range “1”) , so that get the cloud particle 
concentration, liqiud water content, average 
particle diameter data, corresponding.  CCN 
were measured by a DMT continuous flow 
streamwise thermal gradient CCN 
counter.CCN measuring principle with a 
chemical gradient diffusion chamber 
(Twomey and Squires, 1959).Since that 
time, nearly all measurements have used 
the thermal gradient diffusion chamber. All 
early measurements were made with static 
photographic instruments that used batch 
processing of the samples. In other words, 
continuous flow chambers using optical 
particle counters. The supersaturation is set 
at S=0.3% in observations of this sduty. 

Weather Modification Office of Hebei 
province bought airborne cloud physical 
instruments from USA and modified a 
Cheyenne IIIA aircraft in 2004. The 
instrument for CCN measurement is DMT 
(Droplet Measurement Technologies, USA) 
CCN counter. 

Specially modified aircraft and airborne 
equipment for the detection of cloud physics 
are shown in figure 1. 
 
 
 
 
 
 
 
 
 
 

Fig.1 specially modified aircraft and 
airborne equipment 



 
 

3. RESULTS AND DISCUSSIONS  
 
 Figure 2 shows that the aerosols and 
cloud condensation nuclei (CCN) with 
spatial and temporal distribution in the 
aircraft detection time at May 27, 2010. The 
vertical left axis indicates the aerosol and 
cloud condensation nuclei concentration, 
the units is cm-3. The vertical right axis 
indicates height of aircraft flight, its units is 
meter. 

The results shown in the figure 2, light 
blue curve shows the altitude change with 
time, the red solid point is the temporal and 
spatial distribution of aerosol concentration, 
the black solid point is the spatial and 
temporal distribution of CCN concentration. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 the temporal and spatial 
distribution of aerosol and CCN 

concentration 

In the above analysis, the 
concentration of aerosols and CCN 
changes are analyzed in the cloud base and 
inside the cloud. The results show that there 
is very difference in both cases（figure 3）. 

The results shown in the figure 3, light 
blue curve shows that flight altitude change 
with time, the red curve is the distribution of 
aerosol concentration with time, the black 
curve is the distribution of CCN 
concentration with time, the green curve is 
the distribution of cloud droplet 
concentration with time by FSSP-100ER 
dada. 

Compare of three curves in figure 3, 
the concentration of aerosols and CCN 
changes greatly within the cloud base level. 
Combination of macro-record dada analysis 
showed that the aircraft detect from 13:20 at 
the cloud base height of about 3000 meters 
to 13:24, horizontal flight lasted four 
minutes, the flight speed is 360 km / h, this 
flights continued 24 km straight distance. 
During this time, aerosols and cloud 
condensation nuclei concentration variation 

trend is consistent, but their values were  
the larger of difference between in them, in 
which aerosol concentration range is 200-
600 ㎝-3, the range of cloud condensation 
nuclei concentration is 50-150 ㎝ -3.To 
compare these two values, aerosol 
concentration is four times with CCN 
concentration. 

On the other hand, the aircraft into to 
the altostratus cloud at 13:24, the flight 
height is about 3300 meters , horizontal 
flight lasted four minutes to 13:28, the flight 
speed is 360 km / h, the flight continued 
about 24 km horizontal distance too. During 
this time, although aerosols and cloud 
condensation nuclei concentration variation 
trend is consistent, but compared with the  
cloud outside (cloud base), their values 
were less  then inside the cloud,  in which 
aerosol concentrations range from 200-600
㎝-3 reduced to less than 100 cm-3 quickly, 
the range of cloud condensation nuclei 
concentrations from 50-150 cm-3 quickly 
reduced to less than 101cm-3. Cloud droplet 
(see the green curve) appeared at same 
time, the results show that the aerosol is 
heavy consumed in cloud. Because 
converted to CCN and cloud droplets partly, 
the concentration of cloud condensation 
nuclei is reduced quickly. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig.3 aerosol and CCN concentrations 
comparison in cloud outside (bottom) 

and in cloud 

In order to analyze aerosols, cloud 
condensation nuclei and cloud droplets in 
cloud base and cloud inside, the 
corresponding concentration and scale 
distribution between the spectra shown in 
figure 4. The results showed that the 
aerosol concentration and cloud 
condensation nuclei are very different, in 
two different conditions of inside and 
outside of cloud. 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. aerosol and CCN spectra 
comparison inside and outside of cloud 

 
In order to further study the distribution 

and variation of cloud droplets and aerosols 
in precipitation process, two flights sounding 
data getting from airborne PMS system on 
October 4, 2008 were analyzed. The 
precipitation in that day is stratiform 
precipitation.The results show that the 
distribution of aerosol particles in 
Shijiazhuang is very different before and 
after precipitation. Before the precipitation, 
weather conditions is cloudy and foggy, the 
average concentration of aerosol particles is 
103cm-3, the maximum  concentration is 5.2 
× 103cm-3, the minimum concentration is 
39.3cm-3, aerosol particles average 
diameter is 1.06µm. When it is rainy, the 
average concentration of aerosol particles is 
102cm-3, the maximum concentration is 2.1 
× 103cm-3, an order of magnitude of aerosol 
concentration is smaller than that of 
previous of precipitation, minimum particle 
concentration is 16.7 cm-3, average particle 
diameter is 1.28µm. Scouring effect by 
precipitation, after precipitation the aerosol 
particle concentration less than the before 
precipitation, decreases is very obviously. 

 Cloud droplets average concentration 
is 101cm-3 on before and after at 
precipitation, the cloud droplets 
concentration maximum is 2.7×102cm-3, the 
minimum is 12.2cm-3. Cloud droplet 
concentration is smaller than the 1-2 
amount of aerosol particles level.  

Above results show that the aerosols 
played an important role in formation of 
clouds and precipitation processes. It is 
considered that part of the aerosol particles 
went into cloud in which they played cloud 
condensation nuclei through the activation 
of nuclear, and then formed cloud particles. 

The analysis results of vertical 
distribution of cloud particle concentration 
are shown in figures 5. 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.5 vertical distribution of cloud particle 

concentration  
（a．morning of October 4；b．afternoon 

of October 4） 
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1 INTRODUCTION

The cloud fraction and cloud liquid water content
in a given volume in thermodynamic equilibrium
depend on the variability of temperature and
moisture within that volume as characterised by
the probability density function (PDF). Diagnos-
tic schemes that are based on single-Gaussian
PDFs go back to Sommeria and Deardorff (1977)
and Mellor (1977). Refining the approach of
Larson et al. (2001) who assumed a double-
Gaussian distribution, we introduce a PDF-based
scheme to parameterize cloud fraction, average
liquid water mixing ratio and liquid water flux in
large-scale numerical weather prediction (NWP)
and global circulation models (GCM). We develop
this parameterization from, and test it against,
cloud resolving large-eddy simulation (LES) data
of different case studies.

2 METHOD

a. LES

For our study we use the UCLA-LES (Stevens
et al. 1999, 2005) adapted to four different case
studies which span over a range of different cloud
regimes. Shallow cumulus over ocean (RICO;
see Rauber et al. 2007) and over land (ARM; see
Brown et al. 2002) are considered as well as stra-
tocumulus (DYCOMS; see Stevens et al. 2003)
and the transition from stratocumulus to cumu-
lus (ASTEX; see Albrecht et al. 1995). Domain
sizes and resolutions of the different LES cases
are given in Tab. 1.

b. THEORETICAL BACKGROUND

Following Sommeria and Deardorff (1977), Mellor
(1977) and Lewellen and Yoh (1993), we define

the extended liquid water mixing ratio, s, in terms
of the approximately conserved liquid water po-
tential temperature, θl, and the total water mixing
ratio, qt, by

s =
qt − qs(Tl)
1 + αL/cp

, (1)

where qs(Tl) is the saturation mixing ratio at a
given value of Tl = θlT/θ and α is the slope
of the saturation mixing ratio at Tl, giving α =
Lqs(Tl)/(RvT

2
l ). T is the temperature, θ the po-

tential temperature, L the latent heat of vaporiza-
tion, cp the specific heat at constant pressure and
Rv the gas constant for water vapour. For s > 0, s
is approximately equal to the liquid water mixing
ratio, ql, but for subsaturation s is negative. Note
that the ratio of the mean of s, s, to the standard
deviation of s, σ, can be approximated by the nor-
malized saturation deficit, Q1, which is defined as
the bulk value of s, sbu, divided by σ (Lewellen
and Yoh 1993, ζ therein).

If the PDF of s was known for each grid box
in a NWP model or GCM, the cloud fraction and
average liquid water could be calculated by inte-
gration over the PDF of s (see Eq. (3) and (4)
for the formulation of the integral). Unfortunately,
only the first moments of the PDF of s can usually
be predicted. We are using high resolution LES
data to learn about the behaviour of the distribu-
tion of s on the subgrid scale.

RICO ARM DYCOMS ASTEX
L 20 km 12 km 10 km 10 km
H 4.0 km 5.1 km 1.4 km 3.2 km
∆x 40 m 50 m 20 m 40 m
∆z 20 m 40 m 5 – 52 m 20 m

Table 1: Horizontal and vertical domain size, L
and H, and horizontal and vertical resolution, ∆x
and ∆z, of the different LES cases.

Corresponding author’s address: Ann Kristin Naumann, Max
Planck Institute for Meteorology, Bundesstraße 53, 20146
Hamburg, Germany.
E-mail: ann-kristin.naumann@zmaw.de



Figure 1: PDF of s from DNS data (grey) and LES
data from DYCOMS (black). The PDF is calcu-
lated from the respective model level where the
variance of the horizontal wind is maximum. It is
∆s = s− s.

Considering the PDF of s from each model
level in the LES data, we find that the PDF of
s can be highly skewed in the cloud layer. In
Fig. 1 the PDF of s, calculated from the respective
model level where the variance of the horizontal
wind is maximum, is shown to compare the distri-
bution of s from direct numerical simulation (DNS)
and LES model results. The DNS data corre-
sponds to a local study of turbulent mixing at the
cloud top, due solely to evaporative cooling (Mel-
lado et al. 2010). We find that the skewness of
the distribution of s is not a unique feature of LES
but can also be found on much smaller scales of
DNS.

From the different LES cases, we identify pos-
itively skewed PDFs of s for shallow cumulus and
negative skewness for stratocumulus. The tail of
the PDF is representing the cloudy and the non-
cloudy part of the cloud layer for cumulus and
stratocumulus, respectively. Therefore the suc-
cess of a scheme diagnosing the cloud fraction
and the average liquid water depends crucially on
the ability to quantify the tail of the distribution.

We hence choose to represent the PDF of s
by a double-Gaussian distribution following Lar-
son et al. (2001)

P (s) = aP1(s) + (1− a)P2(s)

=
a√

2πσ1

exp

[
−1

2

(
s− s1
σ1

)2
]

+
1− a√
2πσ2

exp

[
−1

2

(
s− s2
σ2

)2
]
, (2)

where P1 and P2 are single-Gaussian distribu-
tions, a is the relative amplitude of the two single
Gaussians and s1, s2, σ1 and σ2 are the mean and
the standard deviation of the two single Gaus-
sians, respectively. By convention, we choose
s1 > s2.

To calculate the best fit of the five parame-
ters of the double Gaussian (a, s1, s2, σ1, σ2) to
each level of our LES data, we first do χ2-tests in
the relevant region. Because this procedure gets
computationally expensive easily (at least if five
parameters are to be fitted like it is done here),
we only search for a coarse estimation of the
best fit for the five parameters and then use this
best fit as input for Nelder-Mead downhill simplex
method (Press et al. 1992) to find the absolute
minimum.

3 CLOSURE EQUATIONS

Even if we assume that the first three moments
of the PDF of s can be predicted, e.g. from a
higher-order closure boundary layer model, the
number of parameters has to be reduced from
five to three, i.e. two closure equations are nec-
essary. In Fig. 2 the closure equations suggested
by Larson et al. (2001) are shown along with our
LES data and our new closures equations which
fit the LES data.

Because we defined s1 > s2 by convention,
large values for σ1/σ represent the cloudy tail in
shallow cumulus, where the skewness of the dis-
tribution of s has high positive values. Vice versa,
large values for σ2/σ represent the non-cloudy
part of the cloud layer in stratocumulus, where the
skewness is negative. While Larson et al. (2001)
suggested an antisymmetric behaviour for σ1/σ
and σ2/σ depending on skewness, we find that in
the cumulus regime σ1/σ has higher values than
σ2/σ in stratocumulus. This is consistent with
the physical understanding that cloudy updrafts
in shallow cumulus are more vigorous than non-
cloudy downdrafts in stratocumulus. The tail of
the distribution of s is therefore heavier in the cu-
mulus regime than in the stratocumulus regime.

4 DOUBLE-GAUSSIAN CLOUD
SCHEME

Assuming a double-Gaussian distribution of s, the
cloud fraction and the average liquid water can be



(a) (b)

Figure 2: LES data of RICO, ARM, DYCOMS and ASTEX along with closure equations suggested by
Larson et al. (2001) (dashed lines) and our new closure equations (solid lines) relating (a) σ1/σ and
(b) σ2/σ to the skewness of s. The legend in (a) also applies to (b).

found analytically. For the cloud fraction, C, we
find

C =

∞∫
0

P (s)

=
a

2

(
1 + erf

(
s1√
2σ1

))
+

1− a
2

(
1 + erf

(
s2√
2σ2

))
(3)

which is equal to Eq. (23) in Lewellen and Yoh
(1993). For the average liquid water, ql, we find:

ql =

∞∫
0

P (s)sds

= s1
a

2

(
1 + erf

(
s1√
2σ1

))
+s2

1− a
2

(
1 + erf

(
s2√
2σ2

))
+

a√
2π
σ1 exp

(
− s21

2σ2
1

)
+

1− a√
2π

σ2 exp
(
− s22

2σ2
2

)
(4)

In Fig. 3a und 3b the new parameterization
of C and ql/σ using our new closure equations
(see Fig. 2) are shown as a function of the nor-
malized saturation deficit, Q1, together with the
LES data of the ASTEX case. Note that the pa-
rameterizations depend on the skewness of s and

that zero skewness equals the case of a single-
Gaussian distribution of s (like assumed in Som-
meria and Deardorff 1977; Mellor 1977). The LES
data compares very well with the new parameter-
izations, except for a few data points representing
the cloud top of the stratocumulus deck.

In contrast to C and ql, the liquid water flux,
w′q′l, cannot be found analytically from s because
it depends also on the vertical velocity. When cal-
culating e.g. the buoyancy flux, w′q′l has to be
known. Therefore Cuijpers and Bechtold (1995)
suggest that

w′q′l = FCw′s′ (5)

where F is a nondimensional function depending
only on Q1. From our LES data we find that F is
not only a function of Q1 but also depends on the
skewness of s (see Fig. 3c).

5 PROFILES

While we chose to show ASTEX data for the
double-Gaussian cloud scheme presented in the
last section to cover the whole relevant parame-
ter space, we now focus on the data of RICO with
comparatively low cloud cover. In Fig. 4 the pro-
files of C, ql and w′q′l from LES data of RICO
are shown together with the results of different
parameterizations. Considering the profiles of C
and ql, the new parameterization is built by ap-
plying the cloud closure using double-Gaussian
PDFs and the new closure equations.



(a) (b)

(c)

Figure 3: Our new parameterization (dashed lines) as a function of the skewness of s, sks for (a) the
cloud fraction, C, (b) the normalized average liquid water, ql/σ, and (c) the flux factor F as defined
by Eq. (5) shown together with the corresponding LES data from the ASTEX case (crosses). The
legend in (a) also applies to (b) and (c).

The new parameterization is able to repro-
duce the profiles of C and ql a little better than
the parameterization using the closure equa-
tions from Larson et al. (2001). Both cloud
schemes are clearly superior compared to a
single-Gaussian cloud closure, which is severely
underestimating especially ql.

For the profiles of w′q′l, Eq. (5) is used with
F parameterized like shown in Fig. 3c to cal-
culate w′q′l from w′s′. For comparison with this
new parameterization, the exponential fit of F by
Cuijpers and Bechtold (1995) is also shown in
Fig. 4c. Although the absolute values are over-
estimated, the new parameterization is able to re-
produce the shape of the profile of w′q′l.

6 SUMMARY AND CONCLUSION

We introduced a refined statistical cloud closure
using double-Gaussian PDFs. Starting from the
work of Larson et al. (2001), who provided an el-
egant framework for a diagnostic parameteriza-
tion of the cloud fraction and the average liquid
water, we were able to improve their parameter-
ization especially in the case of strong positive
skewness of the distribution of the extended liq-
uid water mixing ratio, s. The introduced double-
Gaussian closure (relying on the first three mo-
ments of s as input parameters) is shown to be
clearly superior to a single-Gaussian approach in
diagnosing the cloud fraction and average liquid
water profiles from the subgrid variability of s.

For the liquid water flux, we introduced a new



(a)
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Figure 4: Profiles of (a) the cloud fraction, C, (b) the average liquid water, ql, and (c) the liquid water
flux, w′q′l. All data is from the RICO case after 36 hours of simulation. Shown are the “true” values
from LES and different kinds of parameterizations. The legend in (a) also applies to (b).

parameterization of the factor F , which is relat-
ing the liquid water flux to the flux of s. This pa-
rameterization is depending on the skewness of
the distribution of s and although it overestimates
the absolute values, we are able to reproduce the
shape of the profiles of the liquid water flux.
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1. INTRODUCTION 

Changes in cloud droplet growth kinetics 
may considerably impact droplet number 
(e.g. Nenes et al., 2002), but remain large-
ly unconstrained for ambient aerosol. Dif-
ferent definitions exist for describing possi-
ble limitations beyond those from water 
vapor mass transfer, but the effective water 

vapor uptake coefficient (c) is widely used 
in cloud microphysics models. The general 

view is that c is close to unity or at least 
larger than 0.1 for pure water droplets (e.g. 
Kolb et al., 2010; Davidovits et al., 2006). 
Ambient particles, on the other hand, may 
have values from ~0.001 to 1.0 (e.g. Ruehl 
et al., 2008 & 2009). 

Cloud droplet activation and growth kinet-
ics can be studied experimentally by using 
cloud condensation nuclei (CCN) counters 
such as the Droplet Measurement Tech-
nologies (DMT) CCN counter (e.g. Lance 
et al., 2006), which measure droplet size 
distributions. Ideally, changes in observed 
droplet size would indicate changes in 
droplet growth kinetics. However, droplet 
size depends strongly on instrument oper-
ating conditions (e.g. supersaturation), 
aerosol properties (hygroscopicity and dry 
particle size) and concentration; therefore, 
a detailed numerical model is required to 
unravel these dependencies and enable a 
quantification of the effective kinetic pa-

rameters (c). 

We address the above need by developing 
a comprehensive instrument and CCN 
growth model which is computationally effi-
cient, stable and incorporates all major 
sources of instrument variability mentioned 
above. Model accuracy is first assessed 
through comparison of measured and 
model predicted droplet sizes for ammoni-
um sulfate calibration experiments. The 
modeling framework is then applied to nu-
merous in-situ CCN data sets. 

2. CCN MEASUREMENTS 

The DMT CCN counter (e.g. Lance et al., 
2006) is a continuously operating instru-
ment where aerosol flow is exposed to a 
selected supersaturation (from 0.1 % up to 
2 %) in the continuous-flow streamwise 
thermal gradient cloud condensation nuclei 
chamber (Roberts and Nenes, 2005), and 
the resulting droplet size distribution is 
measured by an optical particle counter 

(OPC). The OPC is able to detect 1-10 m 
droplets, which are assigned to 20 bins 

with 0.5 m size resolution. 

3. CCN COUNTER MODEL 

The fully coupled CCN counter and droplet 
growth model, which simulates aerosol ac-
tivation and growth in the instrument, was 
first introduced by Roberts and Nenes 
(2005). The latest model version described 
by Raatikainen et al. (2012) contains the 
core elements of the original CCN counter 
and droplet growth codes, but the coupling 
part of the code is completely revised. The 
new model version is significantly faster, 
more reliable, and easier to use. 

The CCN counter model computes super-
saturation and flow velocity profiles from 
instrument operation parameters such as 
total flow rate and calibrated maximum su-
persaturation. Particle trajectories and cor-
responding supersaturation profiles are 
used in the droplet growth model to calcu-
late droplet size development and the 
droplet size at the chamber exit. The in-
strument and droplet growth models are 
coupled, because droplets are a condensa-
tion sink for water vapor. High CCN con-
centrations (>1000 cm-3) are required to 
cause a detectable effect on the maximum 
supersaturation, but droplet size, which 
depends on the full supersaturation profile, 
is more sensitive to water vapor depletion 
effects (Lathem and Nenes, 2011). 



4. MODEL VERIFICATION 

Model accuracy in predicting calibration 
aerosol droplet size was verified in a com-
parison with standard calibration data cov-
ering a wide range of instrument operation 
parameters (Raatikainen et al., 2012). 
Specifically, the experiments were de-
signed to test if the model can predict drop-
let size using a constant water uptake coef-

ficient (c). Because accurate droplet siz-
ing is important when finding numerical 

values for c, the optical particle counter 
(OPC) was calibrated using glass spheres 
with known sizes. Two different approach-
es were used in introducing particles into 
the OPC, but the results are fairly similar 
(Figure 1); on average, the real droplet size 
is 17 % larger that the observed size. 
 

 
 

Figure 1: OPC calibration results using 
glass particles and the fitted calibration line 

(Raatikainen et al., 2012). 
 
When the OPC sizing bias is corrected, 
observed and simulated droplet sizes are 
in good agreement when using water vapor 
uptake coefficients between 0.1 and 1.0. 
The influence of pressure and flow rate 
variability on droplet growth is only through 
changes in the supersaturation (i.e., other 

effects are much weaker), so a constant c 
equal to 0.2 is found to reasonably predict 
the calibration aerosol droplet sizes. Figure 
2 shows an example of simulated and 
(OPC bias corrected) observed droplet siz-
es (Raatikainen et al., 2012). The narrow 
shaded region indicates the range of drop-

let sizes resulting in using c values from 
0.1 to 1.0. 

The simulations are based on two model 
versions: the detailed model and a model 

version with simplified instrument geometry 
(no inlet section) and assuming constant 
flow velocity profiles. The model predic-
tions are quite similar especially for the at-
mospherically relevant <1 % supersatura-
tions, but the simplified model is about 100 
times faster; this makes it more suitable for 
large data sets. 
 

 
 

Figure 2: Experimental (markers) and 
simulated (lines) droplet size for 90 nm 

ammonium sulfate particles as a function 
of instrument supersaturation. Flow rate 

and pressure are 0.5 L/min and 963 mbar, 
respectively (Raatikainen et al., 2012). 

 
When applying the model to ambient data, 

the simplified model version with c=0.2 
gives the droplet size for fast kinetics. If the 
observed droplet size is smaller than this, 
the water vapor uptake coefficient is likely 
to be smaller than 0.2. The main limitation 
for this approach is that the OPC must be 
carefully calibrated, which is not possible 
when analyzing non-contemporaneous da-
ta from previous field campaigns. Alterna-
tively, the model can be used to explain 
changes in droplet size. This is the rec-
ommended approach for most data sets. 

5. THE FIRST RESULTS 

The updated model was first applied to an 
airborne CCN data set collected from 
Deepwater Horizon oil spill (Moore et al., 
2012). The model could explain observed 
droplet size variability by changes in aero-
sol hygroscopicity and water vapor deple-
tion effects while having a constant water 
vapor uptake coefficient. The model was 
also applied to airborne data collected from 
forest fire plumes in Canada (Raatikainen 
et al., 2012). As shown in figure 3, the 
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model can explain most of the droplet size 
variability (width of the gray boxes in figure 
3b) when accounting for water vapor de-
pletion effects. The figure also shows the 
two most typical limitations related to the 
analysis. First, the observed droplet size is 
significantly smaller than the simulated 
one. OPC calibration is one explanation, 
but it is also possible that there are some 
differences between the instruments. This 
difference is not related to droplet growth 
kinetics, because a similar difference is 
seen in calibration aerosol droplet size 
(black square markers). The second limita-
tion is that there are always some unex-
plainable variations in the observed droplet 
size. These variations are among the high-
est observed, but common for non-size re-
solved airborne sampling where aerosol 
properties can change within the time re-
quired for size distribution measurements. 
 

 
 

Figure 3: Correlation between observed 
and simulated (with and without water va-
por depletion effects) droplet size for the 

ARCTAS 2008 campaign data 
(Raatikainen et al., 2012). The black 
squares represent calibration data. 

6. CONCLUSIONS 

The fully coupled instrument (the DMT 
CCN counter) and droplet growth model 
was updated and model accuracy for cali-

bration aerosol was verified. When analyz-
ing ambient data, model simulations pro-
vide droplet size representing fast activa-
tion and growth kinetics while fully account-
ing for water vapor depletion effects, 
changes in instrument operation parame-
ters, and changes in dry particle properties. 
If these cannot explain observed droplet 
size, it is likely that water vapor uptake co-

efficient (c) is changing, in which case, 
model simulations can be used to obtain 

numerical values for c. 

The model has been applied to two ambi-
ent data sets where it showed that the ob-
served droplet size variations were caused 
by water vapor depletion effects and 
changes in dry particle properties (hygro-
scopicity). Without the model, these varia-
tions might have been incorrectly attributed 
to slow activation kinetics. 

Currently, several field data sets are being 
analyzed by using the model predicted 
droplet size as the reference (Raatikainen 
et al., manuscript in preparation, 2012). 
The data sets include boreal forests 
(Hyytiälä, Finland), arctic areas (Alaska, 
USA; Canada; Greenland, Denmark), bio-
mass burning plumes (Canada), and pol-
luted and biogenically influenced urban 
areas (Mexico City, Mexico; Houston, Tex-
as, USA; Atlanta, Georgia, USA; Los Ange-
les, California, USA). So far the model has 
been able to explain the observed droplet 
size variations by water vapor depletion 
effects and changes in dry particle hygro-
scopicity and size. This indicates that a 
high water vapor uptake coefficient (~0.1-
1.0) is common for ambient droplets. 

There are few previous studies (e.g. Ruehl 
et al., 2008 & 2009) where slowly growing 
droplets have been observed, but the ma-
jority of the studies have found growth ki-
netics similar to that of pure water (e.g. 
Bougiatioti et al., 2011; Cerully et al., 
2011). One explanation for this is that ki-
netic limitations may be observable only at 
certain atmospheric conditions such as low 
temperature and humidity. This motivates 
continued field measurements and data 
analysis in order to properly quantify the 
spatial and temporal distribution of cloud 
droplet kinetic limitations.  
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1. INTRODUCTION 

Since several years, a significant increase 
in the emissions of gases and aerosol 
particles has been observed. Thus, efforts 
have been made by the scientific 
community to better understand the 
atmospheric chemistry. Therefore, one of 
the main actor of the atmospheric 
chemistry is aerosol particles. These ones 
are classified into two categories 
according to their production mechanism: 
primary particles which are directly emitted 
into the atmosphere and secondary 
particles which are formed from gaseous 
precursors through gas-particle 
conversion. Aerosols can modify the 
Earth’s radiative budget. In fact, they can 
absorb or diffuse solar and terrestrial 
radiations which lead to a warming or a 
cooling of the atmosphere (direct effect). 
Moreover, they can have a significant 
radiative impact via their interactions with 
clouds (indirect effect). 
 
Modeling studies attempt to correctly 
represent atmospheric environment. For 
this, chemistry mechanisms are 
increasingly introduced in transport 
models. Chemical species are exposed to 
various reaction pathways and their 
changes between gas, aerosol and cloud 
phases are studied. Interactions between 
microphysical, chemical, radiative and 
dynamical processes are also considered. 
In addition, observational data are 
essential to make comparisons with model 
outputs in order to improve all the 
processes taken into account.  

2. MODEL DESCRIPTION 

WRF-chem model results from the 
coupling of the WRF (Weather Research 
and Forecast) with a chemistry module. 

This coupling between dynamics, radiation 
and chemistry allows for simulating gases, 
aerosols and cloud chemistry.  
 
A double-moment microphysical scheme 
module, developed by Morrison et al. 
(2009) and predicting both the number 
concentration of cloud droplets and their 
number concentration and the mixing ratio 
of rain, ice, snow and graupel is used.  
 
The chemical mechanism, RADM2 (2nd 
generation Regional Acid Deposition 
Model; Stockwell et al., 1990) includes 26 
stable species and 16 peroxy radicals for 
organic species and 14 stable species, 4 
reactive intermediates and 3 abundant 
stable species (oxygen, nitrogen and 
water) for inorganic species. In order to 
limit number of model groups, some 
similar organic compounds are grouped 
together based on the principle of 
reactivity weighting. Aggregation factors, 
computed by Middleton et al. (1990), are 
used for VOC (Volatil Organic 
Compounds).  
 
RADM2 chemical mechanism is coupled 
with MADE (Modal Aerosol Dynamic 
Model for Europe; Ackermann et al.,, 
1998). Moreover, secondary organic 
aerosols are simulated due to the 
incorporation of SORGAM into MADE 
(Secondary Organic Aerosol Model; Schell 
et al., 2001). Thereby, the size distribution 
of aerosols is represented by 3 modes 
(Aitken, accumulation and coarse mode). 
Each mode is represented by a log-normal 
distribution. The dynamical processes 
include condensation, coagulation, size-
dependent dry deposition and 
sedimentation, advective and diffusive 
transport and aerosol-cloud interaction. 
Particle formation is treated by two 



processes: direct particle emission and 
secondary formation by nucleation. 
 
Moreover, chemical initial and boundary 
conditions extract from MOZART-4 (Model 
for OZone and Related chemical Tracers ; 
Emmons et al., 2009) coupled with GEOS-
5 (Goddard Earth Observing System 
Model, version 5) with a time resolution of 
6 hours and a time resolution of 1.9°x2.5°, 
are used.  

3. EMISSIONS DATA SETS 

Three types of emissions data sets are 
necessary to correctly initialize chemical 
species in the model: anthropogenic, 
biogenic and biomass burning (wildfire) 
emissions data. 
 
Anthropogenic emissions come from two 
different data sets: TNO-MACC (Kuenen 
et al., 2011) and MACCity (Lamarque et 
al., 2010). TNO-MACC emissions are 
available from 2003 to 2007 with a yearly 
temporal resolution and spatial resolution 
of 0.5° per 0.5°. Chemical species 
emissions used are: NMVOC, PM10 and 
PM2.5. MACCity provides information 
about some gases but also about BC and 
OC emissions. Data are available from 
1990 to 2010 with a monthly temporal 
resolution and a spatial resolution of 0.5° 
per 0.5°. 
Table 1 and Table 2 represent the emitted 
species (for gases and aerosols) 
considered into the inventories and the 
corresponding WRF species. 
 
Biogenic emissions are provided by 
MEGAN with estimations for gas and 
aerosols emissions from terrestrial 
ecosystems into the atmosphere 
(Guenther et al., 2006). Its temporal 
resolution is around 1km. 
 
Biomass burning emissions are derived 
from the Fire Inventory from NCAR version 
1.0 (FINNv1). As described by 
Wiedinmeyer et al. (2011), global 
estimates of gas and particle emissions 
from open burning of biomass (wildfire, 
agricultural fires and prescribed burning) 
are provided with a daily resolution and a 
spatial resolution close to 1km. 

Table 1. Emitted gases and the corresponding 
WRF species. ( ����: extracted from MACCity 
inventory, ����: extracted from TNO-MACC) 

Emissions species WRF species 

CO E_CO 
NOx E_NO, E_NO2 
SO2 E_SO2 

Ethane (C2H6) E_ETH 
Propane (C3H8) E_HC3 
Ethene (C2H4) E_OL2 

Propene (C3H6) E_OLT 
Methanol 
(CH3OH) E_HC3 

Other alcohols E_HC3, E_HC5 
Formaldehyde 

(HCHO) E_HCHO 
Others aldehyde E_ALD 
Acetone (C3H6O) E_KET 

Other ketones E_KET 

NMVOC 
E_HC3, E_HC5, 
E_HC8, E_TOL, 
E_XYL, E_ORA2 

 
Table 2. Emitted aerosols and the corresponding 

WRF species. ( ����: extracted from MACCity 
inventory, ����: extracted from TNO-MACC) 

Emissions species WRF species 
EC E_ECI, E_ECJ 
OC E_ORGI, 

E_ORGJ 
PM2.5 

E_P25I, E_P25J, 
E_SO4I, E_SO4J, 
E_NO3I, E_NO3J 

PM10 E_PM10 
 

4. MODEL OUTPUTS AND 
MEASUREMENTS 

In order to compare model outputs and 
observations, measurements performed at 
the puy de Dôme monitoring site are used. 
This latter is located in central France 
(45°46N 2°57E) and is equipped with 
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Black carbon

probes to characterize meteorology as 
well as gases and aerosol particles. One 
of them is the Aerodyne ToF-AMS 
(Canagaratna et al., 2007) which provides 
information about chemical composition 
and mass concentration of the particulate 
matter (Freney et al., 2011). 
 
Concerning the simulation, a domain 
(Figure 1) is defined by 360 grid points in 
the west-east direction and 390 grid points 
in the south-north direction with a 
resolution of 30 km. The center of the 
domain is 52.5° latitude and 15.0° 
longitude. The 3 simulation's days are 16-
17-18/09/2008 during which a 
Mediterranean air mass was observed and 
sampled.

 
Figure 1. Simulation domain and location of the 

puy de Dôme 
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Figure 2. Temporal evolution of sulphate , ammonium , nitrate , black carbon and organics  compounds 
concentrations. Solid lines = observations, markers = model outputs  
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Time evolution of the concentrations of 
sulphate, ammonium, nitrate, black carbon 
and organic compounds of the particulate 
matter for both observations and model 
outputs are represented in Figure 2. In 
addition, chemical composition of aerosols 
at the top of the puy de Dôme and in the 
model results are presented in Figure 3. 
 
Firstly, these results show that organic 
compounds are under-estimated by the 
model. This can be due to the fact that the 
model hasn’t taken into account local 
sources of volatile organic compounds 
(VOC). These ones can condense on 
aerosol particles explaining that organic 
compounds contribute to 35% of the 
particulate matter at the puy de Dôme and 
contribute only to 9% in the model outputs. 
 
Secondly, black carbon seems to be 
under-estimated too but the peaks of 
concentration in the observations 
(between 48h and 60h for example) may 
come from local pollution. 
 
Finally, if the 24 first hours of the 
simulation are considered to be influenced 
by model spin-up, later on sulphate, 
ammonium and nitrate concentrations 
follow quite well the observations. 
 
Differences observed between 
observations and model outputs can be 
due to the complex topography around the 
puy de Dôme for which an altitude of 

750m is observed while the real altitude of 
the puy de Dôme is 1465m.  
 
In order to improve these results, a more 
detailed topography with a finer spatial 
topography, less than 30km, will be tested 
over a variety of situations with contrasted 
seasons and air pollution conditions. To do 
this, the model will be run with nested 
domains, with a spatial resolution of about 
3km around the puy de Dôme. 
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1 INTRODUCTION

The process of rain formation in warm shallow
cumulus clouds, such as trade wind cumuli, is
still connected with a lack of knowledge. Lud-
lam (1951) stated that a small number of droplets
with initial radii of about 20µm could already lead
to the onset of the collision/coalescence process,
which is the first step in the formation of rain. For
maritime air masses large sea-salt particles are sup-
posed to provide such large droplets if suitable me-
teorological and thermodynamical conditions are
present. Woodcock (1952) stated that for large
sea-salt particles, which were found at cloud levels
in marine air, their weight and number concentra-
tion agree in part with the assumption that each
sea-salt particle becomes a rain drop. These par-
ticles are called Giant Nuclei (GN, diameter range
1 - 20µm) or UltraGiant Nuclei (UGN, diameter
> 20µm), see Beard and Ochs (1993). It is the
purpose of this paper to present an analysis of GN
measured in marine air masses and their impact on
marine shallow cumulus convection.

2 EXPERIMENTAL

In November 2010 and April 2011 the Cloud
Aerosol Radiation and tuRbulence of Trade wInd
cumuli over BArbados (CARRIBA) field cam-
paign took place over the coastal area east of
the Caribbean Island Barbados. Measurements
were performed with the helicopter-borne payload
ACTOS (Airborne Cloud Turbulence Observation
System). The payload performed high resolution
measurements of thermodynamical and meteoro-
logical parameters (Siebert et al. 2006). A Phase
Doppler Interferometer (PDI) was installed to de-
rive microphysical cloud properties such as droplet
size and droplet velocity. The measurement range

of the PDI instrument is 1 - 180µm.
Droplets need to fulfill certain criteria to be de-
tected by the PDI instrument: they have to be
optically homogeneous at a length scale small rel-
ative to the size of the droplets and they have to
be close to spherical (Chuang et al. 2008). For cor-
rect size determination the refractive index has to
be known (for cloud drop measurements refractive
index of water). The PDI instrument is capable
to detect GN particles, since sea-salt goes into a
dissolved state at relative humidities (RH) above
approximately 80%, and once diluted only would
go back to its dry state at RHs below about 40%.
As these low RHs are unlikely to be encountered
in the marine boundary layer (MBL, lowest part of
the troposphere ranging from sea surface to about
500m in height) in the Caribbean area, it is safe
to assume that the GN are in a dissolved state.
Moreover, dissolved sea-salt particles exhibit a re-
fractive index which is relatively close to that of
water, if RH is sufficiently high.

3 RESULTS AND DISKUSSION

During the first CARRIBA campaign in 2010 the
PDI instrument was part of the measurement set-
up during 9 flights. During all these flights, it not
only detected cloud droplets, but also “droplets”
which were dispersed in the cloud-free air. Because
of their relatively small size range and the fact that
they were detected in areas with RH well below
100% (therefore consequently in absence of clouds)
and also nearby ground level, we assume that these
“droplets” are GN. In the following sections, one
measurement flight is presented and some statistics
about GN are performed using all 9 measurement
flights.
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3.1 Measurement Example: Novem-

ber 24, 2010

In Fig. 1(a) a time series of the droplet diame-
ter measured by the PDI is shown. It becomes
obvious that the droplets cover a wide range of
sizes. Moreover, two regimes can be distinguished
- marine shallow cumulus clouds (drop size range
1 - 140µm) and droplets outside of these clouds
which are assumed to be GN (smaller drop sizes
up to 30µm).
In Fig. 1(b) a histogram depicts the size distribu-
tion of the same flight with a separation into GN
detected in the MBL (here only height range 0 -
400m to ensure that measurements are performed
below cloud base, which is located at a relatively
constant height of approximately 500m) and cloud
droplets. The separation between cloudy and non-
cloudy regimes was based on a threshold in liquid
water content (LWC). If LWC exceeded a value of
0.02 gm−3 the data was regarded as in-cloud data.
Moreover, events with potential GN which were
one second before or after a cloud droplet event,
were rejected to ensure that no edges of clouds are

regarded as GN.
The drizzle tail of the size distribution of the cloud
droplets, which is a common feature of trade wind
cumuli, ranges up to 70µm (other flights show even
longer drizzle tails ranging up to 100µm). There
are only few counts of droplets with diameters of
about 130µm. This is amplified by the rather
poor counting statistics of the PDI, since it is a
single drop detection instrument and the chance
for one of the rather sparsely distributed very large
droplets to pass the measurement volume is rather
low. Therefore, it is to assume that there are also
some droplets in the size range 70 - 130µm, which
did not pass through the probe area of the PDI.
There is a kind of plateau in the size distribution
designating the highest number of drops in the size
range of 10 - 25µm, and the median diameter is
located at 15.7µm. The size distribution for the
GN in contrast, is much more narrow (1 - 25µm)
with a median diameter of 4.9µm. The number
concentrations of the GN in the MBL (not shown
here) are approximately 0.1 cm−3, i.e. about 103

times lower compared to that of the cloud droplets.

Figure 1: (a) Time series of droplet diameters for the measurement flight on November 24, 2010 and (b)
respective probability density function (PDF) for cloud droplets and marine boundary layer Giant Nuclei.



Figure 2: Time series of droplet diameters for the measurement flight on November 24, 2010 as well as flight height
and relative humidity. Only droplet data for measurements over sea are shown. Black circles highlight correlation
between RH and detection of GN.

In Fig. 2 the GN data and cloud droplet data is
shown for measurements performed only over sea
in order to avoid influence from the land. Besides
the size of the detected droplets, the flight height
and the measured RH is shown. GN (depicted in
red color) are present in the MBL as well as in the
adjacent conditionally unstable layer. Moreover, a
dependency of the GN on the RH becomes obvi-
ous - at a time of 50500 s RH decreases below 70%
and simultaneously the amount of detected GN
decreases significantly (see black circles in Fig. 2).
The dissolved sea-salt particles are in equilibrium
with the RH of the surrounding air, i.e. they de-
crease in size with a decrease in RH. At a certain
RH, which is obviously nearby 70%, the GN will
be to small to still be detectable for the PDI.

Figure 3(a) shows a vertical profile of the GN
size, as well as the potential temperature and RH
for the first ascent of the flight. A decrease in
size with increasing height is on the one hand due
to the fact that RH decreases with height as long
as measurements are performed outside of clouds.
On the other hand it might be possible that larger
GN do not get transported up to greater heights
du to their mass and thus greater terminal veloc-
ity. Moreover, an intense decrease in size occurs
at about 2200m, where RH starts to decrease
strongly. It can clearly be seen here that for RHs

below about 70% no GN are detected anymore.
The same can be seen in Fig. 3(b) where the num-
ber concentration of the GN is plotted versus the
height. Relatively heigh number concentrations
of 0.6 - 0.7 cm−3 occur between ground level and
about 1700m. Above, the concentration of GN de-
creases and reaches locally a value of 0 when RH
is as low as 55%. The observed number concen-
trations agree with former findings by Woodcock
and Gifford (1949), who found sea-salt particle
concentrations of up to 2 cm−3. Mason (2001) also
found similar concentrations but remarked, that
these values increase if the measurement threshold
is set below 1µm.

3.2 Dependency on RH and hori-

zontal wind speed

As shown in Fig. 2 and Fig. 3, there is a correla-
tion between the size and subsequently the number
concentration of the GN and RH. Wright (1940)
already stated that the visibility increased at RH
smaller 70%, because less particles dispersed in the
air grow to larger sizes and cause an extinction of
light. These observations go along quite well with
our findings (see Fig. 2, no detection of GN where
RH decreases strongly below 70% ).



Figure 3: Vertical profile of (a) diameter of the Giant Nuclei, as well as the relative humidity and potential
temperature. (b) Number concentration of Giant Nuclei (in 10s means) and the relative humidity.

In Fig. 4(a) this dependency of the number
concentration of the GN on RH is shown for all 9
measurement flights. For RH less than 60% the
number concentration is almost zero. With in-
creasing RH the number concentration increases
as well. This is due to the fact that with increas-
ing RH the GN take up more water to still be in

equilibrium with the surrounding air. Therefore,
with increasing RH more of the smallest dissolved
sea-salt particles can grow into a size range which
can be detected by the PDI.
Figure 4(b) shows the correlation between the GN
and the horizontal wind speed. The horizontal
wind speed measured by ACTOS is used and thus

Figure 4: Relationship between number concentration of GN in marine boundary layer and (a) relative
humidity and (b) horizontal wind speed.



covers the whole height range of our measure-
ment flights. For the range of 5 - 8m s−1 the num-
ber concentration of the GN increases, followed
by an almost constant number concentration of
0.35 cm−3 for 8 - 11m s−1, and a strong increase for
higher wind speeds. Woodcock (1952) also found
a strong relationship between the detected mass of
sea-salt and the horizontal wind speed. Looking at
the Beaufort wind scale, 12m s−1 belong to Beau-
fort 6 where the sea is characterized by frequent
white foam crests. At Beaufort 7 some foam from
the breaking waves is blown into streaks along with
the wind direction and a moderate amount of air-
borne spray is present. Thus, the observed increase
in GN number concentration with increasing wind
speed can be explained by a higher production of
white caps and sea spray at higher Beaufort scales.

Figure 5: Mean number concentration of large cloud drops
(lowest drop size 30µm, 35µm and 40 µm) versus mean
number concentration of GN in marine boundary layer.
The solid line shows the 1:1 line.

3.3 Relation Between GN and

Drizzle

It is assumed that there is a correlation between
the number concentration of GN and the amount
of drizzle in warm shallow cumulus clouds. GN
are expected to represent the first droplets large
enough to cause the onset of collision and coales-
cence processes and thus the production of larger
droplets having diameters above approximately
50µm. As a first outlook on this topic, Fig. 5
shows the number concentration of a fraction of
cloud droplets as a function of the number concen-
tration of GN detected in the MBL. The fraction of
cloud droplets is specified by a predefined lower size

threshold (30µm, 35µm and 40µm) and an up-
per limit defined by the measurement conditions.
The number concentration of droplets larger than
40µm resembles the one of the measured GN the
most. This could be an indication for the fact that
the amount of GN has an impact on the develop-
ment of larger droplets in warm clouds.

For further work the information on GN for each
measurement flight will be compared to simulta-
neously taken filter probes with respect to mass of
sea-salt. Also, the results from our measurements
will be used as input for a numerical model. The
goal is to examine whether the size and number
concentration of the observed GN can, under given
turbulence conditions, cause an efficient collision
and coalescence processes leading to the produc-
tion of drizzle drops and later to the formation of
rain.
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1. INTRODUCTION    
The ability of dust particles to serve as 

CCN under atmospherically relevant su-
persaturations depends on their mineralo-
gy, size, morphology, and atmospheric 
processing. Most studies to date focus on 
the soluble fraction of aerosol particles 
when describing cloud droplet nucleation, 
and overlook the interactions of the hydro-
philic insoluble fraction with water vapor. A 
new approach to include such interactions 
is presented, by combining multilayer 
Frenkel-Halsey-Hill (FHH) physical ad-
sorption isotherm and curvature (Kelvin) 
effects.  

The importance of adsorption activation 
theory (FHH-AT) is demonstrated by mea-
surements of CCN activity of mineral 
aerosols generated from clays, calcite, 
quartz, and desert soil samples from 
Northern Africa, East Asia/China, and 
Northern America. Based on the depen-
dence of critical supersaturation (Sc) with 
particle dry diameter (Ddry), it is found that 
the FHH-AT is a better framework for de-
scribing fresh (and unprocessed) dust 
CCN activity than classical Köhler theory 
(KT). Ion Chromatography (IC) measure-
ments performed on fresh regional dust 
samples indicate negligible soluble frac-
tion, further supporting FHH-AT.  

The results presented reshapes the 
conventional model of CCN activity, as it 
demonstrates that dust particles do not re-
quire deliquescent material to serve as 
atmospheric cloud nuclei. A droplet para-
meterization framework for large scale 
models that includes the new CCN activa-
tion physics is also developed and con-
strained by laboratory measurements. The 
framework is augmented to account for 
aging of dust (via deposition of hygroscop-
ic material), and included within a global 
model framework to assess the impact of 
dust on warm cloud droplet number. 

 
2. MODEL DESCREPTION 

The NASA GMI, used in this study, is a 
state-of-the-art modular 3-D chemistry and 

transport model (CTM), with the ability to 
carry out multi-year simulations for impact 
assessment studies. The detailed descrip-
tion of the framework can be found in 
Considine et al. (2005). The GMI aerosol 
model was contributed by Liu et al. (2005) 
and coupled to the GMI-CTM advection 
core. The meteorological fields used in the 
simulations were taken from the Goddard 
Institute for Space Studies version II’ 
(GISS II’) GCM which includes a slab (Q-
flux) ocean model to represent the ocean-
atmospheric coupling. The horizontal reso-
lution is 4° latitude by 5° longitude. The 
vertical resolution is 23 vertical layers. 

The concentration of particles that can 
experience hygroscopic growth, is given 
as an input from the aerosol module to the 
cloud droplet formation parameterization 
and is distributed in four aerosol types: 
fossil fuel (sulfate, organic mass, and 
black carbon), biomass burning (organic 
mass and black carbon), marine (natural 
sulfate and sea salt), and mineral dust. 
Fossil fuel, biomass burning, and marine 
aerosols are assumed to follow the KT for 
CCN activation whereas mineral dust is 
assumed to follow the “unified dust activa-
tion framework” of Kumar et al. (2011) 
based on the FHH-AT. Particles within 
each aerosol type are internally mixed and 
assumed to follow a prescribed number 
size distribution shape following the rec-
ommendations of Karydis et al. (2011). 
Parameters used by the cloud droplet for-
mation parameterization also include the 
accommodation coefficient of 0.06, the 
updraft velocity representative of typical 
stratocumulus clouds, V = 0.3 m s-1 over 
land, and V = 0.15 m s-1 over ocean, and 
“basecase” FHH adsorption parameters, 
AFHH = 2.25 and BFHH = 1.2 (Kumar et 
al. 2011). 

Calculation of CDNC is carried out in 
two conceptual steps, one involving the 
determination of the “CCN spectrum”, 
which is the number of CCN that can acti-
vate to form droplets at a certain level of 
supersaturation (Kumar et al., 2009), and 
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another one determining the maximum 
supersaturation, smax, that develops in the 
ascending cloudy parcels used to 
represent droplet formation in the GCM 
(Fountoukis and Nenes, 2005). The CDNC 
is then just the value of the CCN spectrum 
at smax. 
 
3. RESULTS AND DISCUSSION 

Figure 1 shows data (symbols) of sc as 
a function of Ddry (Koehler et al., 2009; Sul-
livan et al., 2009) for different dust types 
and individual mineral particles generated 
in the lab either with the use of a dry flui-
dized bed, or via wet atomization from an 
aqueous suspension of dust particles. The 
CCN activity data are fitted to a power law 
expression, sc = C(Ddry)

x, from which the 
‘‘experimental’’ exponent, x, is determined. 
AFHH and BFHH and the corresponding ex-
ponent, xFHH, were determined from fitting 
the FHH-AT model (Figure 1, colored 
lines) to the experimental data via least 
squares minimization. The KT fits to the 
data are expressed in terms of hygrosco-
picity, κ (Figure 1, black lines). Based on 
the dependence of Sc with particle Ddry it is 
found that the FHH-AT is a better frame-
work for describing fresh (and unpro-
cessed) dust CCN activity than classical 
KT(Kumar et al., 2009b). 
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Fig. 1. FHH adsorption activation fits 
(lines) to the observed CCN activity 
(points) for dust aerosols generated from 
clays, calcite, quartz, and desert soil sam-
ples from Northern Africa, East 
Asia/China, and Northern America. 

 
Figure 2 shows the predicted contribu-

tion of cloud droplets formed from the acti-
vation of both soluble and insoluble aero-
sols on total CDNC. Even if the 

contribution of dust to the predicted CDNC 
is not significant on a global scale, it can 
be regionally important as it can affect not 
only the local air quality but also the near-
by and long distance regions due to its 
ability to remain aloft for several days and 
travel thousands of kilometers (e.g. the 
transport of Saharan dust to the tropical 
Atlantic Ocean). The contribution of dust 
particles to the predicted CDNC on areas 
close to mineral dust sources (i.e. deserts)  
is up to 90 cm-3 (Fig. 2). Mineral dust also 
has a small contribution on the annual av-
erage predicted CDNC across the Atlantic 
Ocean, as far as the Caribbean Sea (up to 
50 cm-3). Nevertheless, this effect can be 
even more important in specific dust storm 
episodes. 
 

 
Fig. 2. Predicted annual mean mineral 
dust fractional contribution on CDNC at 
920 mb. 
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1. INTRODUCTION    
Aerosols affect properties of warm 

clouds by acting as cloud condensation 
nuclei and contributing cloud droplet num-
ber concentration (CDNC). In cirrus 
clouds, aerosols affect the concentration 
of ice crystals (ICNC) largely through their 
ability to act as ice nuclei. Within global 
models, these aerosol-cloud links are 
represented by physically-based parame-
terizations. Understanding the relative im-
portance of all parameters affecting CDNC 
and ICNC in a 3D simulation is an impor-
tant but daunting task. Inverse modeling 
by means of model adjoints is an ideal ap-
proach to accomplish this, as it efficiently 
produces gradients of CDNC and INDC to 
all model inputs with analytical accuracy 
and in a single model execution.  

We present the adjoints of the Kumar et 
al. (2009) and Barahona and Nenes 
(2010) parameterizations, which are state-
of-the-art schemes which consider cloud 
droplet and ice crystal formation within an 
ascending air parcel containing a diverse 
mixture of aerosol. The adjoints are used 
to study the effects of aerosol number and 
chemical composition, modal characteris-
tics of each population, updraft velocity, 
and particle type on CDNC and ICNC with-
in a year-long execution of the NASA 
Global Modeling Initiative (GMI) Chemical 
Transport Model (CTM) using wind fields 
generated by NASA GISS GCM Model II’. 
Seasonal, regional and global sensitivities 
presented unravel when and what is im-
portant for CDNC and ICNC. 
 

2. MODEL DESCREPTION 
The NASA GMI, used in this study, is a 

state-of-the-art modular 3-D CTM, with the 
ability to carry out multi-year simulations 
for impact assessment studies. The de-
tailed description of the framework can be 

found in Considine et al. (2005). The GMI 
aerosol model was contributed by Liu et al. 
(2005) and coupled to the GMI-CTM ad-
vection core. The meteorological fields 
used in the simulations were taken from 
the Goddard Institute for Space Studies 
version II’ (GISS II’) GCM which includes a 
slab (Q-flux) ocean model to represent the 
ocean-atmospheric coupling. The horizon-
tal resolution is 4° latitude by 5° longitude. 
The vertical resolution is 23 vertical layers. 

The predicted mass concentrations of 
aerosols from GMI are given as an input to 
the cloud droplet formation parameteriza-
tion. Aerosols are distributed in four aero-
sol types: fossil fuel (sulfate, organic 
mass, and black carbon), biomass burning 
(organic mass and black carbon), marine 
(natural sulfate and sea salt), and mineral 
dust following a prescribed in-cloud num-
ber size distribution (Karydis et al., 2011). 
Fossil fuel, biomass burning, and marine 
aerosols are assumed to follow the Köhler 
theory for CCN activation whereas mineral 
dust is assumed to follow the FHH adsorp-
tion activation theory (Kumar et al., 2009). 
Other important parameters for CDNC cal-
culations include an effective water vapor 
uptake coefficient of 0.06; FHH adsorption 
parameters, FHHA  = 2.25 and FHHB  = 
1.2; updraft velocities, V = 0.3 m s-1 over 
land, and V = 0.15 m s-1 over ocean. 

Calculation of CDNC is carried out in 
two conceptual steps, one involving the 
determination of the “CCN spectrum”, 
which is the number of CCN that can acti-
vate to form droplets at a certain level of 
supersaturation (Kumar et al., 2009), and 
another one determining the maximum 
supersaturation, smax, that develops in the 
ascending cloudy parcels used to 
represent droplet formation in the GCM 
(Fountoukis and Nenes, 2005). The CDNC 
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is then just the value of the CCN spectrum 
at smax. 

The adjoint of the cloud droplet forma-
tion parameterization efficiently deter-
mines the sensitivity of the CDNC with re-
spect to each input value (updraft velocity, 
uptake coefficient, aerosol number, hy-
groscopicity of soluble aerosol species, 
adsorption parameters of insoluble aero-
sols). After calculation of the forward mod-
el at the specified parameter values, the 
derivative of CDNC with respect to each 
intermediate variable in the code is com-
puted and passed through the augmented 
code in reverse order by applying the 
chain rule of derivative calculus.  The re-
sult is the efficient, simultaneous calcula-
tion of the local adjoint sensitivities of 
CDNC with respect to the parameteriza-
tion inputs. 
 
3. RESULTS AND DISCUSSION 

CDNC sensitivity to updraft velocity is 
low in areas where the activation fraction 
of aerosols into droplets is high (i.e. 
Southern Oceans), as most of the aero-
sols are already activated. Therefore, the 
CDNC sensitivity to updraft velocity in 
these areas is predicted to be as low as 
0.2 (Figure 1). When the activation fraction 
is low (i.e. polluted marine and continental 
environments), CDNC sensitivity to updraft 
velocity is higher, especially close to 
coasts, with values up to 1.3 over W. Eu-
rope (Figure 1). Over the continents, the 
sensitivity is larger over Eastern Asia, 
Central Europe, and Eastern North Ameri-
ca (up to 1) where the activation fraction is 
predicted to be low (between 1% and 6%). 

 

 
Fig. 1. Predicted annual mean CDNC 
sensitivity to updraft velocity for the lowest 
cloud-forming level. 
 

The sensitivity of CDNC to water uptake 
coefficient is negative and larger over the 
polluted environments of the Northern 
Hemisphere (Figures 2). The largest sen-
sitivity is predicted over the west coasts of 
Europe and North Africa (up to -
0.6).CDNC sensitivity to uptake coefficient 
is also large (~ -0.4) over Eastern Asia, 
Europe, Eastern US, as well as over the 
biomass burning areas of South America 
and Central Africa, due to the low droplet 
activation fractions. Over more pristine en-
vironments, such as the Southern Oceans, 
uptake coefficient has a lower impact on 
CDNC, (~ -0.1). 
 

 
Fig. 2. Predicted annual mean CDNC 
sensitivity to water uptake coefficient for 
the lowest cloud-forming level. 
 

The sensitivity of CDNC to anthropo-
genic aerosol concentrations is low over 
polluted areas as both the smax and the 
droplet activation fraction are low (Figure 
3). On the other hand, clean areas are 
characterized by high smax and droplet ac-
tivation fractions, resulting in large CDNC 
increases when aerosol concentration is 
increased. Consequently, GMI predicts a 
moderate influence (up to 0.2) of aerosol 
concentration on CDNC over East Asia, 
Europe, and Eastern Northern America. 
On the other hand, the sensitivity of CDNC 
to aerosol concentration is moderate along 
the polluted coasts (~ 0.4) and increases 
as we move to more pristine environments 
such as the tropical Pacific and Atlantic 
Oceans (up to 0.7). The CDNC sensitivity 
to anthropogenic aerosol concentration 
over the southern oceans is not large giv-
en that CDNC is most sensitive to sea salt, 
the main aerosol component in the area. 
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Fig. 3. Predicted annual mean CDNC 
sensitivity to anthropogenic aerosol con-
centration for the lowest cloud-forming 
level. 
 
Over areas with high aerosol load, in-
creasing the hygroscopicity of the aerosols 
will have a very small impact on CDNC 
(less than 0.1) as the tendency to increase 
the activation fraction will be compensated 
by a decrease in smax due to the increasing 
competition for water vapor. Over mod-
erately polluted areas (i.e. over north At-
lantic and Pacific Oceans) the droplet acti-
vation fraction is moderately high (∼ 15%). 
Increasing the hygroscopicity of the aero-
sols will lead to a notable increase in the 
droplet activation fraction without a com-
pensating decrease on smax as the compe-
tition for water is less intense. GMI pre-
dicts that over Atlantic and Pacific Oceans, 
the CDNC sensitivity to anthropogenic 
aerosol hygroscopicity is up to 0.4 (Fig-
ures 4). 
 

 
Fig. 4. Predicted annual mean CDNC 

sensitivity to anthropogenic aerosol hy-
groscopicity for the lowest cloud-forming 
level. 
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1. INTRODUCTION

The shape of solid and melting precipitation
particles varies significantly, leading to the
difficulty of the quantitative precipitation
estimation (QPE) from ground and
space-borne radars. In order to derive good
estimation based on the appropriate
relations, we have to understand the
microphysical processes including change
of particle shape and liquid water content.
Detailed and continuous observations of
ground precipitation particles, by combining
with radar observations, will supply a basic
data to clarify the microphysical processes.
It is also important for constructing the
Global Precipitation Measurement (GPM)
standard algorithms. We have started
three-year observations of precipitation
particles and high-resolution precipitation
intensity as part of a field experiment to
obtain a basic data for GPM algorithm. The
observations were made within the range of
a polarimetric Doppler radar. The
specifications of the observation site and
some preliminary results are described in
this manuscript.

2. BRIEF DESCRIPTION OF FIELD
EXPERIMENT

A field experiment composed of several
items is conducted in the Niigata region, a
heavy snowfall area facing the Japan Sea
(Fig. 1). This region have a lot of snowfall
and precipitating days during winter season
(Fig. 2). Moreover, a large part of the
precipitation in this region is brought under
temperature around 0 C (Yamaguchi et al.,o

2007). Hence, the Niigata region is

c
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o

be an optimal location for the effective
research observation project to acquire the
data set and knowledge on solid and
melting precipitation particles. Several
research organizations have been
conducted observations of snowfall
intensity, snowfall particles on the ground,
radar Ze, as well as related meteorological
observations during winter seasons. This

Fig. 1. Field map of the observation area.
Snow and Ice Research Center, NIED
(SIRC), Hokuriku Research Center, NARC
(HRC), Tohkamachi Experimental Station,
FFPRI (TES), and Nagaoka University of
Technology (NAUT) are the research
institutions at which snow particle
observation stations (SPOS) were installed.
Surface stations of SIRC SW-Net
(Yamaguchi et al. 2007), Nishiyama-
Yakushi (NY), Tochio-Tashiro (TT), and
Myoko-Sasagamine (MS) are also shown.
Altitude of each station is indicated after the
station name.



means that the region has the high
potential for obtaining high-quality winter
precipitation data. We conducted Intensive
observations of the field experiment in this
region in 2010/2011 and 2011/2012 winter
seasons. Observations are scheduled also
in 2012/2013 winter season.

This field experiment is composed of the
following items:
1) Automatic observations of solid

precipitation particles to obtain the
distribution of the kind, size, and fall
speed of the particles.

2) High-frequency precipitation intensity
o b s e r v a t i o n s t o o b t a i n t h e
precipitation intensity verification data.

3) X-band radar observations to obtain
horizontal and vertical changes of Ze
and mesoscale cloud system
classification using the Ze.

4) The analysis of the precipitation-
particle-type dependency of Z-R, Z-M
relationship by comparison with the
observed data.

The snowfall particle observation
stations (SPOS) were installed at four
institutions: SIRC (Seppyo-ken site), HRC
(Jo-etsu site), TES (Tokamachi site), and
NAUT (Gidai site) (See caption of Fig. 1 on
abbreviation). Other than the SPOS sites,
SR-2A was operated at some of the Snow
and Weather Observation Network
(SW-Net) stations deployed by SIRC
(Yamaguchi et al. 2007) without wind shield

fence. The RT-3/4 type JMA (Japan
Meteo ro log i ca l Agency ) s tanda rd
raingauges with attached wind shield were
operated at SIRC, HRC, and TES. The
observation elements, sampling volumes,
resolutions of these faci l i t ies are
summarized in Table 1.

The data obtained by the Falling Snow
Observatory (FSO, Ishizaka et al. 2004)
and an X-band polarimetric Doppler radar
(X-POL, Iwanami et al. 1996) will be used
for comparison with the data obtained by
SPOS observations. All SPOS sites and
SW-Net stations locate within or near the
observation area of the X-band radar XPOL
installed at SIRC (Fig. 1). The arrangement
of the SPOS sites and SW-Net stations
cover from coastal to mountainous areas
and enable us to carry out surface
observations of various snowfall in the
X-POL observation range.

3. SPECIFICATIONS OF SPOS

An SPOS is composed of a PARSIVEL
(OTT Hydromet GmbH) for observations of
precipitation particltes of item 1, an SR-2A
(Tamura Seppyo Keisoku Laboratory) for
high-frequency precipitation intensity
observations of item2, a Web camera
system (Panasonic BB-HCM581 and an
LED lamp) for monitoring of snow accretion
on PARSIVEL and SR-2A, and wind shield
fence. Photographs of the Tokamachi

Table 1. Sampling area size and resolution of
snow particle observation facilities used in
this study.

Facility /
sampling Element Resolution
area size

SPOS
PARSIVEL particle size 0.2 to 25 mm
W30 x 32 classes

-1D180 mm fall speed 0.2 to 20 ms2
32 classes

SPOS, SW-Net
SR-2A / precipitation 0.0052 mm
14000 mm intensity2

HRC, TES, SIRC, SW-Net
RT-3,4 / precipitation 0.5 mm
38000 mm amount2

SIRC
FSO / particle size 0.25 mm-1W160 x fall speed 0.03 ms

2D200 mm

Fig. 2. Seasonal maximum snow depth and
ratio of days of precipitation > 0.5 mm at
SIRC.



SPOS site is shown in Fig. 3.
A comparison of SR-2A and RT-4 is

shown in Fig. 4. It is apparent that high size
and time resolution of SR-2A (Table 1) is
more suitable for the comparison with
PARSIVEL and radar data.

A 2-dimensional histogram of falling

snow particle spanned by particle diameter
and falling velocity is obtained in 1-minute
intervals by PARSIVEL. An example of time
series of accumulated histogram is shown
in Fig. 5. The shape of 2-d histogram at
0700-0800 JST indicates rain. Large
particles with low falling speed gradually
dominated hour by hour, and finally,
particles with falling speed about 1-1.5
ms , indicating snow aggregates,-1

dominated at 1100-1200 JST. The time
series clearly indicate the change from rain
to solid precipitation. Temperature at 0700

Fig. 3. Tokamachi SPOS site installed in
the observation field of TES. PARSIVEL
and SR-2A is set up in a 5-meter high wind
shield (left panel). They are monitored by a
Web camera with an LED lamp for lighting
(right upper panel). These facilities are
controlled by PCs in a observation hut (right
middle panel). They are connected by
protected cables of 50 meters long (right
lower panel).

Fig. 4. Sample data obtained by a SR-2A
at Jo-etsu SPOS site (HRC) and the JMA
operational RT-3 data (Takada, a station
close to HRC.)

Fig. 5. An example of hourly 2-dimensional histogram of precipitation particles obtained by a
PARSIVEL at Seppyo-ken SPOS site. Particle count during 1 hour ending at the time
indicated on the top of each panel is shown. Note that bin intervals are variable through
observation range.



JST and 1000 JST were 2.6 C and 0.2 C,o o

respectively. Relative humidity was more
than 90% from 0700 JST to 1300 JST.
Hourly precipitation amount from 1.5 mm to
8.0 mm were recorded. These suggest that
the precipitation was wet snow after 1000
JST and consistent with PARSIVEL
observations. Ishizaka et al. (2010) pointed
out that a PARSIVEL has a negative bias in
the measured particle size distribution. It
may be caused by the small sampling
volume of a PARSIVEL. We are developing
a database for correction of PARSIVEL
data using FSO observations.

It is important to eliminate data including
errors caused by snow accretion to the
observation facilities. An SPOS site has a
Web camera which views the facilities and

wind shield fence from above. Monitoring
images in 10-minute intervals (Fig. 6) are
automatically recorded. These images are
used for checking snow accretion on the
facilities and the wind shield fence. The
LED lamp is turned on for 24 hours, as it
can be dark when it snows heavily even in
the daytime. The whole site works by a
single 100V/15A power supply, and are
battery backuped.

4. EXAMPLE OF 10-MINUTE INTERVAL
DATA AT TOKAMACHI SITE

We made a comparison of data observed at
Tokamachi SPOS site (200 m above mean
sea level) during 11-20 January 2011. Daily
mean temperature of this period was often
below 0 C suggesting that mosto

precipitation was in solid phase. We used
the SPOS data and temperature observed
by TES. The interval of observed data was
1 minute. Ten-minute mean or sum was
calculated using these data. The number of
10-minute interval data was 1440. A
10-minute mean diameter D and fallingFC
velocity V weighted by water flux of eachFC
particle was derived from 2-dimensional
(size and falling velocity) particle histogram
obtained by PARSIVEL in 1-minute
intervals using the method of Ishizaka et al.
(2012).

A nearby grid point of X-POL polar
coordinate at elevation of 1.9 was selectedo

for comparison considering beam blocking.
Ze was observed by X-POL radar in
10-minute intervals. The distance between
this point and Tokamachi SPOS site was

Fig. 6. Example of monitoring images of
the Tokamachi SPOS site.

Fig. 7. Comparison of precipitation intensity measured by SR-2A (abscissa) and that derived
from PARSIVEL observation (ordinate). An algorithm of Ishizaka et al. (2012) was used to
derive precipitation intensity from particle diameter and falling speed (left panel). That derived
by built-in algorithm is also shown (right panel).



1056 m in altitude and 2.34 km in horizontal
distance in a direction of 289 . The grido

point was located upwind of the Tokamachi
SPOS site. The beam width of X-POL is
1.16 , that is, the radar beam spread in ao

width of about 700 m at a distance of 34.4
km between TES and X-POL.

The method of Ishizaka et al. (2012)
yielded precipitation intensity from
PARSIVEL 2-dimensional particle histogram
larger than SR-2A measurement by 5% in
average. The coefficient of determination
was more than 0.9 (Fig. 7). The intensity of
PARSIVEL built-in output was much larger
and the coefficient of determination was
lower (Fig. 7). In this case, the method of
Ishizaka calculated more accurate solid
precipitation intensity from particle
histogram data.

PARSIVEL data was also compared with
radar Ze. Precipitation particles in this
period were mainly composed of snow
aggregates and graupel was mixed only
partially (Fig. 8a). Small particles with
diameter less than 3 mm was dominated in

part of the period. A parameter named
Aerodynamical Riming and Melting Index
(ARMI) was def ined to descr ibe
conveniently the characteristics of a

FCprecipitation particle expressed using D
and V .FC 0.5ARMI = V / DFC FC
When D >3 mm, ARMI in ranges ofFC
approximately 0.1-0.5, 1-2, and 2-4
correspond to, respect ively, snow
aggregates, graupel, and rain. The data of
current analysis show ARMI of 0.1-0.5
corresponding to the particles dominated by
snow aggregates. No ARMI >1, that
corresponds to graupel, was found when
D >3 mm (Fig. 8b).FC

Rasmussen et al. (2003) showed that
the Ze-R relations of solid precipitation can
be expressed by Ze=aR . Modifying this1.67

equation yields
A = dB(Ze) - 16.7log(R) .

Figure 8c is a scatterplot of A and ARMI. If
these two variables showed a good
relationship, We can derive a variable Ze-R
relat ionship of sol id and melt ing

Fig. 8. Scatterplot of (a) D and V , (b) D and ARMI, and (c)(d) ARMI and A. Colors inFC FC FC -1 -1(d) indicates precipitation intensity measured by SR-2A: 0-1 mm hour (gray), 1-2 mm hour
(blue), 2-3 mm hour (green), 3-4 mm hour (red), and >4 mm hour (open circle). See text-1 -1 -1

for abbreviations.



precipitation using ARMI as a parameter.
However, Fig. 8c does not indicate a clear
relationship. Magnifying a part of Fig. 8c
with dots colored by precipitation intensity
(Fig. 8d), it was indicated that A became
smaller as the precipitation intensity was
larger. To derive good Ze-R relations, it is
necessary to analyze variable A using
much larger amount of data.

5. CONCLUDING REMARKS

Four SPOS observation sites were
constructed at HRC, TES, NAUT and SIRC
within the observation range of an X-band
polarimetric Doppler radar, X-POL. An
SPOS is composed of a PARSIVEL, an
SR-2A, a Web camera, an LED lamp and
wind shield fence. Size- and falling-velocity-
distribution of snow particles, and
high-resolution snowfall intensity were
measured automatically.

A preliminary analysis using 10-day data
was conducted. Weighted-mean diameter
D and falling velocity V was calculatedFC FC
from 2-dimensional (size and falling
velocity) particle histogram obtained by
PARSIVEL using an algorithm developed
by Ishizaka et al. (2012). Precipitation
intensity R calculated using the sameFC
algorithm showed 5% larger values
compared with SR-2A intensity in average.
The R was much closer to the SR-2AFC
direct measurement than precipitation
intensity of facility built-in output. A
parameter ARMI was defined to describe
conveniently the characteristics of a
precipitation particle. The effect of ARMI on
the Ze-R relation was examined, though,
clear relationship was not found in the
preliminary analysis.

It is expected that this research supply
the fundamental data on parameter setup in
the development of the GPM standard
algorithms, and that the data can be used
for the algorithm verification. The results
also have important meaning in providing
correct snowfall data with respects to
quality and to quantity to the snow and ice
disaster occurrence prediction. This
research can cont r ibu te towards
establishment of the ground-based
quantitative precipitation estimation in the
winter seasons.
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1 INTRODUCTION

Turbulent entrainment and mixing between a
cloud and clear air from its immediate environ-
ment is an important processes affecting macro-
physical (e.g., cloud depth) and microphysical
(e.g., spectrum of cloud droplets) properties of
boundary layer clouds such as the shallow tropi-
cal cumulus and subtropical stratocumulus. (e.q.,
Warner, 1973; Siebesma, 2003, among many oth-
ers). Entrainment of clear unsaturated air leads
to evaporation of cloud water with associated
cooling affecting cloud buoyancy field and lead-
ing to buoyancy reversal (e.g., Grabowski, 1993).
However, entrainment-related evaporation and
cooling do not happen instantaneously because
turbulent mixing involves stirring and gradual fila-
mentation of cloudy and cloud-free volumes down
to the microscale homogenization scale. In this
process, spatial scales of scalar fields (the tem-
perature, moisture, and cloud water) decrease
as time progresses due to the development of
smaller and smaller eddies, and the microscale
homogenization (i.e., evaporation of cloud water)
takes place once scales close to the Batchelor and
Kolmogorov scales are reached (e.g., Jensen and
Baker, 1989; Grabowski, 1993; Malinowski and
Zawadzki, 1993; Andrejczuk et al., 2004, 2006).
Scales at which microscale homogenization oc-
curs in clouds are much smaller than the typi-
cal gridlength of a large eddy simulation (LES)
cloud model (below 1 cm versus tens or hundreds
of meters). It follows that the homogenization
is significantly delayed in nature, but there is no
representation of this subgrid-scale process in tra-

∗Correspondence to: Dorota Jarecka, Pasteura 7,
02-093 Warsaw, Poland. E-mail: dorota@igf.fuw.edu.pl

ditional LES models.

As entrainment and mixing leads to the re-
duction of the liquid water content (LWC), the
additional issue is whether the evaporation of
cloud droplets results in the reduction of only
the droplet size (as in the homogeneous mix-
ing), only the droplet concentration (as in the ex-
tremely inhomogeneous mixing), or both the con-
centration and the size (as in the inhomogeneous
mixing). This paper extends an approach for
modeling subgrid-scale processes associated with
entrainment and mixing proposed in Grabowski
(2007) and Jarecka et al. (2009). In Grabowski
(2007) and Jarecka et al. (2009), the discussion
was limited to the bulk representation of cloud
microphysics. Here, the approach is extended to
the double-moment bulk microphysics scheme of
Morrison and Grabowski (2007, 2008) to locally
predict the homogeneity of mixing.

2 DELAY OF CLOUD EVAPORATION DUE
TO THE TURBULENT MIXING

The standard thermodynamic grid-averaged
equations for the 2-moment bulk advection-
diffusion-condensation problem are as fol-
lows (Morrison and Grabowski, 2007):

∂θ

∂t
+

1

ρo
∇·(ρouθ) =

(
∂θ

∂t

)
act

+
Lvθe
cpTe

C+Dθ

∂qv
∂t

+
1

ρa
∇·[ρaqvu] =

(
∂qv
∂t

)
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− C +Dqv

∂qc
∂t

+
1

ρa
∇·[ρa (u− Vqck) qc] =

(
∂qc
∂t

)
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+ C +Dqc

∂Nc
∂t

+
1

ρa
∇·[ρa (u−VNck)Nc] =

(
∂Nc
∂t

)
act

+

(
∂Nc
∂t

)
evap

+DNc

(1)



where θ, qv, qc and Nc are the potential tem-
perature, the water vapor mixing ratio, the cloud
water mixing ratio, and the cloud droplets num-
ber concentration, respectively; ρo(z) is the base
state density profile; VN/q is the number-/mass-
weighted mean particle fall speed; θe(z) and
Te(z) are the environmental potential tempera-
ture and temperature profiles; u is the wind ve-
locity vector; Lv and cp denote the latent heat of
condensation and specific heat at constant pres-
sure, respectively; C is the condensation rate;
(∂Nc/∂t)evap is the source term that describes
changes of the cloud droplets number concentra-
tion due to the evaporation; (∂ ∗ /∂t)act are the
source terms representing activation/deactivation
of cloud condensation nuclei (CCN); and D terms
represent subgrid-scale turbulent transport terms.

To simulate the entrainment-related delay of
cloud water evaporation, Grabowski (2007) and
Jarecka et al. (2009) suggested a relatively simple
approach by including two additional variables:
the scale (or width) of a filament λ, which charac-
terizes the progress of turbulent stirring (Broad-
well and Breidenthal, 1982; Jensen and Baker,
1989) and the fraction of the gridbox containing
cloudy air β. The evolution of λ is supposed to
represent the progress of subgrid-scale turbulent
mixing toward the microscale homogenization
(e.g., Broadwell and Breidenthal, 1982; Jensen
and Baker, 1989). Local values of the cloudy-air
fraction β are affected by resolved advection and
subgrid-scale diffusion, and by the subgrid-scale
homogenization. When extended into the multi-
dimensional framework and written in the conser-
vative (flux) form, the equation for λ and β are:

∂λ

∂t
+

1

ρo
∇ · (ρouλ) = −γ(ελ)1/3 + Sλ +Dλ

∂β

∂t
+

1

ρo
∇ · (ρouβ) = Sβ +Dβ (2)

where the first term on the right-hand side of
first equation describes the decrease of λ as the
turbulent mixing progresses [ε is the local dissi-
pation rate of the turbulent kinetic energy (TKE)
and γ ∼ 1 is a nondimensional parameter taken
as γ = 1.8; (see Grabowski, 2007; Jarecka et al.,
2009)], Sλ, Sβ are the source/sink terms, and
Dλ, Dβ are the subgrid transport terms. The
source/sink terms Sλ and Sβ consider three pro-
cesses that affect the scale λ and the cloudy-
air fraction β: (a) initial formation of a cloudy

volume due to grid-scale condensation, (b) re-
moval of a cloudy volume due to complete evap-
oration of cloud water, and (c) homogenization
of a cloudy volume. A uniform cloudy gridbox
is characterized by λ = Λ and β = 1, where
Λ ≡ (∆x ∆y ∆z)1/3 (∆x, ∆y, ∆z are model
gridlength in x, y, and z direction, respectively).
A cloud-free gridbox has λ = 0 and β = 0. It fol-
lows that the source/sink term Sλ resets the cur-
rent value of λ to Λ in cases (a) and (c), or resets
λ to 0 in the case (b). Similarly, the source/sink
term Sβ resets the current value of β to 1 in
cases (a) and (c), or resets β to 0 in the case
(b). Microscale homogenization of a cloudy grid-
box is assumed once the scale predicted by eq. 2
falls bellow the threshold value λ0 taken as 1 mm
(note that λ0 = 1 cm was used in Grabowski
(2007) and Jarecka et al. (2009)).

Adding to the model new variables λ and β
allows representing the chain of events charac-
terizing turbulent mixing and to include a corre-
sponding delay of evaporation in the model. In
the bulk λ − β model discussed in Jarecka et al.
(2009) and in Grabowski (2007), the evaporation
of cloud water due to the turbulent mixing was de-
layed until the predicted filament scale λ reached
the scale of molecular homogenization λ0. How-
ever, one might anticipate a gradual increase of
the evaporation as the scale of λ0 is approached
instead of an abrupt transition from zero to finite
evaporation. This is supported by simulations us-
ing the DNS approach (Andrejczuk et al., 2004,
2006, 2009) and simulations using the linear eddy
model (e.g., Krueger, 1993; Krueger et al., 1997,
S. Krueger, personal communication). This is
also consistent with a heuristic argument that,
during the turbulent stirring, complete evapora-
tion of cloud droplets is anticipated near the edges
of the filaments, while droplets away from the
interface should not experience any evaporation
at all (except due to resolved vertical motions).
To include a gradual increase on the evapora-
tion due to the turbulent mixing, we postulate
that the amount of cloud water ∆q∗c that evap-
orates at the filament edges is a fraction of the
cloud water mixing ratio ∆qc that would evap-
orate during model time step in the traditional
model, that is, when the microphysical adjust-
ment is applied without any subgrid-scale consid-
erations (i.e., applying model-predicted values of
θ, qv, qc, and Nc). Heuristic arguments following



ideas discussed in Sreenivasan et al. (1989); Mali-
nowski and Zawadzki (1993) and considering the
increase of the surface area of the cloud-clear air
interface during turbulent stirring suggest that:

∆q∗c =
λ0
λ

∆qc (3)

As expected, eq. 3 implies almost no evapo-
ration when λ >> λ0 and the correct evapora-
tion ∆q∗c → ∆qc when λ → λ0. Note that the
above considerations apply only for gridpoints af-
fected by the entrainment and mixing, that is,
when ∆qc < 0 and λ0 < λ < Λ.

The key differences between traditional cloud
models and the model with delayed entrainment-
related evaporation of cloud droplets are illus-
trated in Figure 1.

cloud

dry air
cloud 

or 
dry air

cloud 
or 

dry air

mixing
 process

traditional
 model

new 
model

t0 t1 t2 t3

λ0 < λ < Λ λ0 = λ < Λ

Figure 1: Evaporation of cloud water as a result of
turbulent mixing between cloudy and cloud-free grid-
boxes. The horizontal axis represents time. The two
gridboxes are shown on the left hand side of the figure,
at time t0. During a model time step, from t0 to t1,
parametrized turbulent mixing creates a gridbox con-
taining both cloudy and cloud-free air. The traditional
model immediately homogenizes the gridbox, resulting
in either a saturated and cloudy or subsaturated and
cloud-free gridbox at time t1. In the modified model,
homogenization is only possible once turbulent stirring
reduces the filament width λ from the initial value ∼ Λ
to the value corresponding to the microscale homoge-
nization λ0. This process may take several model time
steps. Before homogenization, the condensation rate
is calculated using eq. 3.

3 DROPLET SPECTRUM CHANGES DUE TO
THE TURBULENT MIXING

Mixing of cloud air with dry environmental air
changes also the spectrum of cloud droplets. In
general, microscale homogenization may result in
the reduction of only the mean droplet size with-

out changing the number of droplets. This is typ-
ically referred to as the homogeneous mixing. In
contrast, the size may remain unchanged and only
the number of droplets may be reduced. This is
the extremely inhomogeneous mixing. In prac-
tice, both the size and the number of droplets
may change as a result of the microscale homog-
enization.

On theoretical grounds, homogeneity of mixing
depends on the relative magnitude of the time
scales for droplet evaporation and turbulent ho-
mogenization. If the turbulent homogenization
time scale is much shorter than the droplet evap-
oration time scale, the subsaturated air dilute the
cloud fast enough that all droplets experience the
same subsaturated conditions. In that situation
sizes of all droplets decrease, so the homogeneous
mixing is thought to take place. In the opposite
limit, when the droplet evaporation time scale is
much shorter than the turbulent homogenization
time scale, droplets which are in the vicinity of the
subsaturated air evaporate so fast that there is no
time to uniformly dilute the cloudy air. In that
case only some droplets evaporate completely and
the rest does not experience any change, so the
extremely inhomogeneous mixing is thought to
take place.

In the Morrison and Grabowski (2008)
double-moment scheme, the mixing sce-
nario is determined by a single parameter
α. This parameter is used to calculate the
final droplet concentration after entrain-
ment and turbulent mixing according to:

Nf
c = N i

c

(
qfc
qic

)α
(4)

where Nf
c is the final droplet concentration after

microphysical adjustment due to the evaporation,
N i
c is the droplet concentration after advection

and turbulent mixing (i.e., the initial value for the

microphysical adjustment), and qic and qfc are the
initial and final cloud water mixing ratios (i.e.,
before and after the microphysical adjustment).
Note that, in the Morrison and Grabowski
(2008) scheme, the microphysical adjustment
of the cloud water mixing ratio qc takes place
before adjusting Nc, and it is dictated by the
predicted supersaturation and characteristics of
the cloud droplet population (i.e., the droplet



concentration and size). Thus, qic and qfc in
eq. 4 are already known, and eq. 4 predicts the
corresponding microphysical adjustment of the
droplet concentration Nc once α is known. The
parameter α varies from 0 for the case of the
homogeneous mixing (i.e., no change to Nc) to
1 for the extremely inhomogeneous mixing (i.e.,
when Nc changes in the same proportion as qc
and thus the mean volume radius remains un-
changed). In simulations presented in Morrison
and Grabowski (2008), α could only be assumed
constant in space and time during the simulation.
The same applies to simulations discussed in
Slawinska et al. (2012).

To predict the local value of α, we take advan-
tage of the direct numerical simulations (DNS)
results reported in Andrejczuk et al. (2009). An-
drejczuk et al. (2009) performed 72 simulations
of decaying moist turbulence mimicking turbulent
mixing and microscale homogenization of cloudy
and clear air using detailed (bin) microphysics.
They analyzed DNS results in terms of the in-
stantaneous change of microphysical characteris-
tics versus the ratio between the turbulent mix-
ing and droplet evaporation time scales, τmix and
τevap respectively. The change in the microphysi-
cal characteristics was measured by the slope δ of
the line depicting the evolution of the total num-
ber of droplets plotted against the mean volume
radius cubed, both normalized by the initial val-
ues, the r − N diagram, applied in Andrejczuk
et al. (2004, 2006). In this diagram, the homo-
geneous mixing corresponds to the horizontal line
(i.e., changing droplet size without changing the
number of droplets; δ = 0). The vertical line (re-
duction of the number of droplets without chang-
ing the size; δ → ∞) implies extremely inhomo-
geneous mixing. The simulations suggested ap-
proximately one-to-one relationship between the
ratio of the two time scales and the slope of the
mixing line, that is, δ ∼ τmix/τevap (see Fig. 2 in
Andrejczuk et al. (2009)).

The slope δ is related to the parameter α in
eq. 4. Since qc ∼ Nc r

3, eq. 4 implies that
Nc ∼ (r3)α/(1−α). It follows that the slope
δ ≡ dNc/d(r3) equals α/(1− α) which leads to

α =
δ

1 + δ
(5)

The turbulent homogenization time scale is

calculated following Andrejczuk et al. (2009) as

τmix = λ/u(λ) (6)

where u(λ) is the characteristic velocity at
spatial scale equal to the filament scale λ. It
can be related to the model-predicted TKE as

u(λ) = (TKE)1/2(λ/Λ)1/3 (7)

This relationship assumes inertial range
scaling for subgrid-scale turbulence and con-
siders TKE to be dominated by the eddies
of scale Λ [i.e., u(Λ) ∼ (TKE)1/2]. The
droplet evaporation time scale is estimated as

τevap =
r2

A (1−RHd)
(8)

where r is the mean volume radius of cloud
droplets (predicted by the double-moment
microphysics scheme), RHd is the relative
humidity of the cloud-free portion of the grid-
box, and A ≈ 10−10 m2s−1 is the constant in
the droplet diffusional growth equation (i.e.,
dr/dt = AS/r, where S = RH − 1 is the
supersaturation). RHd can be estimated using
the mean (model-predicted) relative humidity of
a gridbox RH, and assuming that RH = 1 for
the cloudy part of the gridbox. These lead to

RHd =
RH − β

1− β (9)

Once the values of the two time scales are de-
rived, their ratio provides a prediction of the slope
δ using the relationship suggested in Andrejczuk
et al. (2009), and the parameter α can be cal-
culated from eq. 5 and subsequently applied in
eq. 4.

4 APPLICATION OF THE LES MODEL TO
THE STRATOCUMULUS CASE

The subgrid-scale microphysics model described
above was included in the anelastic semi-
Lagrangian /Eulerian cloud model EULAG doc-



umented in Smolarkiewicz and Margolin (1997;
model dynamics), Grabowski and Smolarkiewicz
(1996; model thermodynamics), and Margolin et
al. (1999; subgrid-scale turbulent mixing). The
double-moment microphysics scheme of Morrison
and Grabowski (2007, 2008) was recently added
to the model; simulations using the scheme and
prescribed values of the parameter α were re-
ported in Slawinska et al. (2012). Eulerian ver-
sion of the model is used. For simulations of
the stratocumulus case data from the EUCAARI-
IMPACT were used (Kulmala et al., 2011). Model
initial profiles were derived from the aircraft data
taken during flight on May 15th (RF51). Com-
putational domain was 6.4×6.4 km2 in the hori-
zontal (with periodic lateral boundary conditions)
and 3 km deep. The gridlength was 50 m in the
horizontal and 20 m in the vertical. All simula-
tions were run for 6 hrs and data from last 3 hrs
are used in the analysis.
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Figure 2: Vertical cross section through selected
cloud fields. Cloud boundaries are marked with the
dash contour of qc = 0.01g/kg. The colored points
mark the local values of the α parameter in places
where model predicts cloud evaporation due to the
turbulent mixing.

Figure 2 shows the vertical cross section
through selected cloud fields. There is a layer of
shallow cumuli beneath the stratocumulus grow-
ing into the stratocumulus deck. Similar double-

layer structure seemed to be present in aircraft
observations (not shown). The colored points
mark the local values of the α parameter in places
where model predicts cloud evaporation due to
the turbulent mixing. There is significant number
of points where evaporation occurs in the cumu-
lus cloud layer with the α parameter values close
to 1, implying mixing close to extremely inhomo-
geneous. In the stratocumulus layer, mixing oc-
curs mostly near the top of the cloud, and broad
spectrum of mixing scenarios is predicted by the
model.
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Figure 3: CFAD of the values of the α parame-
ter. Profiles of mean values is shown using red line.
Blue line shows the percentage of points at one do-
main level, where model predict evaporation due to
the turbulent mixing and calculate the values of the α
parameter.

Figure 3 shows the contoured frequency by al-
titude diagram (CFAD) of values of the α param-
eter that defines the mixing scenario. The figure
highlights wide range of mixing scenarios that oc-
curs in simulated clouds, especially near the top
of the stratocumulus layer and in the lower part
of the cumulus layer.

More extensive analysis of the model results
will be presented at the meeting. We will try
to explain the behavior of the α values and the
mixing scenarios in the simulated clouds.

ACKNOWLEDGEMENTS

IMPACT data were provided by CNRM Meteo-
France (Fred Burnet, Bruno Piguet and Vincent
Puygrenier). Authors would like to thank all peo-
ple involved in the EUCAARI-IMPACT campaign.



In addition, the lead author thanks Andrzej Wys-
zogrodzki and Joanna Slawinska for their assis-
tance with the EULAG model and the double-
moment microphysics scheme.

This work was done within the European Union
6 FP IP EUCAARI (European Integrated Project
on Aerosol Cloud Climate and Air Quality Inter-
actions) No. 036833-2 and the Polish MNiSW
grant 396/6/PR UE/2007/7. Additional support
was provided by the Polish MNiSW grant N N307
128038, the NOAA grant NA08OAR4310543,
DOE ARM grant DE-FG02-08ER64574, and by
the NSF Science and Technology Center for
Multi-Scale Modeling of Atmospheric Processes
(CMMAP), managed by Colorado State Univer-
sity under cooperative agreement ATM-0425247.
Computer time was provided by NSF MRI Grant
CNS-0421498, NSF MRI Grant CNS-0420873,
NSF MRI Grant CNS-0420985, NSF sponsorship
of the National Center for Atmospheric Research,
the University of Colorado, and a grant from the
IBM Shared University Research (SUR) program.

References

Andrejczuk, M., Grabowski, W. W., Malinowski,
S. P., and Smolarkiewicz, P. K.: Numerical
Simulation of CloudClear Air Interfacial Mix-
ing, Journal of the Atmospheric Sciences, 61,
1726–1739, 2004.

Andrejczuk, M., Grabowski, W. W., Malinowski,
S. P., and Smolarkiewicz, P. K.: Numerical
Simulation of CloudClear Air Interfacial Mix-
ing: Effects on Cloud Microphysics, Journal
of the Atmospheric Sciences, 63, 3204–3225,
2006.

Andrejczuk, M., Grabowski, W. W., Malinowski,
S. P., and Smolarkiewicz, P. K.: Numerical
Simulation of CloudClear Air Interfacial Mix-
ing: Homogeneous versus Inhomogeneous Mix-
ing, Journal of the Atmospheric Sciences, 66,
2493–2500, 2009.

Broadwell, J. E. and Breidenthal, R. E.: A simple
model of mixing and chemical reaction in a tur-
bulent shear layer, Journal of Fluid Mechanics,
125, 397–410, 1982.

Grabowski, W. W.: Cumulus entrainment, fine-
scale mixing, and buoyancy reversal, Quarterly

Journal of the Royal Meteorological Society,
119, 935–956, 1993.

Grabowski, W. W.: Representation of Turbulent
Mixing and Buoyancy Reversal in Bulk Cloud
Models, Journal of the Atmospheric Sciences,
64, 3666–3680, 2007.

Jarecka, D., Grabowski, W. W., and Pawlowska,
H.: Modeling of Subgrid-Scale Mixing in Large-
Eddy Simulation of Shallow Convection, Jour-
nal of the Atmospheric Sciences, 66, 2125–
2133, 2009.

Jensen, J. B. and Baker, M. B.: A Simple Model
of Droplet Spectral Evolution during Turbulent
Mixing, Journal of the Atmospheric Sciences,
46, 2812–2829, 1989.

Krueger, S. K.: Linear Eddy Modeling of Entrain-
ment and Mixing in Stratus Clouds, Journal
of the Atmospheric Sciences, 50, 3078–3090,
1993.

Krueger, S. K., Su, C.-W., and McMurtry, P. A.:
Modeling Entrainment and Finescale Mixing in
Cumulus Clouds, Journal of the Atmospheric
Sciences, 54, 2697–2712, 1997.

Kulmala, M., Asmi, A., Lappalainen, H. K.,
Baltensperger, U., Brenguier, J.-L., Facchini,
M. C., Hansson, H.-C., Hov, Ø., O’Dowd,
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1. INTRODUCTION 

Indirect effect of aerosol particles is the 

largest source of uncertainty when 

predictions about future climate are made 

(IPCC, 2007). The indirect effect 

originates from the ability of particles to 

act as cloud condensation nuclei (CCN). 

As human activities have increased the 

CCN number concentration, more and 

smaller droplets are formed. This leads to 

Twomey effect: higher cloud albedo and 

increased reflection of solar radiation 

(Twomey, 1977). Another consequence is 

the Albrecht effect: since droplets are 

smaller, precipitation development is 

weaker and clouds are more persistent 

(Albrecht, 1989). 

To reduce the uncertainty in the 

estimation of the indirect effect, the 

process of CCN activating into cloud 

droplets must be understood in more 

detail. It is already known that size and 

chemical composition are the most 

important particle properties affecting 

cloud droplet activation (Dusek et al. 

2006). The effect of CCN size on cloud 

droplet activation is already well-known 

but the knowledge about the role of 

chemical composition is still lacking and 

more experimental observations are 

necessary to improve the level of 

understanding. 

 

2. MEASUREMENT SITE 

The Puijo station was established in 

summer 2006 by the Finnish Meteorological 

Institute and the University of Kuopio (now 

University of Eastern Finland) and since 

then it has provided continuous data on 

aerosol-cloud interactions. The station 

resides on the top floor of the Puijo 

observation tower (62°54’32’’ N, 27°39’19’’ 

E, 306 m above sea level, 224 m above the 

surrounding lake level), which is located in 

the city of Kuopio (97000 inhabitants), in a 

semi-urban environment. An overview of the 

station and the surrounding area can be 

found in Leskinen et al. (2009). The top of 

the tower is covered by cloud about 15 % of 

the time, offering perfect conditions for 

studying aerosol-cloud interactions. Besides 

the normal measurements, also several 

intensive measurement campaigns with a 

wider measurement setup (Puijo Cloud 

Experiments, PuCE), have been arranged 

during autumns, when the occurrence of 

clouds is most frequent. 

 

3. INSTRUMENTATION 

At Puijo station, aerosol measurements are 

performed with a special twin-inlet setup 

(total and interstitial inlets). Total inlet has a 

cutoff size of approximately 40 µm and it is 



heated. When the tower is covered in 

cloud, this inlet samples both cloud 

droplets and unactivated, interstitial 

aerosol particles. Water from the droplets 

evaporates because of the heating, 

leaving only the core particles. This way it 

is possible to observe the aerosol size 

distribution as it would be outside of the 

cloud. Interstitial inlet has a PM1 impactor 

to prevent cloud droplets from entering the 

sampling line. When a cloud is present, 

this inlet samples only the interstitial 

aerosol. Between the main sampling lines 

and measurement equipment is a valve 

system which is used to switch 

measurement devices between the 

sampling lines in six-minute intervals. 

Aerosol particle size distribution from 7 to 

800 nm is measured with a twin 

differential mobility particle sizer (DMPS) 

which is connected to the twin inlet 

system. By comparing the size 

distributions from total and interstitial 

inlets, it is possible to observe size 

dependent cloud droplet activation of 

particles. 

Cloud droplets are observed with a cloud 

droplet probe (CDP, Droplet Measurement 

Technologies) which is mounted on the 

roof of the tower. CDP measures cloud 

droplet size distribution in the size range 

of 3-50 µm. As the device is located only a 

few meters away from the aerosol inlets, it 

is possible to compare the cloud droplet 

data with the aerosol data from the DMPS 

(Portin et al. 2009). Droplet data can be 

also used to calculate cloud liquid water 

content (LWC). Other continuous 

measurements at Puijo include scattering 

and absorption of aerosols, particulate 

matter, basic weather parameters 

including vertical wind component and 

concentration of some climatically relevant 

gases (NOx, SO2, O3, CO2, CH4).  

During PuCE 2011 campaign, the station 

was equipped with some additional 

measurement devices. Aerosol chemical 

composition was observed with aerosol mass 

spectrometer (AMS) and Single Particle Soot 

Photometer (SP-2). These were both 

connected to the twin inlet setup, providing 

data about the effect of particle chemical 

composition on cloud droplet activation. 

Other instruments included Hygroscopic 

Tandem Differential Mobility Analyzer 

(HTDMA) for particle hygroscopicity 

measurements. Potential CCN in different 

supersaturations were measured with two 

CCN counters (CCNC). The other CCNC was 

operated with a Differential Mobility Analyzer 

(DMA) to obtain size selected CCN spectra. 

 

4. DATA PROCESSING 

The results presented here are from the 

latest measurement campaign (PuCE 2011). 

During this campaign, 20 cloud events were 

observed, providing in total 105 hours of 

cloud data. A cloud event is considered to 

take place when the visibility drops below 200 

meters. We also remove rainy cloud events, 

since rain drops remove unactivated aerosol 

particles and would disturb activation 

calculations. As a limit for rain, we use rain 

intensity of 0.2 mm/h. One more limiting 

factor is temperature: the CDP has a 

tendency to freeze when temperature drops 

below 0 °C, so we only consider data with 

temperature above this limit. After leaving out 

all rainy and low-temperature observations, 

we still have 70 hours of cloud data. 

 

5. RESULTS 

An example of the particle size distribution 

and size-dependent activation data during a 

cloud event is shown in figure 1. A 

pronounced accumulation mode can be seen 

in the size distribution observed from the total 

line around 200 nm, whereas data from 

interstitial line shows that this mode has in 

large part activated into cloud droplets. 



Activated fraction of particles as a function 

of size is shown in figure 2. Also shown is 

the diameter where 50% of particles are 

activated, D50. In this case D50 is 135 nm. 

This is somewhat smaller than the 

average D50 during PuCE 2011, 164 nm. 

 

 

Figure 1. Average size distributions for 

total and interstitial aerosol observed with 

the DMPS during a cloud event taking 

place on 23th of October. Also shown is 

the average size distribution of activated 

particles (total-interstitial). 

 

 

Figure 2. Average activated fraction of 

particles as a function of particle diameter 

during a cloud event taking place on 23th 

of October. Also shown is the diameter of 

50% activation, D50. 

 

The use of AMS together with the twin-

inlet system provides interesting data 

about how different chemical constituents 

behave in cloud droplet activation. In 

figure 3 a time series of activated fraction 

of chemical components measured by the 

AMS is shown. This time period included a 

long, almost continuous cloud event, which 

started around 9 a.m. on 22nd of October 

lasting until 5 a.m. on 24th of October. The 

starting and ending times can be seen clearly 

from the activated fractions. Two clearer 

periods, in the evening of 22th and in the 

afternoon of 23th of October, can also be 

spotted as the activated fractions drop. When 

looking at the behaviour of different 

components, it seems that ammonium is 

most hygroscopic, with on average 70% in 

the activated fraction. However, it is possible 

that this high fraction is caused by the 

partitioning of ammonia from gas to cloud 

droplets. From the other constituents, 

organics are somewhat hydrophobic with an 

average fraction of 44%. Sulphate and nitrate 

fall between ammonium and organics, (both 

57%). 

Future work with PuCE 2011 data will include 

a more detailed analysis of DMPS, CDP and 

AMS data, to find out how particle 

concentration, size distribution and chemical 

composition affect the properties of the cloud 

droplet population. Also vertical wind speed, 

HTDMA and CCNC data will be included in 

the analysis. 

 

 

Figure 3. Activated fraction of chemical 

components measured by the AMS during a 

cloud event between 22th and 24th of 

October. 

 



REFERENCES 

Albrecht, B.A., 1989. Aerosols, cloud 

microphysics, and fractional cloudiness. 

Science, 245, 1227-1230. 

Dusek, U., Frank, G.P., Hildebrandt, L., 

Curtius, J., Schneider, J., Walter, S., 

Chand, D., Drewnick, F., Hings, S., Jung, 

D., Borrmann, S., Andreae, M.O., 2006. 

Science, 312, 1375-1378. 

IPCC 2007. Climate change 2007: The 

physical science basis. Intergovernmental 

panel on Climate Change, Cambridge 

University Press, New York. 

Leskinen, A., Portin, H., Komppula, M., 

Miettinen, P., Arola, A., Lihavainen, H., 

Hatakka, J., Laaksonen, A., Lehtinen, 

K.E.J., 2009. Overview of the research 

activities and results at Puijo semi-urban 

measurement station. Boreal Environment 

Research 14, 576-590. 

Portin, H., Komppula, M., Leskinen, A., 

Romakkaniemi, S., Laaksonen, A., Lehtinen, 

K.E.J., 2009. Observations of aerosol-cloud 

interactions at Puijo semi-urban 

measurement station. Boreal Environment 

Research 14, 641-653. 

Twomey, S., 1977. The influence of pollution 

on the shortwave albedo of clouds. Journal of 

the Atmospheric sciences, 34, 1149-1152.

 



COLD SEASON PRECIPITATION ON THE TERRITORY OF VERHNIAYA VOLGA 
DURING THE LAST 25 YEARS 

 
Bezrukova, N.A .1, Е.А. Stulov1, V.V. Sokolov2, О.V. Nikitina2 

 
  1Central Aerological Observatory, Dolgoprudny, Moscow Region, 141700  

2”Nizhegorodsky CHMS-R”, Roshydromet Department of the Volga Federal District, Russia 
 

 
1.  INTRODUCTION 
  

Weather data for Nizhniy Novgorod and 
Kirov area from observational stations of 
Roshydromet Department of the Volga 
Federal District (VFD) for the period 1986-
2009/10 have been analyzed to get the 
statistics of winter slipperiness events that 
endanger traffic. The number of road 
accidents during glaze and rime events, 
compared with the overall number, 
increases by 13 to16 % [3-5]. A technique 
has been developed to forecast glaze and 
rime formation on the road. Model climatic 
road charts have been constructed for the 
regions concerned. Using an executable 
code, standard Roshydromet network 
weather data has been analyzed to reveal 
the conditions leading to road slipperiness in 
winter. All the cases of slipperiness 
occurrence within the period concerned 
have been considered. The research fulfilled 
confirmed the tendency for winter warming 
in the region. During the last 25 years, the 
mean annual air temperature has been 
progressively growing mainly due to the 
increase of mean monthly temperatures in 
cold season.  

  
2.  RESEARCH REGION AND DATA 
 
2.1. Weather network, motor roads, and 
initial data 
 
The model climatic road chart of Nizhniy 
Novgorod Region builds upon the 1986-
2009 weather observations on the VFD 
network. The Nizhniy Novgorod Center for 
Hydrometeorological Service (Nizhegorodsky 
CHMS-R) collected climatology and weather 
data from 
__________________________ 
Corresponding author’s address: Natalia A.Bezrukova, 
CAO, 3 Pervomayskaya Str., Dolgoprudny, Moscow 
Region, 141700, Russia. E-Mail: 
nataly_bez@yahoo.com 

 
18 ground stations in Nizhniy Novgorod 
Region and 20 ground stations in Kirov 
Region for the cold seasons of 1986-
2009/10 and fulfilled data processing for 24-
hour periods and standard weather 
observation times. Two e-databanks have 
been compiled to constitute a basis for the 
development of the climatic road model: 
Databank for routine weather observations 
(00, 03, 06, 09, 12 etc.) and Databank for 
diurnal data (processed 24-hour 
observations).   
  
3. ROAD CLIMATOLOGY FOR THE 
CURRENT ENVIRONMENT CONDITIONS 
CHARACTERIZED BY INCREASED COLD 
SEASON TEMPERATURES 
 

 
 

A map of motor roads for Nizhniy Novgorod Region. 
www.glavtransno.ru/ 
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3.1. Cold season temperatures increasing  
 

The air temperature changes observed at 
the VFD stations have been analyzed and 
compared with the mean climatic data 
(Fig. 1). 

 

     

 
 

Fig. 1. Mean diurnal temperature increase in 
winter for 1993-2007 compared with the 1881-
1990 mean climatic data [7].  

 

Fig. 2 displays a linear approximation of the 
mean monthly temperatures for Lukoyanov 
station in the period from 1961 to 2009.  

 
 

Fig.2. Mean monthly temperatures at Lukoyanov 
weather station in January. 

 

During this 47-year period, the 
temperature increased from -14 to -7 °С. 
During  the  period 1993-2007,  the  linear  

 
mean monthly temperature approximation 
for January exhibited a rise by 2°С, from -9 
to -7 °С, with average temperature at 
Lukoyanov station reaching a record mean   
-3°С value in January 2007, which is more 
like sites 300-400 km southward. This 
warming resulted in generally larger air 
moisture content in cold period, and thus in 
higher relative humidity and more frequent 
occurrence of precipitation, and slipperiness 
on motor roads in particular. 

 
3.2. Winter air temperatures tending to 
pass over 0°С mark more frequently 

 
It is but natural that with such a temperature 
record for January (Fig. 2), air temperatures 
at Lukoyanov station  pass over 0°С much 
more often than in the early 1990s, to say 
nothing of the 1960s when such instances 
were only occasional. 
 

  
 
 
Fig.3. Mean frequency of temperature passes 
over 0°С toward negative temperatures 
depending on mean monthly temperatures at 5 
stations: Arzamas, Kirov, Nizhniy Novgorod, Saransk, 
Cheboksary (1993 – 2007). 

 

During three winter months in 1993-2007 
period, air temperature in Nizhniy Novgorod 
passed over 0°С mark 12 times with the 
melting and freezing on road surface, which 
led to as frequent glazed frost formation. 
Within this period, air temperature in Nizhniy 
Novgorod Region in January was observed 
to pass over 0°С oftener, by 25-30% on 
average.  The dependence of the number of 
temperature passes over 0°С on mean 
monthly temperature is established (Fig. 3), 
which is of practical use to planning road 
maintenance operations in this region. 



Fig.4.  Dynamics of the mean monthly temperatures of cold period (Kirov, 1986-2010).
  
November (almost by 5 0С).  In February, 
the temperature decreased a little. So, the 
period of continuously observed negative 
temperatures shifted to the second half of 
November. 

The mean monthly temperature dynamics 
during the cold months of 1986-2010 is 
presented in Fig. 4. Apparently, during the 
period from October to January including, 
the mean temperatures increased by 2-5 0С. 
The largest increase was observed in  



3.3. Cold season   precipitation   increasing 
 
Precipitation amount has been increasing 

with the variation of its mean monthlies 
decreasing each year since 1999. Hence 
more frequent hazardous packed snow 
events on the roads are observed. They are 
little dependent on local conditions, and 
generally cover large territories. Short-term 
warmings lead to snow melting and the 
formation of holes, thus ruining the 
pavement. Fig. 5 shows a linear 
approximation of the temperature variation 
in January for the period 1961-2009 at 
Lukoyanov weather station and a gradual 
increase of precipitation amount.  
 

 
 

Fig.5. Precipitation variation for January in 
Lukoyanov station (Nizhniy Novgorod Region). 
 

In Kirov Region, most weather stations 
report increased precipitation amount for the 
last two and a half decades (Fig. 6). This is 
observed in the north, the center, and 
southwest of the region, while in the 
southeast of the region (Vyatskie Polyany 
station), a small precipitation decrease is 
observed.  

In November, December, January, and 
March, precipitation tends to increase over 
the last 24 years (Fig. 7). However, in 
February and October, a small precipitation 
decrease is observed. The most notable 
precipitation increase by approximately 25% 
over the last 50 years occurs in January   
(Fig.8). 90% of precipitation during three 
winter months (December, January, and 
February) and 67-75% during November 
and March occur at mean diurnal 
temperatures below 0°С. April and October 
account for about 20% of the total monthly 
precipitation at negative temperatures.  

 

Fig.6. Mean monthly precipitation (mm) in winter 
for 1986-2010 (blue) compared with the 1921-
1980 mean climatic data [7] (violet). 

 



 

Fig.7. Dynamics of the mean monthly precipitation for cold period. (Kirov, 1986-2010).



 
Fig. 8. Precipitation increase in January. Kumeny station (Kirov Region, 1966-2009) 

 
3.4. Glaze and rime frequency increasing 
  
 Despite the disagreement between 
different authors on the tendencies in the 
occurrence of hazardous phenomena on the 
territory of the Russian Federation [1 , 2], it is 
commonly recognized that in Nizhniy 
Novgorod Region as well as in Ivanov and 
Vladimir Regions, Udmurtia, Chuvashia, and 
Krasnoyarsk Territory, the frequency of such 
hazardous events has been increasing. 
Fig. 9. presents the frequency of hazardous 
glaze and rime events for the last 14 years 
(by code CN-01). 

 

 
Fig. 9.The total number of glaze events by Code 
CN-01 for 18 stationsVFD for the period 1993-2007. 

Most exposed to atmospheric icing are 
territories such as the steep downwind banks  
of the Volga, the highlands south and 
southeast of Arzamas, and Cheboksary 
Reservoir environs. One of the practically 
important regional climatic features directly 
affecting road conditions is the statistics of 
atmospheric icing and glaze and rime 
phenomena we designate in accordance with 
International Weather Code CN-01:  24, 48, 
49, 56, 57, 66, 67, 791.  

Most frequently, atmospheric icing is 
observed in Cheboksary and Lukoyanov, 
with less frequent icing events in Kirov, 
Nizhniy Novgorod, Voskresenskoye, 
Saransk, and Semenov. Table 1 shows the 
mean cold season frequency of glaze and 
rime events for Kirov and Nizhniy Novgorog 
Regions. Motor road sections with the 
highest frequency of icing are specially 
indicated on the climatic road charts. 
Southeast Route R-158 ‘Nizhniy Novgorod – 
Saransk’ [6] is given as an example. The 
route lies across the territory very frequently 
exposed to glaze and rime (Fig.10). 

                                                 
1 24– freezing drizzle or rain между сроками наблюдений (гололед);  

48 – transparent fog with rime deposition;  
49 – dense fog with rime deposition;  
56 – light freezing drizzle (glaze);  
57 – moderate or heavy freezing drizzle (glaze);  
66 –light freezing rain (glaze)  
67  – moderate or heavy freezing rain (glaze  );
79  – ice rain                                                   



Table 1a. Mean cold season frequency of glaze   
events for Nizhniy Novgorod Region (1986-2010) 

       

 
№ Station 24 48 49 56 57 66 67 79 Σ 
1 Arzamas 0.2 0.1 2.5 0.5 0 0.5 -- 0.1 4 

2 Bolshoe Boldino 0.8 0.9 3.8 2.2 0.2 0.4 0 0.1 8.5 

3 Voskresenskoe 1 0.9 2.3 4.2 0.2 1 0.3 0.2 10.1 

4 Vetluga 0.4 0 0.1 3.2 0.2 0.9 0 0.2 5 

5 Viksa 0.3 0.5 1 2 -- 1 -- 0.1 4.8 

6 Gorodets 0.8 0.5 1 2.7 0.2 0.5 0.2 0.3 6.2 

7 Dalnee Konstantinovo 0.5 -- 1.2 1.8 0 0.5 -- -- 4 

8 Dzerzhisk 0 0.1 0 0.1 0.1 -- -- 0.3 0.7 

9 Krasnie Baki 1.1 1.1 8.3 8 0.6 0.8 0 0.1 20.1

10 Lukoyanov 0.5 0.2 2 2.1 0.2 0.6 0 0.4 6 

11 Liskovo 1.3 0.3 2.8 5 0.1 0.9 0 0.3 10.7

12 Nizhniy Novgorod 0.2 -- -- 1.1 -- 0.4 0 0.1 1.8 

13 Pavlovo 0.7 0 0.5 2.9 0.1 1 0 0.3 5.5 

14 Saransk 0.1 0.8 1.6 5.3 0.4 1.5 0.3 0.1 10.1

15 Semenov 1 1.1 1.7 5.9 0.6 1 0.3 0.1 11.9

16 Sergach 0.2 -- 0.3 0.1 0.2 0.1 -- 0.1 1 

17 Cheboksary 1.1 1 5.8 7.7 0.5 1.5 0 0.1 17.8

18 Shahunia 0.5 0.9 2 5.3 0.1 0.7 -- 0.4 10 

 
 

  Table 1b. Mean cold season frequency of glaze events  
               for Kirov Region (1986-2010)

 

 
Fig. 10. Relief, m (upper) and total number of glaze events for VFD stations (for cold seasons 1993-
2007) along the Regional Road No 158 (down).

№ Station 24 48 49 56 57 66 67 79 Σ 

1 Belaya Holunitsa 0,5 0,04 0 0,9 0 0,2 0 0,1 1,7 

2 Verhneshimezhe 0,1 0,04 1,1 1,4 0,2 0,1 0 0,5 3,4 

3 Vyatskie Poliani 0,4 1,9  11 1,7 0,04 0,6 0,04 0,1 15,7 

4 Darovskoe 1,3 0,2 0,8 2,8 0,2 2,5 0,1 0,04 8,0 

5 Kilmez 0,6 1,0 3,2 4,7 1,3 1,3 0,1 0,1 12,3 

6 Kirs 1,2 0,3 0,7 9,7 0,04 1,0 0 0,1 13,0 

7 Kotelnich 0,5 0,04 3,5 0,5 0,04 1,2 0 0 5,6 

8 Kumeny 0,4 0,04 1,4 0,8 0 0,5 0,2 0,04 3,4 

9 Lalsk 0,7 0 0 4,3 0,2 0,5 0,04 0,1 5,8 

10 Murashi 0,4 0,2 1,5 1,5 0,2 0,3 0 0 4,1 

11 Nagorskoe 0,5 0,5 1,2 1,6 0,1 1,5 0 0 5,4 

12 Nolinsk 1,2 0,4 0,5 8,7 0,3 2,9 0 0,3 14,3 

13 Oparino 2,4 0,2 0,1 10 0,1 1,0 0,04 0,1 13,9 

14 Sanchursk 1,1 2,3 1,6 5 0,6 0,3 0 0,3 11,2 

15 Uni 1,5 0,2 1,7 6,5 0,4 0,2 0,1 0,2 10,8 

16 Urzhum 0.7 1,1   4,2 5,5 0,1 1,1 0,1 0,1 13,0 

17 Falenki 0,2 0,3 2,5 0,8 0,2 0,3 0 0,04 4,3 

18 Shabalino 0,2 0,1 2,3 1,7 0 0,7 0,04 0 5,1 

19 Yaransk 0,5 1,1 3,3 1,3 0 1,2 0 0 7,4 

20 Kirov 1.5 0,7 1,6 8.2 0,1 0.5 0 0.3 1.8



4. RESUME 
 
 Observational data from ground-based 
weather network stations for the last 25 
years are analyzed. A climatic statistical 
model of Verhniaya Volga area, 
exemplified by Nizhniy Novgorod and 
Kirov Regions, is compiled. Basic trends in 
cold season’s weather parameters in 
these Regions are established, which 
testify to enhanced occurrence of glaze 
and rime events.  
 Ground observations during 47 years, 
from 1961 till 2007, and further on till 
2010, show a maximum temperature rise 
from -14°C to -7°C at some of the stations. 
This rise resulted in generally higher air 
moisture content in cold seasons, higher 
relative humidity, and enhanced 
precipitation. During cold seasons 
(November, December, January, and 
March) precipitation tends to increase over 
the last 24 years. However, in February 
and October, a small precipitation 
decrease is observed. The frequency of 
hazardous events - slipperiness and icing 
of buildings and transport structures, as 
well as electric power lines – has 
increased.  
 These trends are clearly demonstrated 
by observations at the ground network 
stations. Now, the number of temperature 
passes over 0°C in January is on average 
larger by 25-30%.The dependence of this 
number on mean monthly temperature is 
obtained, which is also of practical 
importance. Now, air temperature in winter 
varies within the range of higher values, 
up to those above 0°C, and very often 
around 0°C when precipitation phase 
changes. Rising air temperature is 
followed by a growing number of passes 
over 0°C of the temperature of 
infrastructure elements.  
 Despite the opposite views of different 
authors on the tendencies in weather 
hazard occurrence across the territory of 
the Russian Federation, it is commonly 
recognized that in the Regions of Nizhniy 
Novgorod and Kirov, Ivanovo, Vladimir, 
and in some other territories the number of 
weather hazards, including those related 
with icing, is definitely increasing. 
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1. INTRODUCTION 
 
In 2008, November 21st-24th, the eastern 
portion of the Santa Catarina (SC) state in 
southern Brazil was subject to an extreme 
event of rain that lasted four days. 
Accumulated precipitation was ~ 700 mm, 
daily rain reached 280 mm and the total 
monthly rain was up to 1000 mm (INPE, 
2009).  

Beyond the serious social and economical 
consequences of this huge amount of 
precipitation, a surprising fact was the 
weak ability of models operational in Brazil 
by that time to forecast correctly the 
magnitude of the event. ETA model 
forecast indicated precipitation amount up 
to 200 mm for the period 20-24/november, 
as shown in Figure 1. 

 

Figure 1: ETA model operational forecast (top) for 
total precipitation between 20-24/nov/2012.  

From the synoptic point of view, the driver 
for this event was a stationary high 
pressure in the South Atlantic that 
advected very humid air masses from the 
ocean to the continent. Because the 
topography of the area is characterized by 
a mountain range following the coastline, 
the combination of these two facts 
resulted in very efficient formation of warm 
clouds with tops below 5000 m and 

precipitation due to the forced lifting of quasi-
saturated air-masses from the ocean. 

 

Figure 2: observed precipitation derived by 
pluviometers between 21-24/November/2008.  

Another important feature of this event was 
that the 700 mm of rain did not precipitated in 
one or two storms. Instead, it was 
characterized by mid size but constant storm 
intensity. In Figure 3 it is shown the time 
series of the precipitation rate.  

Hourly precipitation rate at Indaial, 

SC, at 22nov2008

Time (LT)

Hourly precipitation rate at Indaial, 

SC, at 22nov2008

Time (LT)

 

Figure 3: hourly mean precipitation observed at the city of 
Indaial, which is close to the maximum observed accumulated 
precipitation.  

2. OBJECTIVE 

The objective of this study was to investigate 
the ability of numerical models in correctly 
forecast events like this with respect to storm 
size and time-integrated volume of 
precipitation. In particular we tested how 
effective is the increase in spatial resolution 
(both in horizontal and vertical directions), 
different resolutions of topography, and the 



employment of full microphysics for 
resolution about 2 km.  

3. METHODOLOGY 

The model employed in this study was the 
BRAMS Model (Brazilian developments on 
the Regional Atmospheric Modeling 
System) (Freitas et al., 2009), which is a 
tropicalized version of the RAMS Model 
(Pielke et al., 1992). The microphysics 
component is as described in Meyers et 
al. (1997).  

Two kinds of simulations were performed. 
The first kind (type C simulation) focused 
on less vertical resolution and 2 nested 
grids with resolution 20km and 5km. First 
and second grids accounted, respectively, 
with 50 x 60 and 102 x 154 grid points. 
Grell convective parameterization (Grell 
and Dévényi, 2002) was turned on(off) for 
grid 1(2). First level in the vertical 
coordinate started with 120 m, with a 
vertical grid stretch ratio of 1.2 (maximum 

∆z = 1000m), in a total of 32 levels (top at 
21 km). This configuration is more 
representative of the upper operational 
limit of most forecast centers, and we 
aimed to provide a somehow “control” 
configuration.  

The second type of simulation (type F 
simulation) employed finer vertical 
resolution, (first level of 60, vertical 

stretching ratio of 1.15 (maximum ∆z = 
1000 m) and 37 levels (top at 18 km)). 
Simulations were performed with 1, 2 and 
3 nested grids. Resolution was, 
respectively 40km, 10km and 2.5km.  

We made different combinations with 
respect to topography and cumulus 
parameterization. One case was the “F1” 
simulation, where it was employed 
gradually enhanced topography. Thus, 
1st/2nd/3rd grid were set to 10km/1km/200m 
topography, respectively. As an opposite 
case “F2” simulation was set to 10km 
resolution for topography in spite that grid 
points were smaller than it. The objective 
was to investigate the actual role of 
resolution of topography in the final 
results.  

Cumulus parameterization (CP) was 
always turned “on” in the 1st (40km) and 

“off” in the 3rd (2.5km) grids. Three 
simulations were performed with respect to 
the effect CP “on” and “off” in the 2nd grid. In 
two of these cases simulation was performed 
only with 2 grids, and the third case we run 3 
grids with CP “off” in the second grid to test 
whether it could affect the ability of 
microphysics module of the model in 
correctly generate rain in the 3rd grid. A fourth 
simulation, with CP “on” in 1st and 2nd grid 
and with 3 grids could not be run due to 
numerical instabilities generated during the 
run.  

Simulation type C F1/F2 

Simulated period 19nov2008_00Z 26nov2008_00Z 

Number of  grids 1, 2 1, 2, 3 

Grid points (per grid) 
50 x 60 

102 x 154 

150 x 150 
102 x 154 
200 x 200 

Spatial resolution 
(per grid) 

20 km, 5 km 
40 km, 10 km, 

2.5 km 

 

Vertical resol.: ∆Z0, 

dZ ratio, ∆Zmax, nlevels) 

 
100 m, 1.2, 
1000m, 32 

 
60 m, 1.15, 
500 m, 37 

Time step 50s, 10s 50,12.5, 2.5 

Topography resol. 10 km, 1 km 
F1: 10km/1km/200m 
F2: 10km for all grids 

 
Flag of cumulus 
parameterization 

 
On/off 

 
2 grids: on/off 

and on/on 
3 grids: on/off/off 

 
Input from borders 

 
NCEP 

reanalysis 

 
NCEP  

Reanalysis 

   

Table 1: Configurations of the performed simulations. 
Type C (S) corresponds to Coarse (Fine) vertical 
resolution. Type F simulations can be separated in F1 
type, with 10 km coarse topography for all grids, and 
F2, with finer topography for higher spatial resolution.  
 

Bulk microphysics in BRAMS (and also in 
RAMS) is not grid selective, i.e., the same 
configurations apply to all grids. However, it 
is expected that it become more sensible at 
higher resolution (~5 km and less). In our 
case we employed the most prognostic as 
possible settings for microphysics. It means 
that starting from a fixed number of Cloud 
Condensation Nuclei (CCN) the model is able 
to calculate prognostic size and number 
distributions of liquid and ice phase 
hydrometeors, as well as mixing ratios 
(Meyers et al., 1997).  



A general view of the simulations settings 
is shown in Table 1. 
 

4. RESULTS 
 
In Figure 4 it is shown the total 
precipitation for the entire simulated 
period. It is possible to see that type C 
simulations presented good agreement 
(Figures 4a and 4b). A good agreement 
was also achieved by type F simulation 
with 1 single grid. On the other hand, type 
F simulations with 2 and 3 grids reduced 
the total precipitation field in the target 
area, i.e. the SC state. Instead of it, is 
shifted the maximum precipitation to 
northern portions of the coast, and almost 
vanished precipitation in the SC coast.  

This is an unexpected result, since it is 
expected that cloud mechanisms should 
be better represented with models working 
under higher spatial – specially vertical - 
resolution.  

In Figure 5 it is shown the average field of 
cloud water mixing ratio in several heights 
for the 3rd grid in F1 and F2 simulations. It 
is possible to see that the model was able 
to create a cloud field over the target 
region. However, it is possible to see that 
most of cloud water was over the ocean, 
and not over the continent. It shows that 
not only the rain formation was harmed 
but also the cloud formation over the 
expected area.  

Figure 6 shows vertical profiles of the 
different simulations. Relative humidity is 
shown in the first column. Simulation type 
C (1st line) shows a saturated profile from 
ground up to 3500 m, which means that 
model could represent very well the actual 
humidity profile that occurred during the 
target period.  

5. DISCUSSION  

The objective of this study was to figure 
out the reason for the fail in the correct 
forecast of this extreme event. The initial 
hypothesis was that the enhancement of 
spatial resolution – both in horizontal and 
vertical directions – would be enough to 
improve the representation of this 
convective event.  

The results showed that a two-grids 

simulation, with inner grid resolution with ∆x = 

∆y = 5km and ∆z0 = 100m represented the 
precipitation field much better than a three-

grid simulation, with ∆x = ∆y = 2.5km and ∆z0 
= 60m.  
In fact, type C simulations resulted in a 
reasonable uniform precipitation field over 
the SC state coast line, as shown in Figures 
4a (1ST grid) and 4b (2nd grid).  Beyond that, 
type C simulations also correctly assigned 
the location of maximum accumulated 
precipitation, which is in the northern portion 
of the coast, around lat = -27S and lon = -
49W as can be seen in the observed 
precipitation field (Figure 2). Further, it 
resulted in weekly precipitation volume up to 
500 mm, which is quite close to the observed 
maximum.  

The precipitation fields for type F simulation 
are displayed in Figures 4c-4f. The simulation 
with one grid (4c) agreed quite well with 
observed precipitation field presenting 
precipitation maxima up to 270 mm. It is also 
similar to the type C/1st grid simulation both in 
terms of spatial distribution and total 
precipitation.  

Precipitation for the type F simulations with 
higher resolution is showed in figures 4d (2 
grids) and 4e/f (3 grids). It is promptly 
realized that total precipitation is significantly 
reduced in the two cases.  

With respect to the 2-grids simulation (Figure 
4d) it is important to highlight that cumulus 
parameterization was activated, as well as 
microphysics. A possible explanation for this 
reduction in precipitation is the fact that CP is 
designed to work better in more coarse 
resolutions. In fact, the 2nd grid in the 2-grid 
simulation was set to 10km resolution. 
Several modeling studies have shown that 
the domain within the 1 – 10 km range is not 
ideal neither to CP or microphysics.  

The same fields for the 3-grid simulations are 
shown in figures 4d-4f. The differences in 
these simulations are only due to the different 
resolution in the topography, which is finer 
(200m) in figure 4f.  

Surprisingly, it did not improve the 
precipitation field. When compared to the 2-
grid simulation, it was reduced even more.  



A important feature of these 3-grid 
simulations is that CP was “off” in the 2nd 
grid, and possibly caused some influence 
in the 3rd grid yielding this low amount of 
rain. This hypothesis will be tested in a 
future simulation with CP “on” in 1st and 
2nd grids.  

All these observations are corroborated by 
the modeled vertical profiles, which are 
shown in Figure 6 for the location of the 
maximum measured precipitation (lat = 
27S; lon = 49W). The first figures on the 
left correspond to relative humidity (RH).  
The first RH profile shows that the mean 
atmosphere was almost all the time 
saturated up to 4000m, which agrees with 
observational data like those ones shown 
in Figure 3, i.e., weak but constant rain. In 
the next plot (type F, 2nd grid) the profile is 
also saturated but reducing above 2000m. 
The scenario goes in the same direction 
for type F/3-grids/3rd grid profiles, which 
presented high RH but not saturated 
profiles. It means that microphysics 
module was unable to generate clouds.  

The same analysis holds for the 2nd 
column plots (rainwater). With respect to 
rain efficiency (defined as the ratio 
rainwater/totalwater) the profiles are very 
similar, but it does not implicate in higher 
precipitation once total water was 
significantly smaller in type F cases. Snow 
profile (last column) was quite similar in all 
profiles.  

6. CONCLUSION 

This study investigated the effect of 
different settings of BRAMS regional 
model in its ability to correct forecast an 
extreme precipitation event in the Santa 
Catarina state in Brazil. Different 
resolutions were tested as grid point size, 
topography and selective activation of 
cumulus parameterizations in different 
grids. The results showed that higher 
resolution was not sufficient to improve the 
prediction in precipitation fields. 
Apparently the disabled cumulus 
parameterization in 2nd grid (type F 
simulation) induced a significant reduction 
in the 3rd grid ability to predict 
precipitation. Further simulations have to 
be performed to test this hypothesis.  
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Figure 4: total surface precipitation at the end of each simulation type: (a) type C, one grid simulation (b) C, two grids 2, 
(c) F, one grid, (d) F, two grid, with cumulus parameterization (e) and (f) F, three grids, with difference in topography 
resolution being 10 km for all grids in (e), and 10km/1km/200m in (f). 
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Figure 5: Average cloud mixing ratio fields at different heights for the entire simulated period fot type, 3

rd
 grid simulation. 

Plots at left (F1) and right (F2) sides differ by the topography resolution, as described in Table 1.  
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Figure 6: vertical profiles at Blumenau for the performed simulations. From left to right, plots correspond to Relative 
Humidity (RH), rain droplets mixing ratio (g/m

3
), rain efficiency [rain/(cloud+rain)], and snow content (g/m

3
).  
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ABSTRACT 
 

A sol-gel transition is proposed here as a 

mechanism that forms the large droplets that are 

needed to trigger warm rain development in 

cumulus clouds. Warm rain in natural clouds is 

produced by the collision and coalescence of small 

droplets. By using a collection kernel enhanced by 

turbulence and a stochastic simulation method, the 

formation of a runaway droplet is modeled through 

the turbulent collection process.  The model results 

show that the sol–gel transition (also called gelation) 

leads to the formation of a droplet with mass 

comparable to the mass of the initial system. The 

time when the sol-gel transition occurs is estimated 

with a Monte Carlo method when the parameter ρ 

(the ratio of the standard deviation for the largest 

droplet mass over all the realizations to the 

averaged value) reaches its maximum value.  

Moreover, we show that without turbulence, the sol-

gel transition will not occur.  In the context of 

theoretical cloud microphysics, gelation can be 

interpreted as the formation of the “lucky droplet” 

that grows at a much faster rate than the rest of the 

droplet population and subsequently becomes the 

embryo for raindrops.   

 

1. INTRODUCTION 
 

The formation process of large droplets, that 

triggers the production of rain in warm cumulus 

clouds, is one of the open problems in cloud 

physics. Various mechanisms have been proposed 

in the past (Pruppacher and Klett, 1997); however, 

there are still major gaps in our understanding of the 

rapid growth of cloud droplets across the size range 

of diameters from 10 to 50 μm. Some hypotheses 

explain the formation of these large droplets by 

enhanced condensation of water vapor molecules 

onto droplet embryos (Khain et al., 2000). Other 



  

 

studies describe droplet coalescence as the 

important factor governing the evolution of the 

droplet spectrum at the early stages of cloud 

development, mainly by two mechanisms: i) the 

collision of large droplets growing on giant and ultra-

giant nuclei and ii) the self-broadening of the droplet 

spectrum by collisions between cloud droplets. 

Regarding this second mechanism, it has been 

emphasized by experimental (Vohl et al., 1999) and 

theoretical studies (Pinsky et al.; 1999, 2000) that 

there is a significant acceleration of droplet growth 

rate by collisions in a turbulent flow, with collision 

efficiencies that can be up to 10 times larger than in 

the pure gravity case.  

In this contribution we will focus on a model for the 

growth of cloud droplets by this second mechanism, 

i.e. turbulent collision-coalescence at an early stage 

of cloud development. We will show that this model 

reveals the sol-gel (defined below) transition and the 

formation of runaway droplets. 

The kinetic collection or coagulation equation 

(hereafter KCE) has long been used to model the 

time evolution of droplet size distributions due to 

collection events. The discrete variant of this 

equation has the form (Pruppacher and Klett, 1997): 




 
i-1

j=1 j=1

N(i,t) 1
= K(i-j,j)N(i-j)N(j)-N(i) K(i,j)N(j)

t 2
   (1) 

where N(i,t) is the average number of droplets with 

mass xi, and K(i,j) is the coagulation kernel related 

to the probability of coalescence of two drops of 

masses xi and xj.  In Eq. 1, the time rate of change 

of the average number of droplets with mass xi is 

determined as the difference between two terms: 

the first that describes the average rate of 

production of droplets of mass xi due to coalescence 

between pairs of drops whose masses add up to 

mass xi, and the second that describes the average 

rate of depletion of droplets with mass xi due to their 

collisions and coalescence with other droplets. 

The collection process is stochastic in nature and 

therefore more accurately described by the master 

equation for the joint probability distribution 

1 2( , ,..., ,..., )kP n n n t  where 1 2( , ,..., ,...) kn n n n  at 

time t. This equation has the form (Bayewitz et al., 

1974): 
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The KCE can be obtained from Eq. 2 by taking the 

mean value of nk : 

( ; )k k

n

n n P n t                        (3) 

and assuming (Bayewitz et al., 1974) 

that i j i jn n n n .  In general, the average 

spectrum obtained from Eq. 1, and the ensemble 

averages spectrum obtained over different 

realizations of the stochastic collection process, are 

different.  The solution to the KCE and the expected 

values calculated from the stochastic Eq. 2 are 

equal only if the covariances are omitted from the 

probabilistic model, as shown in Bayewitz et al., 

(1974) and Tanaka and Nakazawa (1993). When 

this condition is fulfilled, the deterministic solution 

provided by Eq. 1 corresponds to the average value 

of nk over many realizations. 

The first moment of the distribution of N(i,t) 

corresponds to the total mass (M1) in the system 

and the second moment (M2), defined as  

2

2

1

( ) ( , )



dN

i

i

M t x N i t                 (4) 

(where Nd is the number of drop categories or sizes 

of the discrete distribution) may become undefined, 

when the initial number of particles is small, or if 

K(i,j) increases sufficiently rapidly with xi and xj.  In 

that case, the total mass of the system starts to 

decrease. This is usually interpreted to mean that a 

macroscopic, “runaway” particle has formed (known 

as a gel) and the system exhibits a phase transition 

(also called gelation). After this moment, the true 

averages calculated from the stochastic process will 

differ from the averages obtained from Eq. 1, and 

there is a transition from a system with a continuous 

droplet distribution to one with a continuous 

distribution plus a massive runaway droplet.  

When the sol-gel transition occurs mass 

conservation is expected to break down. The 

gelation time, Tgel , is defined as the longest time 

such that the discrete model (1) has a solution with 

1 1( ) (0)M t M  for t<Tgel    and    1 1( ) (0)M t M  for 

t>Tgel, where M1 is the total mass of the system. 

Analytical expressions for the gelation time only 

exists for very simple kernels; hence, as suggested 

in Inaba et al.,(1999), it should be estimated 

numerically by Monte Carlo simulations (Alfonso et 

al., 2008, 2010). The numerical algorithm of 

Gillespie (1975, 1976), which inherently 

incorporates all stochastic correlations, is used for 

the stochastic simulation in this work. 



  

 

2. SIMULATION RESULTS FOR THE TURBULENT 

COLLECTION KERNEL 

The gelation time, Tgel, can be estimated as the time 

when the maximum of the ratio, ρ, is reached. This 

ratio is defined as the standard deviation of the 

largest particle mass over all the realizations to its 

ensemble average, evaluated from the realizations 

of the stochastic process:  

1 1( ) L LM M                     (5) 

where ML1 is the ensemble mean of the mass of the 

largest droplet over all the realizations and the 

standard deviation for the largest droplet mass (σ) is 

calculated as: 

2

1 1 1

1

1
( ) ( )



 
K

i

L L L

i

M M M
K

           (6) 

In (6) M
i
L1 is the largest droplet mass for each 

realization and K is the number of realizations of the 

Monte Carlo algorithm. 

As previously mentioned the KCE (Eq. 1) has 

analytical solutions for only a few selected kernels 

such as the product kernel K(i,j)=Cxixj . The validity 

of the KCE will break down once gelation occurs.  

We will demonstrate that the time when the ratio ρ 

(Eq. 5) reaches its maximum value is a good 

estimate of the gelation time Tgel. The calculations 

were performed for an initial, mono-disperse 

distribution of 100 droplets of 14 μm in radius 

(droplet mass 1.15×10
-8
g), with C= 5.49x10

10
 cm

3
 s

-1
 

(Alfonso et al., 2008) in a volume of one cubic 

centimeter. This initial concentration is typical of 

maritime cumulus clouds and corresponds to a 

liquid water content of about 1.15 gm
-3
. The time 

evolution of ρ was estimated from 1000 realizations 

(K=1000) of the Gillespie’s (1975) Monte Carlo 

algorithm.  The results of this simulation are 

displayed in Fig. 1 and we observe that the 

maximum of ρ (solid line) was obtained at τ=1335 s.  
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FIG. 1.  Time evolution of the statistics ρ defined in Eq. 5 

(dashed line and right axis) and the total mass (solid line 

and left axis) calculated from the numerical solution of the 

KCE. The results were obtained for the product kernel 

K(x,y)=Cxy, (C=5.49×10
10 
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3
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-2
 s

-1
).  



  

 

 Independently, the gelation time can be obtained 

analytically (Drake and Wright, 1972) from  
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gelT CM t                       (8) 

and was found to be 1379 s, very close to the time 

when ρ reaches its maximum value.  After this time, 

the largest droplet continues to grow by accretion of 

smaller droplets and the total mass M1 predicted by 

the KCE starts to decrease (Wetherill, 1990) as 

seen in Fig.. 1.  This indicates that the numerical 

method provides a reliable approximation of the 

gelation time. 

For natural clouds collisions between droplets, 

under idealized, pure gravity conditions, are typically 

simulated with a collection kernel of the form: 

2( , ) ( ) ( ) ( ) ( , )  g i j i j i j i jK x x r r V x V x E r r      (9) 

The hydrodynamic kernel (Eq. 9) doesn’t take into 

account the turbulence effects and considers that 

droplets with different masses (xi and xj  and 

corresponding radii, ri and rj) have different settling 

velocities. In Eq. 9, the collision efficiencies E(xi ,xj) 

were calculated according to Hall (1980).  

In turbulent air, the hydrodynamic kernel can be 

enhanced due to an increase in relative velocity 

between droplets (transport effect) and an increase 

in the collision efficiency (the drop hydrodynamic 

interaction).  These effects were taken into 

consideration by implementing the turbulence 

induced collision enhancement factor ( , )Turb i jP x x that 

is calculated in Pinsky et al. (2008) for a 

cumulonimbus cloud with dissipation rate, ε=0.1 

m
2
s

-3
and Reynolds number, Reλ=2×10

4
, for cloud 

droplets with radii ≤ 21 µm. Consequently, the 

turbulent collection kernel has the form:  

( , ) ( , ) ( , )Turb i j Turb i j g i jK x x P x x K x x        (10) 

In the simulation for turbulent air, a system 

corresponding to a cloud volume of 1cm
3
 and a 

bimodal droplet distribution was considered: 150 

droplets of 10 μm in radius and another 150 droplets 

of 12.6 μm in radius, corresponding to a liquid water 

content (LWC) of 1.9 gm
-3
. The behavior of the ratio 

ρ (Eq. 5) was evaluated from 1000 realizations of 

the Monte Carlo algorithm and, independently, the 

evolution of the total mass was obtained by solving 

the KCE (Eq. 1) numerically. Figure 2 shows that the 

total mass (expressed in % of the initial total mass), 

calculated numerically from the KCE, is no longer  
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FIG. 2. Time evolution of total mass calculated from the 

numerical solution of the kinetic collection equation for 

turbulent collision coalescence (solid line and left axis) 

and the statistics ρ (dashed line and right axis) estimated 

from the Monte Carlo algorithm.  

 

conserved after 1000 s.  This time is very close to 

the time when the ratio ρ, determined from the 

Monte Carlo realizations, reaches its maximum 

(1055 s). Given that these results were obtained 

independently from the numerical solution of Eq. (1) 

and from the stochastic algorithm, this clearly 

indicates that the sol-gel transition and the formation 

of a runaway droplet took place around 1000 sec 

and that the ratio ρ can be used as an estimator of 

the gelation time when realistic turbulence collection 

kernels are used. 

To emphasize the importance of the turbulence 

enhancement in the collection process, an additional 

simulation was performed for non-turbulent flow 

under the Earth’s gravitational field with the same 

initial conditions.  The total mass at the end of the 

simulation was found equal to 99.88% of the initial 

mass, illustrating mass conservation for this case.  
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FIG. 3.Same as Fig. 2 but for the gravity only case.  

 

Furthermore, the ratio ρ never reaches its 

maximum, confirming that the sol-gel transition does 

not take place under these conditions. 

 

3. DISCUSSION AND CONCLUSIONS. 

One of the outstanding problems in cloud physics is 

to explain the observations that show that raindrops 

can grow by condensation and collision-coalescence 

in times as short as 20 minutes. In order to form a 



  

 

raindrop with a radius of 1mm in a warm cloud, a 

total of 10
5
 droplets with radius of 10 μm must 

collide and coalesce.  When droplets are small and 

of uniform size collisions between them are 

inefficient and collision events cannot occur at 

sufficient rates to produce raindrops until some of 

the droplets grow by condensation to a radius of 

about 20 μm.  The appearance of a runaway droplet 

after a sol-gel transition is a possible mechanism 

that explains the rapid formation of raindrops.  
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FIG. 4. Time evolution of the ensemble means over all the 

realizations for the largest (solid line) and second largest 

(dashed line) droplet masses (expressed in multiples of a 

10µm droplet mass) for the turbulence case. 

 

The stochastic process gives rise to a “lucky 

droplet” that grows more rapidly than the rest of the 

droplet population. To further clarify this point, we 

calculate the time evolution of the mass of the 

largest and second largest droplets as ensemble 

means over all the realizations. Figure 4 shows the 

results for the turbulent case, clearly indicating a 

significant gap between the mass of the largest and 

second largest droplets after 1000s.  In contrast, the 

difference in mass in the non-turbulent, pure gravity 

case, shown in Fig.5, remains much smaller with no 

runaway behavior.  
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FIG. 5.  Same as Fig. 4 but for the gravity only case.  

 

The simulations under the turbulent conditions 

performed here include a collision enhancement 

factor for collisions between droplets with radii ≤ 

21μm, so the role of turbulence in stochastically 

producing the runaway droplet is likely 



  

 

underestimated in the present study.  Since the 

nucleation and condensation processes are not yet 

included in this model, future developments will 

attempt to include the combined effect of turbulent 

collection and condensation (McGraw and Liu, 

2003) on droplet growth. 
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1. INTRODUCTION 

 
Climate models suffer from large 
uncertainties caused by aerosol/cloud 
feedbacks. An important aerosol parameter 
is the critical supersaturation (described by 
the Köhler theory), at which a particle forms 
a cloud droplet. This parameter depends on 
the particle’s dry size and chemical 
composition. At ambient air conditions, the 
prevailing supersaturation determines the 
activation diameter of the particles (i.e. the 
diameter at which size a particle forms a 
cloud droplet). The highest supersaturation 
that a particle experiences in an ambient 
cloud, leading to a cloud droplet being 
formed from that particle, is the so-called 
effective peak supersaturation (SSpeak).  
 
To date, no measurement device is 
available that is able to measure the SSpeak 

value within a cloud. Thus, the cloud peak 
supersaturation has to be retrieved indirectly 
from other measurements (e.g. Fors et al., 
2011). 
 
2. METHODS 
 
In summer 2011, the Cloud and Aerosol 
Characterization Experiment (CLACE2011) 
was conducted at the high alpine research 
station Jungfraujoch (3580 m asl, 
Switzerland). Two different inlet systems 
were used to collect the total and interstitial 
aerosol separately. The in-cloud activation 
diameter was determined by comparing total 
and interstitial particle number size 
distributions, measured using two parallel 
scanning particle mobility sizer (SMPS) 
systems. The SSpeak value was then inferred 
by comparing the in-cloud activation 
diameter with the activation diameter, which 
was measured at different supersaturations 
with a cloud condensation nuclei (CCN) 

counter. The CCN counter was measuring 
the total aerosol in parallel to the SMPS 
systems and led to activation diameters at 
different supersaturations. The relationship 
between the in-cloud activation diameter 
and the one measured at different 
supersaturations can be explained with a 
power fit function for each CCNC-scan. 
Inserting the value of the ambient activation 
diameter into the power fit function leads to 
the SSpeak. 
 

  
Figure 1. Effective peak supersaturation 
values distinguished by north and south 

wind conditions for CLACE2010 and 2011. 
 
3. RESULTS 
 
The analysis yielded SSpeak values between 
0.04% and 1.62% (Percentiles and mean 
values are shown in Figure 1). While air 
masses coming from the north showed a 



wide range of values, SSpeak values for air 
masses coming from the south were more 
constant at around 0.2%. This can most 
likely be explained by the different 
topography south and north of the 
Jungfraujoch causing different updraft 
velocities.  
 
The CCN properties observed during 
CLACE agreed with a previous 17-month 
climatology of the CCN properties at the 
Jungfraujoch (Jurányi et al., 2011), 
indicating that the aerosol’s hygroscopic 
properties during CLACE can be considered 
to be representative. Hence, this method 
can also be applied to earlier CLACE 
campaigns where no CCN counter had been 
used. 
 
Currently, the influence of particle number 
concentration and size distribution on the 
SSpeak as a function of updraft velocity is 
being investigated in detail with a cloud box 
model. 
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I. INTRODUCTION 
 
  A working hypothesis is presented that    
provides an explanation for correlations of 
high latitude winter storm vorticity changes 
with atmospheric inputs that change the 
ionosphere-earth electrical current density 
(Jz). The hypothesis is that the deposition by 
Jz of  (unipolar) electric charge on droplets 
and aerosol particles (notably condensation 
nuclei - CCN) changes the rate of their in-
cloud scavenging, so that on a timescale of 
one or more days the concentration of large 
CCN is reduced (by electro-scavenging) 
while the concentration of small CCN is 
increased (by electro-anti-scavenging). 
These processes (charge modulation of 
aerosol scavenging, or CMAS) affect 
atmospheric dynamics by the ‘storm 
invigoration’ process (Rosenfeld et al, 
2008), as will be described in section IV. 
 
II. CHARGE MODUALTION OF AEROSOL 
SCAVENGING  
 
  Initial results for electrically-induced 
changes in scavenging are given in a new 
model that includes Monte-Carlo simulation 
of scavenging by diffusion (Brownian 
motion) (Tinsley, 2010). Fig. 1 illustrates the 
different effects of electric charge for 
particles of different size – i.e., particles with 
different diffusion coefficients. With charge, 
the scavenging rate for small particles due 
to diffusion is decreased due to the long-
range repulsion of the like charges on 
droplets and particles. For large particles 
the amount of diffusion is so small that 
without charge the near-Stokes flow carries 
the particle past the droplet, with a low 
scavenging rate coefficient. The long range 
repulsion has little effect due to the low 
mobility, and is cancelled by the short-range 

image attraction as the particle approaches 
the droplet. 
 Close to the droplet the short-range image 
electric force predominates, and this 
attractive force increases the collision rate. 
Thus for the larger particles the scavenging 
rate coefficient increases with charge. 
 
III. MODELLING OF CMAS 
 
  Fig. 2 is an update of Tinsley (2010) for 
rate coefficients for in-cloud scavenging by 
droplets of radius (A) = 15 μm, with droplet 
charges (Q) of 200e, 100e, and 50e (e is 
the elementary charge) and particle charges 
(q) either 0e, 5e, 10e 20e or 50e, as a 
function of particle radius, from 0.002 μm to 
3.75 μm. The rate for diffusive scavenging 
(zero charges) at 100% relative humidity 
(RH) is shown by the heavy curves; the 
analytic values (neglecting the intercept 
effect) by the black curve with Xs; the 
calculated values, taking it into account, by 
the grey curve with triangles. These lines 
coincide for particle radii less than about 0.1 
μm. For the family of curves with Q = 100e, 
the curves for charges between 5e and 50e 
cross the zero charge line at a particle 
radius (a) of about 0.02 μm; thus defining a 
crossover radius (ac) for which particles of 
radius smaller than ac are dominated by 
electro-anti-scavenging for this combination 
of Q and A. The region of electro-
scavenging for this Q and A is that with 
particle radii greater than this ac. When Q is 
increased to 200e, ac increases to about 
0.05 μm, and when Q is decreased to 50e 
(not shown) ac decreases to about 0.01 μm. 
We are in the process of parameterizing 
these variations of scavenging rate 
coefficient. 
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Figure 1. Monte-carlo simulations of effects on scavenging of aerosol particles by electric charges on particles and 
droplets. (a) and (c) represent uncharged particles, with no effect of any charge on the droplet. There is much scavenging 
for the small particles in (a) due to their Brownian diffusion, but very little in (c) for large particles with small diffusion. In (b) 
the small particles and droplets both have charges of the same sign, with the long-range repulsion between them reducing 
the Brownian scavenging rate. In (d) the large particles with charges are carried close enough to the droplet by the flow 
that the short-range image attraction increases the scavenging rate. From the model of Tinsley (2010). 

  

 
 

 

Figure 2. Collision rate coefficients for in-cloud scavenging of particles with radius 0.002 m to 3.75m, by 
droplets of radius15m. The curves are labeled by droplet and particle charges (Q,q). 



  Fig. 3 shows new results using the Tinsley 
(2010) model for a droplet radius A = 3 μm, 
with Q either 50e and 25e for 100% RH, 
and particle charges which may be  0e, 2e, 
5e,10e, 20e or 50e. In addition, curves for 
95% RH for q of 0e and 10e are included. 
The value of ac for A = 3 μm and Q = 25e is 
about 0.15 μm, and it increases to about 0.4 
μm for Q = 50e. 
  For electro-scavenging the increase in 
scavenging rate coefficient depends 
approximately on q2, and for electro-anti-
scavenging the decrease in rate coefficient 
depends on the product Qq. From the 
models of cloud charging (Zhou and 
Tinsley, 2007; 2012) both the droplet and 
particle charges are proportional to Jz, so 
that the changes in both electro-scavenging 
and electro-anti-scavenging are proportional 
to the square of Jz.   
 
IV. HIGH LATITUDE WINTER STORMS 
 
  In the environment of high latitude winter 
storms droplet and particle charges 
comparable to those in Figs 2 and 3 are 
expected in layer clouds, and also in 
convective clouds prior to the formation of 
ice owing to the transport in updrafts of 
unipolar charge from layers near the surface 
(Tinsley, 2012). The lifetime of CCN in a 
high latitude air mass is 1-10 days, 
depending on the amount of cloudiness 
present, with repeated scavenging episodes 
as air is processed multiple times through 
clouds. 
  It was shown by Rosenfeld et al. (2008) 
that increasing the concentration of CCN as 
in polluted air can invigorate a convective 
storm, by increasing the droplet 
concentration and reducing the average 
droplet size. This reduces the rate of 
coagulation of droplets and production of 
rain in updrafts, so that more liquid water is 
carried above the freezing level, where the 
increased release of latent heat of freezing 
invigorates the updrafts.  
   An additional way of reducing coagulation   
and rain production is by narrowing the CCN 
size distribution, which narrows (homogenizes) 
the droplet size distribution. This arises from 

electro-scavenging reducing the concentration 
of the largest CCN, which would otherwise be 
among the first to activate in the updraft and, 
because of their larger sizes, lead to the 
formation of large droplets. The reduction of 
rain production by this process also contributes 
to storm invigoration. 
 
V. OBSERVATIONS OF CORRELATIONS 
OF VORTICITY WITH Jz   
 
  An increase in vorticity in winter cyclones 
accompanies the increase in updraft speed, 
as more low-level air is drawn into the 
cyclone. Correlations of increases and 
decreases of northern hemisphere winter 
storm vorticity with a number of solar and 
terrestrial inputs to the global electric circuit, 
that modulate the ionosphere-earth current 
density Jz have been reviewed by Tinsley 
(2008, 2012). Such localized increases in 
vorticity can be objectively assessed by use 
of the vorticity area index (VAI) introduced 
by Roberts and Olsen (1973) to measure 
the atmospheric area (in units of 105 km2)       
where the absolute vorticity is above a given 
threshold (e.g., 24×10-5s-1). This index is 
obtained from global meteorological data 
sets such as ERA-40 and ERA-Interim. VAI 
reductions correlate with Jz reductions due 
to Forbush decreases in the galactic cosmic 
ray flux and with reductions in relativistic 
electron precipitation from the radiation 
belts. Vorticity increases correlate with Jz 
increases due to solar energetic particle 
precipitation into the atmosphere.  These 
energetic space particles all vary on a 
timescale of one to several days, and 
effects of other inputs from solar activity 
(such as irradiance changes) can be ruled 
out because of their different time 
signatures. 
  Figure 4 is from a recent analysis of 
Tinsley et al. (2012) showing a superposed 
epoch analysis of winter northern 
hemisphere VAI, with the key days being 
proxies for the Jz minima; either the days of 
minima in relativistic electron flux 
precipitating into the stratosphere (third 
column) or the days of Earth crossings of 
the heliospheric current sheet (HCS).  



 
Figure 3. Collision rate coefficients for in-cloud scavenging of particles with radius 0.01 m to 1.8m, by droplets 
of radius 3m. The curves are labeled by droplet and particle charges (Q,q). 

 
 

 
 

 
 

Fig. 4. Combined superposed epoch analyses of the VAI. The first column is the combined analyses for medium-low volcanic 
winters 1966–1993 using HCS crossings as key days. The second column is for all high volcanic stratospheric aerosol winters 
using HCS crossings as key days, and the third column is for the low volcanic years 1995–2007 using minima of the relativistic 
electron flux measured on the GOES and LANL satellites as key days. The top row of panels is for the VAI at 500 h Pa, and 
the bottom for 300 h Pa. 
 



The analysis keyed to HCS crossings is in the 
first and second columns. The HCS crossings 
are associated with minima in relativistic 
electron precipitation. The top row of panels 
shows the VAI for 500 hPa pressure altitude, 
and the bottom row for 300 hPa. The first and 
third columns are for medium and low 
stratospheric sulfuric acid content, and the 
middle column is for a high content. The 
presence of sulfuric acid forming large cluster 
ions reduces the stratospheric conductivity so 
that the column resistance in the stratosphere 
is more sensitive to ionization produced by 
relativistic electron precipitation. 
  Other analyses have shown changes in the 
winter VAI with measured changes in Jz due 
to terrestrial sources; the day-to-day changes 
in the output of the low-latitude thunderstorm 
generators (Hebert et al., 2012). Also, the 
surface pressure changes measured within 
the polar vortices in the Antarctic and Arctic 
(Burns et al. 2008) are similarly associated 
with changes in the output of low-latitude 
thunderstorm generators. 
 
VI. IMPLICATIONS FOR WINTER 
CIRCULATION CHANGES IN THE NORTH 
ATLANTIC, UK AND EUROPE 
 
There are a number of consequences of 
increased vigor of updrafts in storm systems 
associated with increases in Jz.   In winter 
cyclones where latent heat release is 
important (especially in Polar Lows) the 
reduction of rainfall allows more water to be 
carried to the upper troposphere, but it is not 
clear how much of this is retained rather than 
precipitated out by ice precipitation processes. 
More latent heat of fusion is deposited in the 
upper troposphere, and more ice melting at 
low altitudes provides more cooling the lower 
troposphere. The greater ice production with 
greater Jz is likely to be associated with more 
lightning, and there is some evidence for this 
for winter storms in the USA (Chronis, 2009). 
  Effects of Jz on storm invigoration are 
expected to be more important at longitudes 
where there is a strong land-sea temperature 
contrast in winter and strong cyclogenesis, 
(e.g., the Icelandic Low and Aleutian Low 
regions). The Icelandic Low region is centered 
at a higher geomagnetic latitude (~70°) than 
the Aleutian Low (centered ~ 50° gmlat.), and 
thus has a greater cosmic ray flux and greater 
mean Jz and a greater variation on the 11-

year solar cycle than the Aleutian Low. The 
same processes which produce the vorticity 
responses to Jz on the day-to-day timescale 
as noted above are expected to operate on 
the 11-year timescale also.  At solar cycle 
minimum there are increases in Jz of order 
10% at high latitudes, with increases several 
times this amount at extended solar minima, 
such as occurred during the Maunder 
Minimum in 1650-1715. The very cold winters 
that occurred in that period have been 
attributed to enhance blocking in the Atlantic 
(Luterbacher et al. 2001) as have cold winters 
in recent (this century) deep solar minima 
(Lockwood et al. 2010), and some blocking 
has been reported for the weaker solar 
minima in the 20th century (Barriopedro et al., 
2008). Thus we need to consider whether 
circulation changes in the North Atlantic, the 
UK and Europe during winters at decadal 
solar minima, are related to the decadal 
changes in Jz and increases in cyclonic 
vorticity in the Icelandic low region. 
 
VII. OBSERVATION OF CIRCULATION 
CHANGES AT DECADAL SOLAR MINIMA 
 
 The possible consequences of decadal 
variation in CMAS producing decadal 
variations in North Atlantic-UK-European 
winter circulation regimes have been 
discussed by Tinsley (2012). 
  Increased cyclogenesis has been observed 
at decadal solar minima in the western side of 
the North Atlantic Ocean by Labitzke and van 
Loon (1989), and the resultant blocking 
explains the poleward deviation of storm 
tracks in the eastern side of the north Atlantic 
at solar minima since 1921, as shown by 
Brown and John (1979) with an update to 
1989 given by Tinsley and Deen (1991). This 
is consistent with the reduction of zonal flow 
onto Europe at solar minima, and associated 
poleward component of the flow, as found by 
Venne and Dartt (1990) on the basis of 1959-
1988 radiosonde observations. The era of 
these observations included some of the 
largest amplitude sunspot cycles on record, 
and also an unusually high content of 
anthropogenic aerosols at mid-high northern 
latitudes. The reduction of zonal winds (from 
about 6.5 m s-1 at solar maximum to about 
3.5 m s-1 at solar minimum occurred for 
winters in the West phase of the QBO 
(quasibiennial oscillation of equatorial 



stratospheric winds) which affects 
atmospheric dynamics at all latitudes, and as 
an upper boundary for tropospheric dynamics, 
may affect winter storm development. The 
reduction of average zonal winds was 
associated with more outbreaks of cold, dry, 
Arctic air onto the UK and Europe, which with 
less water vapor and less clouds is more 
transparent for longwave radiative cooling in 
winter, and maintains ice cover for enhanced 
ice-albedo feedback.  
 
VIII. CONCLUSIONS 
 
The working hypothesis for day-to-day winter 
storm vorticity changes due to the CMAS 
causing storm Invigoration is so far a 
qualitative hypothesis – the large quantitative 
uncertainty concerns whether the electric 
charges on CCN and droplets are large 
enough and widely enough distributed to 
affect the CCN and droplet size distributions 
sufficiently to cause the storm invigoration and 
the observed vorticity increases. This 
uncertainty could possibly be resolved with 
extensive measurements of Jz, CCN and 
droplet electric charges and the microphysics 
of rain and ice production in winter storm 
clouds over extended time intervals.  
  Work is in progress to parameterize the 
CMAS processes. Then there is a need to 
construct dynamic cloud models where the 
effects of electric charges are included in the 
microphysics. Work is needed to develop 
models to test the effect of changes in winter 
cyclone and Polar Low development on 
circulation changes in the North Atlantic 
Europe Region. 
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PURPOSE 
 The purpose of this paper is to present the new hailstone physics by the least number 
of variables, within their most probable ranges and in all combinations.   
 
1. INTRODUCTION 
 
 Sixty years of extensive 
investigations of physical properties and 
behavior of hailstones by the author and his 
groups have produced new insights into heat 
and mass transfer, HMT, and growth of 
spherical hailstones.  The six main variables 
of HMT are: air (tA) and surface (tS) 
temperatures, Reynolds number Re, cloud 
liquid water content Wf, net collection 
efficiency ENC and ice fraction of the deposit 
If.  The other variables affecting the HMT, 
relating to gyration, turbulence and 
roughness, can be combined into a constant 
K = 1.28 (List, 2012b).  [Note that ”mass 
transfer” only involves diffusion of water 
molecules and not accretion of particles such 
as droplets or drops.].  The heat components 

*

iQ to conduction and convection, suffix CC, 

evaporation suffix E (hailstones always grow 
while evaporating, List 1963), heat added by 
the accreted cloud particles suffix CP; the 
sum serves to accommodate the latent heat 
of freezing, suffix F, resulting in 
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 which, in terms of the radial 
growth speed, is 
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with ρH for hailstone density, D 

diameter of (spherical) hailstone, collection 

efficiency E, net collection efficiency ENC, 
hailstone’s radial growth speed VR, hailstone 
fall velocity V.  

 There is another, very specific case 
(later specified as CASE 2), where the 
shedding occurs to such a degree that there 
is no formation of a water skin (Lesins & List, 
1986).  In that case VR is limited to the 
degree the ice dendrites, growing at VIS, 
keep catching up with the air-sponge 
interface (List, 1990), i. e. 

  VIS = VR.    (4) 

 Where necessary other variables will 
be introduced.  Note that all equations are in 
SI, while more appropriate units may be 
used in figures.  The suffix i is often used to 
specify the magnitude of the quantity they 
are associated with.  Thus i is the magnitude 
of the diameter, D in cm, the amount of liquid 
water, Wf, in g m-3, and the fractional amount 
of the net accreted fractional ice content of Y 
[-].  Equations and figures are extracted from 
the papers by List (2012a and b).   
 
2. AERODYNAMICS OF FREELY 
FALLING SPHERICAL HAILSTONES 
 
2.1 Free fall 
 The basic physics is developed most 
easily by considering the free fall of spherical 
hailstones.  By gedankenexperiment List 
(List and Abreu, 2008; List, 2010) 
established that it is a gyration about a 
horizontal (gyration) axis, with the spin axis 
moving on the surface of a cone with the 
hailstone center at its apex.  This general 
motion produces spheroids (Kry and List, 
1974a and b; Stewart and List, 1983), with 
the axis ratio dependent on the apex angle.  
If this angle is 90o, then the resulting body is 
a sphere. The consequence of such growth 
that is equal in all directions, is that the 
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surface temperatures are the same 
everywhere.   
 Another important aspect is the drag 
coefficient CD of rough spheres.  Fortunately, 
List et al (1969) carried out such 
investigations, which also showed that the 
flow around a rough particle is always 
turbulent and, thus, supercritical – even for 
rough spheres with diameter as low as 0.5 
cm.  
 What is not known for gyrating 
spheroids is the effect of spin and gyration 
rates on drag.  However, considering that the 
surface speed of a 4 cm hailstone, spinning 
at 20 Hz, at -20C is 6.2% of the free fall 
speed, it is assumed that such an effect is of 
second order and can be neglected. 
 
2.2 Turbulence 
 The group of the author extensively 
studied the effect of turbulence on the HMT, 
as affected by the particle roughness 
(Schuepp and List, 1969a and b; 
Schemenauer and List, 1972).  It was 
suspected to be small because it would have 
to be created by the precipitation particles 
themselves.  HMT studies with gyrating 
spheres (apex angle 60o), however, showed 
that the combined effect of turbulence, 
gyration and roughness can be included in a 
correction factor of K = 1.28 (Zheng and List 
(1995). 
 
2.3 Shape 
 Knowing that spherical hailstones in 
the diameter range 2-5 cm represent only 
20% of all hailstones collected in ~27 
samples by List (2012a), and ~70% were tri-
axial ellipsoids, icing experiments were only 
carried out with gyrating spheroidal 
hailstones (from 1972 to 1995).  The 
problems with that shape were already 
substantial because surface temperature 
differences of up to -6C were measured 
between pole and equator (List et al 1989).  
Thus, numerical models on the heat and 
mass transfer by conduction through the 
hailstone body had to be run in parallel with 
the experiments in order to compensate for 
the tS difference.  To base the HMT of 
spheroids and ellipsoids on spheres is more 
appropriate. 
 
3. HAILSTONE GROWTH STAGES 
 

 The number of variables can be 
reduced by the introduction of three 
hailstone growth scenarios.  They are: CASE 
1, dry growth, and two categories with 
shedding.  CASE 2 is shedding from wet 
surfaces not covered by water skins and 
CASE 3 represents shedding from surfaces 
covered by permanent water skins (Lesins 
and List, 1986; List, 2012a and b).  In both 
cases the substrates consist of spongy ice 
(ice-water mixtures with If representing the 
fraction of ice).  Surface supercooling is 
required in both cases.  In CASE 2 it is very 
limited because growth is envisaged as a 
continuous advance of ice dendrites to the 
spongy-air interface that is supercooled to 
accommodate the growth rate.  Assuming a 
maximum growth rate of 4 mm min-1 – as 
implied from radar observations – represents 
a maximum supercooling of -0.55C.  For 
both CASES 1 and 3 a maximum 
supercooling to -40C seems possible - if no 
active ice nuclei were present (a limit that will 
later be rejected).   
 
4. RANGE RESTRICTIONS  
 
 The parameter space occupied by 
the possible hail growth conditions can be 
minimized either by reducing the number of 
parameters or by a restriction of the ranges 
variables are allowed to cover.  For dry 
growth, CASE 1, it is suggested to restrict 
the liquid water content to 1 ≤ Wf ≤ 3 g m-3, 
to be extended for wet growth, CASES 2 and 
3, to ≤ 6 g m-3; for diameters 0.5 ≤ D ≤ 8 cm, 
and hailstone density 915 ≤ ρH ≤1000 kg m-3.   
 Before dealing with the HMT with the 
newest insights, the bounds for the surface 
temperature tS had to be considered 
because they drastically affect all 
perceptions.  Fig. 1 demonstrates the point 
with its four Panels.  After selecting D and 
the environment air temperature tA, coupled 
to height H and pressure p according to 
Beckwith (1960), the  hailstones’ fall speed 
can be calculated (Panel A).  Panel B allows 
setting of the radial growth speed VR 
according to (3), as determined further by 
the colliding (E) and net collected (ENC) liquid 
water content.  Panel D determines the 
gradient across the surface water skin, which 
is affected by the ice fraction If of the deposit 
[high If requires a high gradient].  Panel E 
provides the choices of combinations of 
surface temperature tS and skin thickness d 



 

Fig. 1.  CASE 3. Radial growth rates and water skin thickness of spherical hailstones of given diameter, 

freely falling in typical Denver hail cloud (Panel A); accreting cloud water (droplets and drops), 

resulting in a radial temperature gradient across the water skin (Pane D), followed by breakdown into 

gradient components surface temperature and water skin thickness (Panel E). 

 
which form the temperature gradient across 
the water skin.  While not actually measured, 
a limit of d = 1 mm could be suggested on 
the basis of experiments with spheroids.  
This would definitely limit tS to >-3C, possibly  
even >-2C.  Thereby consideration is given 
that ENC at high If is also high, and not 
enough water is shed by the growing 
hailstones to maintain a high Wf. [At ENC = 1, 
a (dry) CASE 1 would be established]. 
 The reason why a high tS-limit of -5C 
is suggested is to build in a large safety 
margin.  It is also not known how the water 
skins behave under sphere growth 
conditions with an angular momentum that is  

 
minimal among the rotational hailstone 
bodies and may even represent a stabilizing 
factor. 
 
5. HMT OF SPHERICAL HAILSTONES 
5.1. The variables X and Y 
 
 Examination of the HMT equation (1) 
provides a surprising simplification, 
combined with a deeper insight into the 
physics.  First, four of the original six 
variables can be reduced to two variables, 
namely 
 

Wf Re1/2 = X,  (5) 



and  
 
                  ENC If = Y.             (6) 
  
X is the ratio of the diffusions of heat and 
mass over the accretion related terms. (5) 
and (6) express that the four original 
variables contained in them only enter the 
HMT eqns in tandem.  However, Re in (5) is 
not an suitable variable because it depends 
on H or tA.  Therefore, it is being replaced by 
the H-independent variable D.  This is done 
by considering the free fall relationship that 
connects D and V according to 
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 In this way X in (5) is replaced by  

 

X = F(ρA) Wf D
3/4. (9) 

   
(8) provides the multiplier in the eqn for X.   
 (7) contains ρH and CD, variables that 
can be considered constant because the 
errors are limited by the 4th root term of (8).  
The limits to hailstone density has been 
discussed above, while the drag coefficient 
for spheres of suitable roughness can be set 
at a supercritical CD = 0.5.  This is higher by 
a factor of 2 for D = 0.5 cm.  However, the 4th 
root reduces the error from a factor of 2 to 
20%.  To further reduce the error a higher 
average CD may be chosen.  This was not 
done pending a reworking of the HMT for 0.5 
≤ D ≤ 1.0 cm. 
 The new insights are all 
consequences of using tA-coupled fall 
velocities.  (5) is exact, while the 
uncertainties of (8) seem acceptable, 
considering the gains in simplicity. 

 
5.3. tA-tS-coupled Ф and Ѱ 
 The eqn for X and Y takes the form 
 

Ф/X =Y – Ψ.  (10) 

  
 Thereby Ф and Ѱ are functions of tA 
and tS only and are of the form 
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 (10) can be solved for X or Y, thus 
producing eqns of identical content. 
 Ф and Ѱ are functions of tA and tS 
only.  Thus, the auxiliary functions Ф and Ѱ 
can be replaced by the surface and air 
temperatures, respectively.  This represents 
a substantial improvement of the 
understanding of the following results.  In 
summary, the solution to HMT is represented 
by four variables: X (Wf Re1/2 or F(ρA) Wf 

D3/4), Y (ENC If), tA and tS. 
 
6. SOLUTIONS TO HMT AND 
GROWTH EQUATIONS 
6.1 The tA-X domain 
 
 This Section will be used to display 
other solutions, in addition to CASE 3 in Fig. 
1.  The first diagram, Fig. 2, will juxtapose all 
three CASES of the variation of tA with X for 
different tS.  Thereby, the range of solutions 
is highlighted by octagons, while the grey 
areas indicate regions limited by XL1 and XL3, 
where D ≥ 0.5 is required.  CASE 1 shows 
dry growth with tS ≤ 0C.  The region below 
the line tS = 0C is forbidden.  For CASES 2 
and 3, the upper limit is extended from a Wf 
of 3 to 6 g m-3 or XL6.  The families of curves 
of fixed tS are shifted parallel, while the ice 
fractions of the deposit are also given.  For 
CASE 2 tS ≥ -0.55C, while for CASE 3 the 
possible conditions are within a band of 0 ≥ 
tS ≥ -5C.  The X-ranges of D are indicated for 
CASE 2 by bars.  The same bars also apply 
to CASE 3.  Note that the range of X is 
CASE-dependent. 
 
6.2 The VR-tS domain 
 
 Fig. 3 shows the radial growth 
velocities according to (3) for different 
surface temperatures at different tA, Wf and 



                   

Fig. 2.  The tA-X domain; octagons indicate range of conditions, together with restricted grey area, 

limited by XL1 < X < XL3 or XL6, where D ≥ 0.5 cm, with i giving Wf in g m-3; no growth below XL1. CASE 1: 

tA dependence on X for different tS, for dry growth.  CASE 2: strong shedding of partial surface water 

skins, restricted to supercoolings within the thin grey bands 0 > tS > -0.55C, together with underlying 

sponginess of resulting deposits;  drops shed from skins at tS ≈ 0C; bars indicating ranges for Di and 1 

≤ Wf ≤ 6 g m-3.  CASE 3: maximum supercooling -5C; for different Y (1, 0.5, and 0.2), for Di range and 

Wf limits as in CASE 2. 

                     

Fig. 3. CASE 1: VR as function of surface temperature, for D0.5, D2 and D8, different tA and W1 ≤ Wf ≤ 

W3.  CASES 2 and 3: ditto, but for two sets of trapezoids at W1 and W6 and different Yi and Di. CASE 2 

in narrow grey band (0 ≤ tS ≤ -0.55oC); CASE 3 in band >-5oC (octagons); highest VR only possible 

under spongy growth, with highest speeds for Y = 0.6.  Note difference in VR scale between CASES. 

D.  The trapezoidal groups of CASE 1 are for 
different Di and clearly show how increasing 
D increases the radial growth velocity.  For 
D8, the subscript giving the diameter in cm, 
the maximum VR is 2 mm min-1.  The 
situation for CASES 2 and 3 is more 
complex because an additional variable 
enters: Y, the product of net collection 

efficiency and the ice fraction of the deposit.  
CASES 2 and 3, drastically show the cut of 
parameter space by limiting tS to -0.55C 
(CASE 2) and -5C for CASE 3.  The figure 
further shows an additional key result, 
namely that the highest VR (limited by a 
cutoff at 5 mm min-1) are reached for a Y ≤ 
0.6.  It is known from the experiments with 



gyrating spheroids by Garҫia-Garҫia and List 
(1992), Greenan and List (1995) and Zheng 
and List (1995) that high ENC are normally 
connected to high If, i.e. they normally move 
up and down in parallel.  In other words low 
Y means that both its components will be 
quite lower than unity for the above listed Y 
condition.  
    The ‘active’ parameter space for tS is 
very limited because the possible surface 
temperatures do not extend to -40C.  
Nevertheless, it is considered important to 
see the patterns of the trapezoidal 
arrangements of D with tA at different Wi.  
[The broken sides of the trapezoids are 
results of the linearization of basically 
smooth dependencies of D at fixed tA.]  
Varying Y from Y1.0 to Y0.5 and Y0.2 shows 
how the slopes of D(tA) change with the 
product of net collection efficiency and ice 
fraction in the growing spongy deposit.  Of 
importance are the higher VR for lower Y.  To 
reach cutoff VR values Y ≤ 0.6.  
 
7. SUMMARY AND COMMENTS 
 
 An outline has been given about 
growth and heat and mass transfer, HMT, of 
growing, spherical hailstones, supported by 
specific examples.  For further details 
reference is made to List (2012a and b).  
The following points can be made: 

1) The six HMT variables describing 
freely falling spherical hailstones, can 
be reduced to four by combining two 
pairs of old variables into two new 
ones, while the other two are 
functions of air and surface 
temperatures only.   

2) A further reduction of the now four 
variables can be made by the 
classification of growth into three 
scenarios: CASE 1: dry growth; 
CASES 2 and 3: shedding from wet 
hailstones not covered by water 
skins, and shedding from hailstones 
covered by permanent water skins. 

3) The range of growth conditions has 
been restricted to 0.5 < D < 8 cm, 1 < 
Wf ≤ 3 g m-3 for CASE 1 and ≤ 6 g m-3 
for CASES 2 and 3, and 915 ≤ ρA ≤ 
1000 kg m-3. 

4) The most drastic restrictions are for 
growth with shedding, with 0 ≤ tS ≤ -
0.55C for CASE 2 and 0 ≤ tS ≤ -5C for 
CASE 3.  CASES 2 and 3 are 

represented by one thin and one 
thicker surface temperature-band, 
respectively. 

5) Growth was discussed for CASE 3 
with permanent water skins, whereby 
the skin thickness was displayed with 
its dependence on surface 
temperature tS and the temperature 
gradient across the skin.  tS can be 
directly related to X, thus proving 
links between all variables, old and 
new.   

6) Other combinations of variables are 
represented in the tA-X and VR-tS 
domains.  

7) Growth of dry hailstones is 
substantially slower than in the 
shedding cases, while highest growth 
rates are achieved for CASE 3 with 
Y, the product of net collection 
efficiency and ice fraction of the 
deposit, being ≤ 0.6. 
 

 This work draws attention to 
shedding as initiator of a major hail-coupled 
warm rain process (Joe, 1982; Joe et al, 
1980) that could be combined with the 
parameterization of drop interactions in 
warm rain by List et al (2008a and b).  In 
many ways, the present work is also closely 
related to the exemplary CCOPE study 
described by Rasmussen and Heymsfield 
(1987a, b and c), which deals with the shed 
drops in terms of frozen hail embryos, while 
not addressing the shed drops as rain. 
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1 Introduction
　 One of the precipitation systems that produce
torrential rain in Japan is a quasi-stationary line-
shaped (hereafter QSLS) rainfall system (Yoshizaki
and Kato 2007). Many QSLS rainfall systems oc-
cur in the warm sector of extra-tropical cyclones
whose centers move across the Sea of Japan. The
high rainfall areas are found along the Pacific side
of the Japanese archipelago. Shikoku Island along
the Pacific is one of the high rainfall areas in Japan.
QSLS rainfall systems are one of the factors that
contribute to heavy rainfall in Shikoku Island. In
particular, as one of the precipitation patterns that
of Kubokawa - Kochi - Shigeto Line that often pro-
duce heavy rainfall in Shikoku Island (Unuma and
Murata 2012). These precipitation patterns are
similar location and strike to Kochi heavy rainfall
that occurred in the 24 - 25 September 1998 as
described by Yoshizaki and Kato (2007). Forecast-
ers suggest that the topography and cold pool have
some influences on the QSLS rainfall systems over
Shikoku Island, but the mechanisms have not been
examined. The occurrences of heavy rainfalls over
complex orography have carried out in different
parts of the world (Richard et al. 2007). The ef-
fects of cold pool due to the evaporation of rain-
falls have been carried out observations in vari-
ous regions such as the tropics and mid-latitude
and idealized numerical simulations (LeMone et al
1998; Rotunno et al. 1988; Weisman and Rotunno
2004). However, these are intended for unstation-
ary squall lines. There is less study that focused
attention on QSLS rainfall systems.

We simulated Kubokawa - Kochi - Shigeto line
that occurred on May 13th 2008, and this case
was obtained by Unuma and Murata (2012). The
purpose of this study is to numerically investigate
mechanisms for the organization and maintenance
of the QSLS rainfall systems over Shikoku Island
with the use of the Weather Research and Fore-
casting (WRF) model.
2 Numerical setup
　 Version 3.1.1 of Advanced Research WRF
(ARW-WRF) Model (Skamarock et al. 2008) was
used to simulate QSLS rainfall systems. The
computational domain is configured with three

nested grids and the corresponding horizontal spa-
tial resolutions are 12.5, 2.5 and 0.5 km, re-
spectively(Figure 1, left). The domain sizes are
2187.5 km×2250 km, 1125 km×1125 km and 250
km×250 km respectively. There are 55 levels in
the vertical and the eta coordinate is stretched with
∆ Z=40 m near the surface. We used Kain-Fritch
cumulus parameterization only in the domain 1 and
used Lin microphysical scheme the entire domains.
We used YSU planetary boundary layer scheme
in the two outer domains and use smagorinsky
scheme in the domain 3. We used the JMA-MSM
analysis data in the initial and boundary condition.
We simulate 24 hours from the initial date of 03JST
13 May 2008.
3 Methods
　 The sensitivity experiments have all the same
conditions as the control experiment expect the
condition of terrains and make it a rule not to make
the steep terrains in the sensitivity experiments
(Table 1). To investigate the cold-pool shear inter-
action, we applied the analysis method of Weisman
and Rotunno (2004) to this study. The cold-pool
boundary is defined as a surface location where
potential temperature is 290 K.
4 Results
4.1 Sensitivity experiments of topography

In order to investigate influences of the topog-
raphy quantitatively, we calculated the total precip-
itation of two hours for the region of 100 km2 of the
location of QSLS rainfall systems, and also calcu-
lated the area of rainfalls (Figure 1, center). Us-
ing these outputs, we defined the area of rainfalls
as ”the rate of the form of a line” and also defined
the total precipitations as ”the rate of stationary”.
Comparisons with CONTROL, NO-TOPO and NO-
WEST, experiments of NO-TOPO and NO-WEST
had less precipitation and less stationary. For the
experiments of NO-EAST, the QSLS rainfall sys-
tem was similar to CONTROL, although the rate of
the form of a line was over 70 %. For the exper-
iment of O-IMA, where only the mountain on the
southwestern part of Shikoku Island (Imanoyama
Mountain), the model-simulated QSLS rainfall sys-
tem was reproduced, but rate of form of a line and
the rate of stationary was nearly one-half (40 %



and 51 %). For the experiment of NO-NORTH, the
model-simulated QSLS rainfall system was similar
to CONTROL in terms of the rate of both the form
of a line and stationary (76 % and 96 %) (Table 1).
4.2 Coldpool-Shear Interaction

Figure 1 shows temporal - spatial averaged ver-
tical cross section in the direction that perpendic-
ular to the QSLS rainfall systems for CONTROL
(Figure 1, right). The shade and vector shows the
entire mixing ratio (g/kg) and the wind vector (m/s)
that was projected onto the vertical cross section
respectively. The circulations between cold-pool
and vertical wind shear were balanced, at the same
time, QSLS rainfall systems were maintained.

5 Discussion
　 It is important that the topography of southern
and western part of Shikoku Island in the exper-
iment of NO-NORTH and NO-EAST. It suggests
that the topography of the southwestern part of
Shikoku Island is important to form the QSLS rain-
fall system in Shikoku Island. For CONTROL, the
circulations between cold-pool and vertical wind
shear were nearly balanced from the analysis of
cold pool-shear interaction. It suggests that the
QSLS rainfall systems are maintained by these cir-
culations.
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Table 1: The rate of the form of a line and stationary in each topography experiments.

Name of experiments Rate of the form of a line Rate of stationary Details
CONTROL 1.0 1.0 −
NO-TOPO 0.0 0.0 No topography.
NO-EAST 0.97 1.1 No topography easter than Longitude of 133.5E.
NO-WEST 0.13 0.16 No topography wester than Longitude of 133.5E.

NO-NORTH 0.76 0.96 No topography norther than Latitude of 33.5N.
NO-SOUTH 0.69 0.73 No topography souther than Latitude of 33.5N.
ONLY-IMA 0.40 0.51 No topography exclude Imanoyama mountain.
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Figure 1: Computational domains for numerical simulations. (left). The simulated total rainfall from 14:00 to 15:50 in domain
3. Black rectangle indicates calculated domain for making Table 1 (center). Temporal - spatial averaged vertical cross sections
in the direction that perpendicular to the QSLS rainfall systems in CONTROL. The shade and vector shows the entire mixing
ratio (g/kg) and the wind vector (m/s) that was projected onto the vertical cross section respectively (right).



MODIFICATION AND TESTS OF PARTICLE PROBE TIPS 
TO MITIGATE ICE SHATTERING EFFECT 

 

Alexei Korolev 1, Edward Emery 2, Kirk Creelman 3, Walter Strapp 1, Stewart Cober 1, George Isaac 1 

 
1Environment Canada, Cloud Physics and Severe Weather Research Section, Canada; 

2NASA Glenn Research Center, United States; 
3Auriga Design Inc, Canada 

 
1. Introduction 
Understanding the formation and evolution of 

small ice particles in clouds has been a long-
standing problem in cloud physics. Debates 
around this problem extend well over three 
decades and began once optical particle size 
spectrometers became accepted instruments for 
airborne cloud particle sampling. Early airborne 
measurements suggested that in glaciated clouds 
the number concentration of ice particles is 
dominated by small particles with sizes less than 
100m.  Small ice particles may play a significant 
role in radiation transfer and precipitation 
formation and their associated parameterizations 
have been included in many numerical climate and 
weather prediction models.  

Characterization of ice particle concentration, 
sizes, and their habits is one of the primary 
objectives of experimental microphysical studies 
of cold clouds. Ice particles are effective sinks of 
water vapor and they can quickly grow into 
precipitation sized particles. Most liquid 
precipitation on the Earth goes through the ice 
phase before melting into rain or drizzle. The 
number concentration of ice particles is an 
important parameter determining the rate of 
conversion of liquid into ice in mixed phase 
clouds. Knowledge of the size distribution of ice 
particles is of great importance for numerical 
weather prediction and climate models. The results 
of airborne microphysical measurements of ice 
clouds are routinely used for verification of remote 
sensing instruments such as radar and lidar.  

Most of our knowledge about the sizes and 
concentration of cloud ice particles has been 
obtained using airborne optical particle size 
spectrometers (Knollenberg 1976) which became 
widely available in the mid 1970s. Since that time, 
the amount of data describing the microphysics of 
ice clouds has been progressively increasing. One 
striking observation about ice clouds has been the 
omnipresence of small ice crystals with 
characteristic sizes less than 100m (e.g. 
Heymsfield  and  Platt,   1984).      It    has    been 
_________________________    
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observed that the ice crystal number 
concentration is essentially always dominated 
by small ice particles (Fig.1 curve 1). Small ice 
particles in high concentrations have been 
observed in regions with undersaturated and 
supersaturated environments with respect to 
ice. Numerical simulations suggest that small 
ice particles should quickly grow to larger sizes 
in a supersaturated environment, or completely 
evaporate in a subsaturated environment, 
keeping the concentration of ice crystals 
D<100m relatively low (Fig.1). In order to 
explain this high concentration of small ice 
particles, a number of mechanisms of ice 
multiplication in nature have been 
hypothesized. However, there is no 
experimental confirmation of any of these 
mechanisms, with the exception of that 
established by Hallett and Mossop (1974). The 
Hallett-Mossop mechanism is active only at 
relatively warm temperatures (between -5 and -
8C), and it cannot explain the high 
concentration of small ice particles observed at 
lower temperatures. 

 
Figure 1 Conceptual diagram of measured (1) and 
presumed actual (2) size distributions of ice 
particles. 

 
2. Hypothesis of shattering 
One possible explanation for high 

concentrations of small ice particles is 
instrument-induced particle shattering. Prior to 
entering the instrument sample volume, an ice 
particle may impact the probe’s upstream tips 
or inlet and shatter into small fragments, which 
may cause multiple artificial counts of small ice 
(Fig.2a). There have been a number of attempts 



to quantify the effect of shattering from in-situ 
measurements (e.g. Gardiner and Hallett 1985; 
Gayet et al. 1996; Field et al, 2003, 2006; 
Korolev and Isaac 2005; Heymsfield 2007; 
McFarquhar et al. 2007; Vidaurre and Hallett 
2009; Jensen et al. 2009). A review of these 
works can be found in Jensen et al. (2009). The 
estimates of the effect of shattering obtained in 
these studies varied in a quite wide range and 
resulted in large uncertainties. 

Direct experimental support for the shattering 
hypothesis has been obtained with high speed 
video collected during dedicated tests by the 
NASA Glenn Research Center (GRC) at the 
Cox and Company wind tunnel, which will be 
described in section 4. The video technique 
provides only a qualitative characterization of 
the possible flow of shattered fragments from a 
larger particle breakup. However, for the first 
time, it has been documented that at aircraft 
speed ice particles bouncing off forward 
surfaces can travel several centimeters across 
the airflow before passing through the sample 
volume.  

 

 
Figure 2.  (a) Conceptual diagram of the effect of 
ice particle shattering and bouncing on the 
measurements of ice particles with the conventional 
probe tips.  (b) The redesigned arm tips deflect ice 
particles away of the sample volume and result in 
mitigation of the shattering.  
 

This work presents the efforts undertaken by 
Environment Canada in collaboration with 
NASA on the design of the particle probe arm 
tips, which are intended to mitigate the effect of 
ice shattering. The long standing problem of the 
ubiquitous existence of high concentrations of 
small ice particles in ice clouds has been 
studied using unique wind tunnel and in-situ 
aircraft measurements. The arm tips of the 
particle probes were modified by Environment 
Canada to deflect bouncing particles and to 

shed water away from the sample volume and 
optical field apertures (Fig. 2b) (Korolev 2011).  

The first stage of the design work consisted 
of a sequence of iterations of modifications of 
mechanical design followed by the flow and 
particle bouncing simulations. The results of 
this work are described in section 3. During the 
second stage, the tips were tested at the Cox 
wind tunnel facility in ice particle and liquid 
conditions. Using high speed video recording, 
these tests were focused on two tasks: (a) 
identifying the frequency of ice particles 
bouncing towards the probe’s sample area and 
(b) observing whether water would shed into 
the optical windows. The second stage of this 
work is presented in section 4. At the third 
stage the tips with the best performance were 
installed on the particle probes on the NRC 
Convair 580 and tested during the dedicated 
Airborne Icing Instrumentation Evaluation 
(AIIE) flight campaign in March-April 2009. 
The evaluation of the shattering effect was 
focused on the CIP, FSSP and OAP-2DC. The 
results of the AIIE project demonstrate that the 
contamination of particle size distributions by 
shattering is a significant problem for the 
airborne microphysical characterization of ice 
clouds. Shattering may contaminate the ice 
crystal size spectrum up to sizes of ~500 mm, 
particularly when large ice particles are present, 
resulting in an overestimation of the total 
number concentration of particles by up to a 
factor of 100. The main outcomes of the AIIE 
flight campaign (Korolev et al. 2011) are 
described in section 5. Section 6 presents the 
analysis of the existing data processing 
algorithms and their efficiency to filter out 
shattering events. 
 
3. Flow and bouncing simulation 

Computational fluid dynamics (CFD) 
simulations have been intensively used in the 
mechanical design and modification of probe 
arms and tips as a form of feedback regarding 
the quality of the airflow in the vicinity of the 
sample area of the probes. One of the main 
objectives was to design a set of probe tips with 
maximum uniformity and minimal disturbance 
to the air flow prior to entering the sample 
volume. The air flow disturbances related to 
convergence or divergence may result in the 
spatial sorting of particles with different 
aerodynamic sizes and, therefore, cause errors 
in measurements of particle concentration in 
different size bins. Acceleration and 
deceleration of the airflow in front of the 



sample area may cause changes of the natural 
orientation of ice particles or an elongation of 
raindrops, which may be misleading in the 
particle habit recognition that is done from 2D 
imagery measured by the probes. T 

he probe tip mechanical design optimization 
was a highly iterative process. After generating 
an initial 3D model of the tips based on 
conceptual design, the CFD simulation around 
the model was preformed. The results of the 
modeling were analyzed and modifications to 
the 3D model were applied if found to be 
necessary. Then, the CFD simulation around 
the modified model was performed again 
followed by one more repeated cycle of 
“design-simulation”. The CFD simulations 
were conducted at different angles of attack, 
yaw, air speeds, temperatures and pressures. 
The CFD analysis was performed with the help 
of the Flow Simulation Tool in Solid Works 
software. 

Below we show some results of the CFD 
simulations for the particle probes with 
standard and modified arms. 

   
3.1 Flow simulation 

Figure 3 shows the CFD simulations of the 
airflow at an airspeed of 100m/s, a pressure of 
700mb and a  temperature of 0C around the 
front part of the FSSP, OAP-2DC and CIP with 
standard1 arms and tips. The diagrams in the 
central column depict the following changes: 
airspeed along the laser beam (Figs.3d, e, f); 
and along the line parallel to the airflow and 
passing through the center of the sample area 
(Figs.3g, h, i). Particles passing through the 
FSSP inlet tube experience deceleration and 
then acceleration before crossing the sample 
area (Figs.3g). The flow inside the tube has 
asymmetry caused by the knob mounted on one 
of the optical apertures (Figs.3g). The airspeed 
gradually decreases during its approach to the 
sample area of both OAP-2DC and CIP 
(Fig.3h, i). However, the airspeed along the 
sample volume of these probes increases from 
the center toward the arms. The ice particles 
passing close to the arms may experience 
aerodynamic stresses caused by the wind shear. 
This may cause aggregated ice particles with 
weak bonds such as aggregates of dendrites or 
needles to break apart.   

                                                 
1 Hereafter, the term “standard” is referred to 
unmodified probes’ configurations as they were 
built by manufacturers.  

 
Figure 3.  Simulations of the airflow at V=100m/s, 
P=700mb and T=0C around the particle probes FSSP 
(a), OAP-2DC (b) and CIP (c) having standard 
housing. Air velocity profile along the sample volume 
of FSSP (d); OAP-2DC (e), CIP (f). Center line air 
velocity upstream and downstream of the sample area 
(g); OAP-2DC (h), CIP (i). Red dots indicate the 
location of the sample volume. For OAP-2DC and CIP 
the sample volume on (e) and (f) is presented by the 
entire length of the beam between the arms. 

 
Figure 4 shows a similar set of diagrams for the 

same conditions and the same type of instruments 
as in Fig.3, but with modified tips. The modified 
tips improved the uniformity of the airflow along 
the sample volume (Fig.4d, e, f). The airflow also 
becomes more uniform upstream the sample 
volume for the FSSP and OAP-2DC, and it varies 
less than 5%. The airflow upstream the CIP 
experiences deceleration and then acceleration 
within ±5%. The acceleration of the airspeed 
between the CIP arms is caused by the depression 
behind the tips resulting in the Venturi effect.    

 

 
Figure 4.  Same as on Fig.3, but for the probes with 
modified arm tips. 



One of the tasks related to the modification of 
the tips was the protection of the optical 
windows from water shedding over the tip 
surface. Water might shed from the upstream 
lip onto an optical aperture, contaminate optics 
and eventually degrade measurements.  A 
groove with angled edges around the open 
aperture was considered as one of the potential 
solutions of this problem. The shed water was 
expected to be trapped inside the groove and 
dumped out to the sides.  

Figure 5 shows the flow trajectories over the 
surface of the tip upstream from the aperture 
and groove. The results of the CFD simulation 
suggest that the leading edge vortex sweeps the 
majority of the flow down and around the tip. 
The remainder, moves along the top surface of 
the tip, enters and is diverted by groove and 
then exits out through its sides corners. The 
wind tunnel tests described in section 4.3 
confirmed the success of this design in 
protecting the optics from water contamination. 

 

 
Figure 5.  Simulations of the flow trajectories along 
the tip surface calculated from the CFD simulations. 
The flow analysis was performed for 150m/s, 
P=800mb and T=0C. 
 
3.2 Bouncing simulation 
A CFD simulation of bounced ice particles was 

performed to estimate the trajectory of deflected 
particles and to ascertain which regions of the 
sample area could potentially be contaminated by 
deflected ice particles. In simulation, the ice 
particles were assumed to be solid spherical balls 
having the density of ice. The restitution 
coefficient was estimated from the trajectories of 
ice particles deflected from the solid surface, 
which were obtained from the analysis of high 
speed videos recorded in the Cox and Company 
Wind Tunnel Facility. It was estimated that the 
normal coefficient of restitution (en) of ice 
particles generated in the wind tunnel varies from 
0.55 to 0.85.  Variation in this value is probably 
due to variations in individual particle shape, off-
axis camera viewing angles and is further 

compounded by an unknown Tangential  
coefficient of restitution (et) between the 
machined, heated probe tip and the geometry of 
wind tunnel ice particles. 

It should be noted that the restitution 
coefficient of ice particles grown through the 
water vapor diffusion process may be quite 
different from those generated in the wind tunnel 
by means of shaving solid ice blocks. The 
diffusion grown ice particles usually have lower 
bulk density due to developed branches and are 
more fragile as compared to those produced in the 
wind tunnel. Upon impact, such particles most 
likely shatter first and then bounce away. This 
results in a redistribution of the kinetic energy of 
the original particle into energy required for the 
particle fragmentation, heating, partial melting 
and kinetic energy of the bounced fragments. 
Therefore, the restitution coefficient of the 
individual fragments is expected to be lower than 
that for the case of bouncing without shattering. 
The analysis of the high speed video  obtained in 
the wind tunnel tests showed that the interaction 
of the tunnel generated ice with a solid surface 
usually occurred without shattering. Although 
shattering events were observed in a number of 
cases.  

Figure 6 shows the calculated trajectories of ice 
spheres with diameters 7m, 12m, and 20m, 
bouncing from the FSSP inlet tube. The normal 
restitution coefficient during the bouncing 
simulation was assumed to be 0.85 The angle of 
attack for this simulation was 5 degrees. As seen 
from Fig.6 a large percentage of bounced 
particles enter the sample tube and pass through 
the sample volume of the probe. This is 
suggestive of the fact that the FSSP 
measurements in ice clouds may be contaminated 
by shattering and bouncing particles. As it will be 
shown in Section 6, the contamination of the 
FSSP measurements by ice particles is a serious 
issue.   

 

 
Figure 6.  Simulation of bouncing of ice spheres 
with diameters 7m, 12m and 20m from the 
FSSP inlet tube and angle of attack 5 degree. The 
diagram shows a crossection of the inlet tube. 



In order to estimate the effect of ice particles 
bouncing from the OAP-2DC arms, the 
simulation of ice particles bouncing from a 
hemispherical head has been performed. The 
dimensions of the hemispherical head are the 
same as that for the OAP-2DC arm (see 
Figs.3b, 9a) although the anti-splashing guards 
installed on the OAP-2DC arm were not 
included in the simulation. The simulation 
assumed no particle shattering occurred and 
that the particle remains spherical throughout 
its flightpath. Figure 7 shows the trajectories of 
ice spherical particles after their impact with 
the surface of the hemispherical head. The 
simulation of trajectories along z-direction was 
discontinued at the location of the OAP-2DC 
sample volume z=4.5cm downstream from the 
tip of the head. As seen from Fig.7 that even in 
high pressures (P=1000mb, Fig.7a), bouncing 
ice particles with a D~50m collectively 
covered the entire OAP-2DC sample volume, 
which has a length of 6.2cm.    

 
Figure 7.  Simulation of the trajectories of ice 
spherical particles with different diameters after 
their impact with the hemispherical head. The 
calculations were performed for the restitution 
coefficient of 1.0, representing a perfect reflection 
thus giving a maximum limit of travel. The diameter 
of the hemispherical head is 2.5cm. The location of 
the OAP-2DC sample volume would be on the right 
side of the diagrams where the particle trajectories 
are terminated.  
 
Figure 7 indicates that the travel distance of the 
particles across the airflow actually increases 
with an increase in the particle size and a 
decrease in the air pressure P. Figure 8 shows 
the maximum travel distance across the airflow 
Lmax at z=4.5cm versus the pressure, calculated 
for different velocities V and different particle 
sizes. As seen from Fig.8 the curves Lmax(P) 
calculated from different airspeeds are grouped 
together, showing a weak dependence of Lmax 
versus V. This result is suggestive of the fact 
that Lmax primarily depends on particle size and 

air pressure (density) and that velocity has a 
minor effect on Lmax.   
 

 
Figure 8.  Simulations of the maximum travel 
distance across the airflow at the location z=4.5cm 
after particle bouncing from the hemispherical head 
with a diameter of 2.5cm. The distance z=4.5cm 
corresponds to the location of the OAP-2DC sample 
volume.  
 

4. Wind tunnel tests 
During the course of the modification of the 

probes arms and tips, a series of wind tunnel 
tests were performed. The main objectives of 
these tests were as follows: 
(a) to evaluate the general performance of the 

probes after their modification; 
(b) to characterize the effectiveness of the 

modified tips in mitigating shattering and 
to compare it with the originally designed 
ones; 

(c) to characterize the effect of shedding water 
on optics contamination 

(d) to determine the efficiency of the deicing 
heaters and their capability to keep the 
arms’ surface in front of the sample area to  
free from ice build-up. 

The present section will be focused mainly on 
objectives (b) and (c).  

The tests were conducted in the Cox and Co. 
Wind Tunnel Facility. The characterization of 
the performance of the probe tips was 
conducted in both ice and liquid sprays. Most 
of the tests were conducted at an air speed of 
80m/s. The performance of the modified probes 
was tested at two angles of attack: 0 degrees 
and 5 degrees.  
 
4.1 High speed video recording 

The characterization of the effectiveness of the 
tips in mitigating bouncing and shattering was 
conducted in ice sprays. The trajectories of the 
bouncing ice particles were recorded on a high 
speed video camera. Fig. 9 shows some example 



images of ice particles bouncing from the 
standard OAP-2DC and CIP arm tips and the 
FSSP inlet tube. The high speed videos 
associated with these snapshots can be 
downloaded from  
(ftp://64.176.164.83/pub/bouncing_video).  

The analysis of the high speed videos revealed 
that after bouncing from the OAP-2DC arm tips, 
the ice particles may travel several centimeters 
across the air flow, which results in the 
contamination of the entire sample area by 
shattered and bounced ice particles. This 
observation is in qualitative agreement with the 
prediction obtained from the bouncing 
simulation in section 3.2.  

The CIP has saucer shaped tips with a sharp 
leading edge (Fig.9b). Such a shape results in a 
different bouncing pattern than the one for the 
OAP-2DC. Since the incident angle for the CIP 
tips remains approximately the same for all 
particles, they bounce from the surface at 
approximately the same angle in the plane 
passing through the sample area. As a result, the 
bounced particles form a relatively narrow cone 
of an ~20-30 degree angle which contaminates 
approximately 2-3cm of the sample area nearest 
to the tip (Fig.9b). The analysis of the high 
speed videos documented frequent instances 
when trajectories originated on the cylindrical 
part of the tip and ended up in the sample area. 
In other words, ice particles may bounce over 
the edge of the saucer tip. Since the travel 
distance increases with the decrease of the air 
density (section 3.2) it is anticipated that the 
contamination by particles coming from the 
cylindrical section of the probe tip will increase 
for the aircraft measurement, as compared to the 
wind tunnel tests conducted at P=1000mb.  

Figure 9c shows a snapshot of the high speed 
video of the trajectories of ice particles bounced 
from the FSSP inlet tube. The illumination used 
for the high speed photography does not allow 
us to capture footage of particles entering the 
sample tube. However, the qualitative similarity 
between the trajectories of bouncing particles 
outside the inlet tube obtained from simulation 
(Fig.6) and the particles observed in the wind 
tunnel (9c) suggests that the results of the 
simulation on a qualitative level can be applied 
to the FSSP. The observed similarity between 
the wind tunnel observation and bouncing 
simulation suggests that ice particles bounce and 
pass through the sample volume of the probe 
similar to the conclusions obtained in the 
bouncing simulation.  
 

 
Figure 9. High speed video snapshots of the 
trajectories of ice particles bouncing from the arm 
tips of the CIP (a), OAP-2DC (b) and FSSP inlet 
tubes (c). Frames are from high speed videos taken 
in ice spays in the Cox Wind Tunnel at the airspeed 
of 80m/s, P=1000mb, T=-10C. Red areas in (a) and 
(b) highlight the sample volumes of CIP (a) and 
OAP-2DC (b) probes, respectively. 
 

Analysis of the high speed video from the 
Cox and Company Wind Tunnel show that ice 
particles may bounce upstream from the airflow 
up to approximately 1cm. The picture in Fig.10 
shows the trajectories of ice particles bouncing 
upstream to 8mm from the cylindrical tip of the 
CIP. As mentioned above, particle bouncing 
upstream will increase with the decrease of 
pressure.   



 
Figure 10.  Snapshot of the trajectories of ice 
particles bouncing from the cylindrical surface of 
the CIP tip. Ice spay in the Cox Wind Tunnel, 
airspeed 80 m/s, P=1000mb, T=-10C 
 

Figure 11 shows high speed video snapshots 
of ice particle trajectories around the modified 
tips for OAP-2DC and CIP at a zero degree 
angle of attack (Figs.11a,b) and a 10 degree 

angle of attack (Figs.11c,d). As seen in 
Figs.11a,b, trajectories associated with 
bouncing towards the sample volumes of these 
instruments are not observed here. The particles 
impacting the tips are deflected to the side 
opposite to the sensing area.   

However, for a non-zero angle of attack, 
particles experiencing impact with the inner 
surface of the tips are deflected towards the 
sample areas. The snapshots of the cases with a 
10 degree angle of attack are shown on Fig. 
11c,d. As depicted, the airflow in this case is 
non-parallel to the inner surface of the tips and 
it is exposed to the impact with particles. After 
impact with this surface, particles bounce off or 
shed along this surface. It should be mentioned 
that most research airplanes do not fly with a 
10 degree angle of attack. Such angle was 
selected for research purposes in order to 
exaggerate the effect of particle bouncing.  

 
 

 
Figure 11.  High speed video snapshots of the trajectories of ice particles bouncing from the modified arm tips of 
OAP-2DC (a,c) and CIP (b,d) at a 0 degree (a,b,) and a 10 degree (c,d) angle of attack. Frames are from high 
speed videos were taken in ice spays in the Cox Wind Tunnel at the airspeed of 80m/s, P=1000mb, T=-10C. Red 
areas in (b) and (d) highlight the sample volumes of CIP. 
 



4.2. Still photography 
Still photography of the illuminated sample 

volume exposed to the spray is another way to 
characterize the inhomogeneity of the particle 
flow across the probe’s sensing area. This 
method is in many ways is similar to that used 
by the laser sheet technique. When particles 
pass through the illuminated sample volume 
they scatter light towards the camera. The 
amount of light received by the camera 
(intensity x exposure time) from each 
individual volume of the beam depends on the 
size of the particles in this volume, their 
concentration and their speed. For a uniform 
flow with a spatially homogeneous spray the 
brightness of the beam on the picture should 
remain constant. The non-uniformity of the 
beam brightness means that one of the 
following reasons, or their combinations, are 
currently present at the beam location: (a) 
inhomogeneity of particle sizes, (b) 
inhomogeneity of particle concentration and (c) 
non-uniform velocity along the sensing area.  

Figure 12 shows still pictures of the OAP-
2DC sample volume with standard tips. The 
pictures were taken during pne ice spray and 
three liquid sprays with the nominal mean 
volume diameters (MVD) 22m, 40m, 
150m.  Depending on the spray, the time 
exposure of the camera varied from 2 to 10 
seconds to get a statistically significant sample 
of particles passed through the sample volume 
and average the turbulent fluctuations of the air 
flow in the wind tunnel. 
 

 
Figure 12.  Still pictures of the OAP-2DC sample 
volume taken in three liquid and one ice spray at 
80m/s 
 

The distributions of the brightness along the 
sample volumes of the OAP-2DC and the CIP 
with standard and modified tips are shown in 

Figs 13 and 14. For all sprays, the brightness of 
the beam has a tendency to increase toward the 
edges of the sample area and, after passing its 
maximum, it may drop down near the walls of 
the arms. This observation is in general 
agreement with the analysis of the high speed 
video. For the liquid sprays, the brightness of 
the beam for the OAP-2DC and the CIP with 
standard tips (Figs.13a, 14a) increases with the 
increase of the droplet MVDs. This increase in 
brightness is most likely related to the 
splashing of large drops present in the sprays. 
For the probes with  modified tips, the 
brightness of the beams appears to be 
essentially more uniform, although some 
inhomogeneities of the brightness are still 
present near the arms walls, indicating the 
disturbance of the flow and sprays by the 
upstream parts of the tips.       
 
 

 
Figure 13.  Intensity of the scattered light along the 
sample volume of the OAP-2DC with standard (a) 
and modified arm tips (b) calculated from the still 
pictures. The photographs of the beam were taken 
during three liquid sprays with MVD=22m, 40m, 
150m and ice spray. The airspeed was 80m/s. 
 



 
Figure 14.  Intensity of the scattered light along the 
sample volume of the CIP with standard (a) and 
modified arm tips (b) calculated from the still 
pictures. The photographs of the beam were taken 
during three liquid sprays with MVD=22m, 40m, 
150m and ice spray. The airspeed was 80m/s. 
 
4.3. Shedding water 

Figure 15 shows a high speed video snapshot 
of the inner part of the modified tip with a V-
shaped grove in front of the optical window. 
The probe was installed at a 10 degree angle of 
attack and exposed to a liquid spray with an air 
temperature above the freezing point. The 
streakers formed by shedding water appear in 
the section upstream the optical window. The 
shedding water trapped by the angular opening 

can be seen exiting on the side of the groove. 
The analysis of the videos with shedding water 
showed that the designed groove collects the 
shedding water, thus minimizing contamination 
of the optics by water.  
 
5. Airborne Icing Instrumentation 

Evaluation (AIIE) flight campaign 
The AIIE flight campaign focused on 

quantifying the effect of shattering on ice 
measurements, and better understanding the 
problem of small ice particles in clouds. To 
meet these objectives the following strategy 
was used: each probe-type was simultaneously 
flown side-by-side in its modified and standard 
configuration to quantify the effect of 
shattering by comparing the results from the 
modified and standard probes (Fig. 16) The 
suite of instruments installed on the aircraft is 
listed in Table 1. A total of thirteen research 
flights were conducted with 
modified/unmodified pairs in the vicinity of 
Ottawa during March-April 2009.  

Several sets of modified arms and tips for 
OAP-2DC (8 sets), CIP (3 sets) and FSSP (3 
sets) were designed and fabricated for the AIIE 
project. The inlet tube of the modified FSSP 
was removed and the original hemispherical 
tips were replaced with new designs. New tips 
were tested each flight. The first and the last 
research flights were conducted with all probes 
set in standard configuration to establish that 
the electronics and optics of each pair of probes 
produced equivalent measurements before and 
after modifications, and that their performances 
did not change during the flight campaign. The 
measurements of the pairs of OAP-2DCs, CIPs,  
 

 
Figure 15.  High speed video snapshots of the water shedding over the inner surface of the modified OAP-2DC 
tip. The shedding water is collected by the groove in front of the aperture and dumped on the side. 



and FSSPs on these two flights were essentially 
identical for each pair of instruments, 
indicating that differences observed in other 
flights between the modified and standard 
probes were indeed due to the modifications 
and not to poor probe precision. The 2D-S tips 
were fabricated by SPEC in consulting with 
Environment Canada. Since only one 2D-S 
probe was flown, for the first part of the project 
it had standard tips, and for the second half 
modified ones.  
 

 
Figure 16. Cloud particle probes installed on the 
NRC Convair-580 during AIIE flight campaign. 
Pairs of the OAP-2DC (a), FSSP (b) and CIP (b) 
with modified and standard tips or inlets were 
mounted side by side on the same pylons. Such an 
installation enabled direct comparisons of the 
measurements of standard and modified probes and 
quantification of the effect of the ice shattering on 
the measurements. 
 

The goal of each research flight was to 
evaluate the performance of each set of 
modified tips in a variety of cloud conditions 
with different ice particle habits, sizes, 
concentrations, and ice water contents. For this 
reason, the flights were deliberately conducted 
in deep precipitating glaciated cloud systems 
associated with frontal clouds. In such clouds 
the characteristic size of ice particles usually 
gradually changes from a minimum near the 

cloud top, to a maximum in the precipitation 
below the cloud base. Cloud sampling was 
conducted during spiral or porpoise ascent to 
maximum altitude (7.5km), and then descent to 
the minimum allowed altitude (usually 0.3-
1.5km). In order to estimate the effect of air 
speed and angle of attack on the performance of 
standard and modified tips, a horizontal leg 
followed by pitch-up and pitch-down 
maneuvers were carried out on each flight at a 
pre-selected altitude.   

The following examples show a dramatic 
reduction in the effect of shattering on the 
microphysical measurements using the 
modified tips and also by using shattering 
filtering algorithms.    
 
6. Shattering by the FSSP 

Fig. 17a shows comparisons of the particle 
concentration in ice and mixed-phase clouds 
measured by standard and modified FSSPs. In 
mixed-phase and liquid cloud regions the total 
particle number concentration measured by 
both FSSPs are in close agreement. Here, the 
presence of supercooled liquid is suggested by 
the increase of the Rosemount Icing Detector 
signal (Fig.17c) when LWC is sufficiently high, 
and/or by the appearance of 2D images typical 
for supercooled large droplets (SLD) with the 
occasional ice crystal image (Fig.18(1)). In ice 
clouds, outside these mixed-phase regions, the 
modified FSSP number concentration was 10-2 

cm-3 or lower, whereas the standard FSSP 
concentration, with the inlet tube, varied 
between 1 cm-3 and 10 cm-3. In these regions, 
the absence of liquid droplets is supported by a 
flat or decreasing Rosemount Icing Detector 
ramp voltage (Fig.17c) and the CIP particle 
imagery (Fig.18(2)) showing ice particles with 
no evidence of liquid droplets. 

The total number concentrations from the 
FSSP in the mixed-phase regions in Fig.17a are 
quite low, which is often observed for clouds 
containing SLD. These concentrations are 
comparable to the concentrations of ice 
particles elsewhere measured by the standard 
FSSP in Fig. 17a. In this case, the standard 
FSSP is unable to distinguish mixed-phase 
cloud regions from ice regions due to artifacts 
in the ice regions. However, the modified FSSP 
shows only a very small signal in ice clouds, 
and in this particular case, can clearly identify 
liquid-containing cloud without other 
supporting measurements. This represents a 
potentially significant improvement of FSSP 
measurements in mixed phase clouds. 



 
Figure 17. Time series of (a) cloud particle concentration measured by the modified and standard FSSPs; (b) IWC 
measured by the Nevzorov probe and calculated from the OAP- 2DC and 2DP images; (c) temperature and Rosemount 
Icing Detector (RID) signal. Arrows 1 and 2 at the top of (a) indicate the areas where the CIP particle images in Fig.6 
have been sampled. The measurements were conducted on 08 April 2009, on the north-west side of Ottawa in glaciated 
frontal cirrostratus-nimbostratus cloud system. An increase of the RID ramp voltage between 14:37:40 and 14:39:00UTC 
indicates on a presence of cloud liquid water. Liquid clouds between 14:36:00 and 14:39:00UTC does not cause changes 
in the RID voltage since their LWC is below the RID sensitivity threshold (0.01g/m3) and the air temperature is too 
warm (T>-4C) (Mazin et al. 2000).  

 

 
Figure 18. Cloud particle 2D images measured in the 
areas indicated by arrows “1” (mixed phase) and “2” 
(ice cloud) in Fig.17. The images were measured by 
CIP with the modified tips with 15m pixel resolution. 

 
Fig. 19 shows another case where, similar to 

the case in Fig 17, concentrations measured by 
standard and modified FSSPs agree well in 
mixed-phase and liquid clouds. In regions of 
ice cloud the particle concentration measured 
by the modified FSSP is again very low at ~ 10-

2 cm-3, but in a region of relatively high ice 
water content at 18:08, the standard FSSP 
concentration reaches 50 cm-3. The existence of 
such high concentration of small ice particles 
may have an impact on precipitation formation 
and radiation transfer in ice clouds. The 
comparisons of Fig.19 suggest that the high 
concentration of small ice particles on the 
unmodified FSSP appears to be almost entirely 
artifact in this case. 

Fig. 20 shows comparisons of the average 
size distributions measured by the standard and 
modified FSSPs for all ice (Fig. 20a), and 
liquid or mixed-phase (Fig 20b) clouds sampled 
during the AIIE project. The agreement is quite 
good in liquid and mixed-phase clouds (Fig. 
20b), except for the larger sizes with D>30m. 
Cober et al. (2001) showed that ice crystals in 
mixed phase clouds start to bias FSSP observed 
droplet spectrum at sizes >30m, when the ice 
concentration exceeds 1l-1. However, in ice 
clouds the ratio of the measured concentrations 
varies from 1.5 to 3 orders of magnitude 
depending on the droplet size (Fig. 20a).  

Fig. 21 contains scatter diagrams of the 1-
second total concentrations measured by both 
FSSPs in all ice (Fig 9a) and liquid/mixed 
phase (Fig 21b) clouds. Fig. 21a suggests that 
shattered particles dominate the unmodified 
probe number concentration in ice clouds. The 
two probes agreed very well in liquid/mixed 
phase clouds dominated by liquid droplets (Fig. 
21b), indicating that the differences in ice 
clouds were not due to any fundamental 
electronic or optical response differences 
between the two probes, but rather were due to 
the lack of a sample tube and/or the modified 
tips on the modified probe.  For all cases 
observed during the AIIE project, the particle 
number concentration measured in ice clouds 
by the standard FSSP exceeded the 
concentration of the modified one.    Typically  



 
Figure 19. Time series of (a) cloud particle concentration measured by the modified and standard FSSPs; (b) IWC 
measured by the Nevzorov probe (deep cone) and calculated from 2D images; (c) temperature and Rosemount 
Icing Detector ramp voltage. The measurements were conducted on 01 April 2009, north-west of Ottawa, in ice 
clouds associated with a frontal system. 
 

 
Figure 20. Scatter diagram of the cloud particle 
total number concentration measured by the 
standard and modified FSSPs in all ice clouds 
sampled during AIIE (a); and liquid and mixed 
phase clouds sampled on 08 April 2009 (b) 

 
the one-second concentration measured by the 
modified probe was  0.01cm-3 to 0.1cm-3, 
compared to 0.5cm-3 to 5cm-3 for the 
unmodified probe. 

It is worth noting that the principle of the 
FSSP particle sizing is based on light 
scattering, and the size bin thresholds are 
calibrated for spherical water droplets. 
Scattering properties of non-spherical ice 
particles are quite different from that of liquid 

 
Figure 21. Size distributions measured by the 
standard and modified FSSP in (a) ice clouds and 
(b) liquid and mixed phase clouds, averaged over 
the entire AIIE flight data set. 
 
 
droplets. Fugal and Shaw (2009) attempted to 
establish ice size bin thresholds for the FSSP 
based on theoretical calculations of phase 
scattering functions for different ice particles.  
However, in the absence of laboratory 
confirmation of these results, FSSP 
measurements in ice clouds should be used 
with great caution, including those with the 
modified  
 



7. Shattering by OAP-2DC, OAP-2DP, CIP 
and 2D-S  

Figures 22 and 23 show comparisons of 
particle images measured in ice clouds by pairs 
of standard and modified OAP-2DCs and CIPs, 
respectively. It is evident that the probes with 
the standard tips in this case show a larger 
number of small particles not observed on 
probes with modified tips. Since we can 
conceive of no mechanism by which these 
modifications to the probes could have 
eliminated real particles, it is contended that 
these additional small particles must be the 
result of shattering.  

A comparison of the total number 
concentrations measured by standard and 
modified OAP-2DCs and CIPs are shown in 
Figs. 24a and 24b, respectively. Concentrations 
measured by the probe with standard tips are in 
the range of 10s to 100s per liter, whereas the 
modified probe total concentrations are 
significantly lower. The difference becomes 
most pronounced in areas of the cloud with the 
largest particles (Fig. 24c, UTC 14:10-14:40). 

Modified and standard probe particle size 
distributions are shown on Fig.25 for a ten 
minute period from the ice cloud shown in Fig. 
25. The measurements were conducted in 

precipitating bullet-rosettes (Fig.22) formed 
high up. The size distributions, corrected for 
the shattering events, are also presented in Fig. 
25, It appears that the effect of shattering is 
quite subtle above about 500 m and increases 
dramatically towards smaller sizes.  This 
shattering effect has a large impact on the small 
part of the size distribution, because the true 
concentration of small particles, for this case, is 
very low.   

The effect of shattering can also be seen in 
the count distributions of interarrival times in 
Fig. 26. As discussed in the next section, the 
counts associated with the short interarrival 
time mode are dominated by shattering, (Field 
et al 2003, 2006). The ratio of the counts in the 
first mode to the total counts characterizes the 
shattering efficiency in terms of the particle 
counts. These ratios are included in Fig.26. The 
comparisons of the standard OAP-2DCs and 
CIPs (Fig.27a,b,c,d) indicate that the modified 
tips shatter significantly less. It also appears 
that OAP-2DP is less affected by shattering 
relative to other probes, likely due to the coarse 
pixel resolution and the configuration of the 
probes tips.  

 

 

 
 
Figure 22. Comparisons of the ice particles images measured by two OAP-2DCs with the standard (left) and 
modified tips (right). The images on the left have many more small particles relative to those on the right. The 
majority of the small particles on the left result from the probe tip shattering. The pixel resolution of both OAP-
2DCs is 25m. The image sampling was conducted in frontal Cs-Ns cloud system in the vicinity of Ottawa, 08 
April 2009,  at P=690mb and T=-15C. 



 

 
Figure 23. Comparisons of the ice particles images measured by two CIPs with the standard tips(left) and 
modified tips(right). The images on the left have many more small particles as compared to those on the right. The 
majority of the small particles on the left result from the probe tip shattering. The pixel resolution of both CIPs is 
15m. The image sampling was conducted in frontal Ns clouds in the vicinity of Ottawa, 01 April 2009, at 
P=580mb and T=-13C. 
 
 

 
Figure 24. Time series of ice particle concentration measured in ice clouds by (a) two OAP-2DCs with the 
standard and modified arm tips; (b) two CIPs with the standard and modified arm tips; (c) maximum size Dmax and 
median mass size Dmmd; (d) temperature and altitude. The measurements were conducted on 08 April 2009, north-
west of Ottawa, in a glaciated frontal cirrostratus-nimbostratus cloud system. 
 



Further analysis of a variety of cloud cases 
from the AIIE flights yields the important 
conclusion that the portion of the particle size 
range with diameters larger than ~300-500  m 
appears insignificantly affected by shattering, 
whereas the smaller size range can be strongly 
contaminated in ice clouds (e.g. Fig. 25).  Since 
the mass and radar reflectivity of typical size 
distributions measured in mid-latitude and 
Arctic clouds is usually associated with the 
larger particles, the IWC and radar reflectivity 
estimated from 2D particle images are 
significantly less affected by shattering than the 
number concentration in all AIIE data set. 

The magnitude of the shattering effect on 
number concentrations for the OAP-2DC and 
CIP probes was found to depend on the particle 
size and habit.  For size distributions with the 
maximum particle size of several millimeters 
the total number concentration during AIIE 
were greatly overestimated for the OAP-2DC. 
However, when maximum particle sizes were < 
500m, the difference in number 
concentrations is greatly reduced.  

 

 
Figure 25.  Comparisons of size distributions before 
and after inter-arrival time corrections, as measured 
by standard and modified OAP-2DCs (a) and CIPs 
(b). Size distributions measured by the modified 2D-
S and standard OAP-2DP are shown on both (a) and 
(b). The results are for the large-particle region of 
Fig. 24. The size spectra were averaged over the 
time interval UTC 14:09:00 - 14:21:00.  

 

Analysis of the high speed video obtained 
during the Cox wind tunnel experiments 
showed that at non-zero angle of attack ice 
particles may bounce from the inner surface of 
the modified arm tips and contaminate 
measurements with shattered particles (section 
4.1). This is consistent with observations made 
during pitch up and down flight maneuvers 
during AIIE. Despite the fact that the modified 
tips can still shatter, the magnitude of the effect 
is still significantly smaller relative to standard 
tips  
 
8. Efficiency of anti-shattering algorithms 

Large data sets of OAP-2DC data collected 
by the community over the past thirty years 
have been used for parameterization of cloud 
microphysics for numerical weather and 
climate models and validation of remote 
sensing instruments. It has been shown here 
that the number concentrations of ice particles 
smaller than ~300-500 m can be highly biased 
by small shattered fragments in clouds 
dominated by ice particles. This raises an 
important question: can the historical data be 
reanalyzed to filter out the data affected by 
shattering?  

A number of different correction algorithms 
have been developed for identifying and 
filtering shattering events. Korolev and Isaac 
(2005) developed an algorithm based on the 
analysis of the image frames with fragmented 
particles. However, this algorithm has a limited 
efficiency due to low occurrence of the 
fragmented image frames (e.g. see Fig.27a).  

One of the most effective algorithms uses the 
assumption that after impact a shattered particle 
forms a spatial cluster of closely-spaced 
fragments, most of which pass through a probe 
sample volume with inter-arrival times much 
shorter than natural particles (Cooper, 1977). 
The algorithm consists in determining the inter-
arrival time between two successive particles t 
and comparing t with the cut off time . If t 
< then both particles are considered as a 
shattered artifact, otherwise they are accepted 
as intact particles. The cut off time  is 
determined from the analysis of the frequency 
distributions of the inter-arrival times, as a time 
corresponding to the minimum between two 
distributions associated with the shattered and 
natural particles. If there distributions are well 
separated, their inter-arrival times can then be 
used for identification of shattering events 
(Cooper, 1977; Field et al. 2003, 2006; Baker et 
al. 2009).  



 
Figure 26. Frequency distribution of the inter-arrival 
time intervals for the standard and modified versions of 
OAP-2DC, OAP-2DP, CIP and 2D-S measured in the 
large-particle region of Fig. 24:  08 April 2009 UTC 
14:14:00-14:21:00. The mode associated with the short 
interarrival time is assumed to result from shattered 
particles, whereas the natural particles are assumed to 
form the longer interarrival mode. The dotted lines 
show the cut off time ( ) used during data processing 
for filtering the shattered events. The numbers in the 
top left corners indicate the fraction of counts in the 
small inter-arrival mode (with t<) to the total number 
of counts. 

Inter-arrival time frequency distributions for 
the six imaging probes used in this study, 
measured in the large-particle region of the ice 
cloud of Fig. 24, are shown on Fig. 26. The 
distributions associated with short and long 
interarrival times have a small overlap area 
suggesting that they can be used to filter out 
shattered events.  But how effective are these 
filtering algorithms?  Even a small number of 
undetected small shatterers will contribute 
significantly to their concentration, due to the 
fact that the sample areas S of optical array 
probes with coherent light source is very small 
for small diameters (SD2; Korolev et al. 
1998).  The effectiveness of interarrival time 
filtering appears to vary from probe to probe, 
depending on the pixel resolution, response 
time of the electronics, shape of the tips and 
processing algorithm details.  Filtered and 
unfiltered size spectra are compared in Fig. 25.  
At small sizes, concentrations of filtered size 
distributions for standard probes are still higher 
than those of the modified probes. This 
suggests that current filters for shattering for 
cases as in Fig.25 may be insufficient to 
eliminate all shattering artifacts, at least in the 
case of the OAP-2DC and CIP. This conclusion 
is supported by examining OAP-2DC and CIP 
 

 
Figure 27. Example of the results of the image rejection/acceptance processing for the OAP-2DC with standard 

(a) and modified tips (b). Particles rejected due to interarrival time are highlighted in green; rejected multi-
fragment images in blue; accepted partial images in yellow; accepted complete images in white. Most particles are 
rejected due to short interarrival time. However, some small images (presumably resulted from shattering) were 
accepted. At the same time many images which appear as intact were rejected due to interarrival time. This OAP-
2DC image-set was sampled in the same cloud shown in Fig.24. 



imagery, where artifacts can be observed to 
have characteristic elongated and out-of-focus 
images. In Fig.27, interarrival-time rejected and 
accepted images are color-coded for 
comparison. Although the algorithm rejects a 
large fraction of these artifact images, a 
significant fraction evades rejection. At the 
same time many images which appear as intact 
were rejected due to interarrival time (Fig.27a).  

The explanation of the misidentification of 
the shattered and intact particles is related to 
the basic assumptions underlying the 
interarrival algorithm, which do not always 
hold up during measurements. The interarrival 
time algorithm is based on the following 
assumptions: (a) the shattered particles always 
pass through the sample volume in a form of 
spatially close clusters with t<; (b) the 
number of particles in the shattered cluster is no 
less than 2; (c) the intact particles are spatially 
well separated from the shattered particles and 
they are not mixed up with each other 
(Fig.28a). In reality, the flow of shattered and 
intact ice particles through the sample volume 
frequently disobeys the above conditions, 
resulting in the failure of the inter-arrival 
algorithm. Thus, in many cases only one 
particle out of the ensemble of the shattered 
fragments is registered by the probe, while 
other group-fragments pass outside the sample 
volume (assumption b). Such particles are 
indistinguishable from the intact particles since 
t>. It may also happen that the shattered and 
intact particles become mixed up in the view 
field of the probe and therefore they are 
identified as shattered since t< (assumption 
c). Examples of such cases can be found among 
the color-coded accepted and rejected images 
on Fig.27a. Figure 28a shows a conceptual 
diagram of the idealized conditions for the 
interarrival algorithm, and Fig.28b shows the 
situation which most likely occurs in real 
particle sampling.  

Another problem of the inter-arrival 
algorithm is related to whether all shattered 
particles that pass through the sample volume, 
are registered by the probe. The shattered 
particles, whose sizes are below the sensitivity 
threshold of the probe, will not be detected. It 
may happen that only one particle of the 
shattered cluster is detected, whereas the rest 
particles are simply too small to be too small to 
be detected by the probe. The particles may 
also not be detected by the probe because of the 
low response time of the electronics. This will 
result in the violation of condition (b) and 

failure of the inter-arrival algorithm. This 
situation is most likely relevant to the OAP-
2DP with a 200m pixel resolution. As seen 
from Fig.25, most of the shattered particles are 
smaller than 200-300m in size. Since the 
shattered particles have a higher probability to 
intersect the sample volume near the probe 
arms, they will appear out-of-focus and will not 
be detected by the 2DP electronics. On the 
contrary, the 2D-S has the highest pixel 
resolution (10m) and the fastest response 
time, and therefore, it has a higher probability 
of identifying clusters of the shattered particles 
and filtering them out. This is consistent with 
the comparisons of the size distribution in 
Fig.25, showing that the modified and filtered 
2D-S measurements provide the lowest 
concentrations at small sizes while agreeing 
well with other probes at larger sizes, 
suggesting that it has the best overall 
performance for eliminating shatterers. Lawson 
(2011) draws the same conclusion, although 
based on a single case comparison of the 
modified and standard 2D-S he concludes that 
for 2D-S, the inter-arrival time algorithm 
appears to be more effective than the modified 
tips.  

 

 
 

Figure 28. (a) An idealistic conceptual diagram of 
spatial separation of shattered and intact particles 
viewed by imaging probes. The inter-arrival time 
algorithm is based on this concept. (b) A more realistic 
concept of particle measurements, showing that 
shattered particles may appear as a single particle 
because they are not associated with other clustered 
fragments around it (t>), and that intact particles 
may be mixed up within one cluster (t< ).     

 
In summary, for the OAP-2DC and CIP 

probes, it is unlikely that the number 
concentration of particles less than 500m can 
be fully corrected using interarrival time 
algorithms in cases strongly contaminated by 
shattering (e.g. Fig.25). At the moment, the 2D-
S probe appears to provide the best results. Due 
to the higher resolution and faster response 
time of the 2D-S, datasets collected with its 



standard tips are not as affected by shattering as 
the OAP-2DC and CIP data. All optical array 
probes still produce some concentrations at the 
smallest sizes which at the present time cannot 
be definitively stated to be real.  Further probe 
enhancements and algorithm developments 
may prove to be productive. For standard 
versions of FSSP, with no interarrival time 
measurement capabilities, there are no known 
algorithms capable of recovering data 
contaminated by shattering. 

A significant limitation for the antishattering 
algorithms has to do with cases with high 
concentrations of particles when the inter-
arrival time of intact particles becomes 
comparable with the cut off time i.e. t~ . In 
this case, the distribution of long and short 
inter-arrival times are overlaid (Fig.29) and the 
separation of shattered and intact particles 
based on the comparisons of t and   is 
hindered or impossible. Such cases are typical 
for clouds with naturally high concentrations of 
ice or for mixed phase clouds. Situations with 
minor overlaps of inter-arrival time 
distributions were discussed in Field et al. 
(2006).   

 
Figure 29. Examples of (a) well separated inter-
arrival time frequency distribution, when the 
interarrival time algorithm is applicable, and (b) 
significantly overlapped inter-arrival time 
distributions. In the latter case, the inter-arrival time 
algorithm may result in large errors. 
 
 
9. Concluding comments 

The results of this study demonstrated that 
contamination of particle size distribution 
caused by shattering of ice particles on probe 
tips and inlets is a significant problem for 
airborne microphysical characterization of ice 
clouds. Further analysis of a variety of cloud 
cases from the AIIE flights yields the important 
conclusions: 

(1) shattering can be significantly mitigated by 
using modified tips;  

(2) flying modified and standard probes in pairs 
enables quantification of shattering effect 
on the 

measurements;  
(3) the portion of the particle size range with 

diameters larger than ~500 μm is much less 
affected by shattering, whereas the smaller 
size range can be strongly contaminated in 
ice clouds;  

(4) existing shattering algorithms are unable to 
filter out all shattering events from the 
measurements of OAP-2DC and CIP and in 
many cases they result in disregarding 
intact ice particles.  

It is demonstrated that by modifying the 
probe tips and inlets, and by filtering in 
processing algorithms, the effects of shattering 
can be greatly reduced.  Both methods are 
complimentary and should be used together for 
mitigation of shattering. For future flight 
campaigns, it is recommended that research 
groups adopt modified probe tips and apply 
algorithms to reduce the effect of shattering. 

Numerical simulation of bouncing, analysis 
of high speed videos from the wind tunnel tests 
and the in-situ measurements collected during 
the AIIE project suggest that shattering, in a 
complex way, depends on air density, airspeed, 
angle of attack, shape and temperature of the 
tips, ice particle size and habit, and particle 
orientation at the moment of impact. Taking of 
all these effects into account in numerical 
models of shattering is a challenging problem. 
It is hindered by the lack of information about 
the rebound coefficient of ice, number and size 
of shattered fragments, angle of bouncing of 
shattered fragment and other factors.   

Distributions of ice particles measured with 
the modified probes and corrected with existing 
algorithms can still be dominated by small ice 
particles. At the moment it cannot be 
determined whether this is real or a result of 
shattering and/or other factors. Other 
instrument problems and limitations (e.g. 
depth-of-field definition problems, out-of-focus 
images, image digitization, etc.) contribute 
additional uncertainty in the accuracy of small 
ice particle measurements. In order to address 
this important problem in cloud microphysics 
more efforts should be invested in eliminating 
shattering artifacts, and in improvement of 
small ice particle measurements in general.    

Large sets of OAP-2DC data collected by the 
community over the past thirty years have been 



used for parameterization of cloud 
microphysics for numerical weather and 
climate models and validation of remote 
sensing instruments. Much of these data are 
likely to have been contaminated by shattering 
artifacts and should be re-examined. This raises 
an important question: can the historical data be 
reanalyzed to filter out the shattering effect? To 
address this issue, the cloud physics community 
should undertake efforts to determine the 
limiting factors in using the historical data and 
identify possible ways of its retrieval. In this 
regard, a series of dedicated flight campaigns to 
study the effect of shattering and other 
problems related to the accuracy of ice 
measurement should be considered as one of 
the high priority issues for the cloud physics 
community.  
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Table 1.  List of instruments installed on the NRC Convair-580 during the AIIE project 
Instrument type Measured parameter owner 
FSSP (PMS) standard droplet size distribution;  

2-47m; 15 size bins 
EC 

FSSP (PMS) modified droplet size distribution;  
2-47m; 15 size bins 

NASA 

OAP-2DC (PMS) standard 25-800 m; particle shadow- images at 
25m pixel resolution 

EC 

OAP-2DC (PMS) modified 25-800 m; particle shadow- images at 
25m pixel resolution 

NCAR/EC 

CIP (DMT) standard 15-960 m; particle shadow -images at 
15m pixel resolution 

EC 

CIP (DMT) modified 15-960 m; particle shadow- images at 
15m pixel resolution 

NOAA 

OAP-2DP (PMS) standard 200-6400 m; particle shadow- images at 
200m pixel resolution 

EC 

2D-S (SPEC) standard or 
modified 

10-1250 m; particle shadow- images at 
10m pixel resolution 

EC 

Nevzorov (SkyTech) standard liquid and total water content; 0.005-
2g/m3 

EC 

Nevzorov (SkyTech) modified liquid and total water content; 0.005-
2g/m3 

SkyTech 

King probe (CSIRO) standard liquid water content; 0.01-3g/m3 EC 
CSI (DMT) standard total water content; 0.01-2.5g/m3 EC 
Extinction probe (EC) standard extinction coefficient 0.1-200km-1 EC 
Rosemount Icing Detector 
(Goodrich) 

standard rate of icing in supercooled liquid clouds EC 

LI-6262 (LI-COR) standard absolute humidity EC 
State parameters - P, T, TAS, longitude, latitude NRC 
Ka-band radar (SEA) - Radar reflectivity EC 
DAS M200 (SEA) - Data acquisition system EC 
DAS M300 (SEA) - Data acquisition system EC 
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1. Introduction 
Extinction coefficient is one of the 

fundamental microphysical parameters 
characterizing bulk properties of clouds.  
Knowledge of extinction coefficient is of 
crucial importance for radiative transfer 
calculations in weather prediction and climate 
models given that Earth’s radiation budget 
(ERB) is modulated much by clouds. In order 
for a large-scale model to properly account for 
ERB, and perturbations to it, it must ultimately 
be able to simulate cloud extinction coefficient 
well. In turn this requires adequate and 
simultaneous simulation of profiles of cloud 
water content and particle habit and size. 
Similarly, remote inference of cloud properties 
requires assumptions to be made about cloud 
phase and associated single-scattering 
properties; of which extinction coefficient is 
crucial. Hence, extinction coefficient plays an 
important role in both application and 
validation of methods for remote inference of 
cloud properties from data obtained from both 
satellite and surface sensors (e.g. Barker et al. 
2008).  
While estimation of extinction coefficient 
within large-scale models is relatively 
straightforward for pure water droplets, 
thanks to Mie theory, mixed-phase and ice 
clouds still present problems. This is because 
of the myriad forms and sizes that crystals 
can achieve each having their own unique 
extinction properties. For the foreseeable 
future large-scale models will have to be 
content with diagnostic parametrization of 
crystal size and type. Before being able to 
provide satisfactory values needed for 
calculation of radiative transfer, however, 
they require the intermediate step of 
assigning single-scattering properties to 
_________________________    
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particles. The most basic of these is extinction 
coefficient, yet it is rarely solution is to be 
able to measure measured directly and so 
verification of parametrizations is difficult. 
The obvious microphysical properties and 
extinction at the same time and for the same 
volume. This is best done by in situ sampling 
by instruments mounted on either balloon or 
aircraft. The latter is the usual route and the 
one employed here. Yet still, the problem of 
actually measuring extinction coefficient 
directly for arbitrarily complicated particles 
remains unsolved. 

The following subsections document the 
history of attempts to directly measure cloud 
extinction, the current measurement device 
known as the Cloud Extinction Probe (CEP), 
specific problems with direct measurement of 
extinction coefficient, and the attempts made 
here to address these problems. 

 
2. Background 

The extinction process of a dispersed 
medium consisting of cloud particles 
suspended at random in the air can be 
described by the Beer-Bouguer law as 

LeII )(
0

    (1) 

where I0 is incident light intensity, I is light 
intensity transmitted through the medium in 
the forward direction (i.e. parallel to the 
incident light), () is volumetric extinction 
coefficient; and L is geometric distance 
between emitter and receiver.  

Early attempts to use airborne 
extinctiometers for measurements of visibility 
in clouds go back to work by Kampe (1950) 
and Weickmann and Kampe (1953). The first 
airborne extinctiometer utilized the 
transmissiometric method. It consisted of 
incandescent lamp, collimator and a photocell 
for measuring light intensity. The source of 
light and the photocell were mounted on the 
wing and separated by a few metres. 
Zabrodsky (1957) built an airborne double 



pass transmissiometer where light travelled to 
a retroreflector and back where it was then 
measured by a photodetector. Nevzorov and 
Shugaev (1972, 1974) built an advanced 
version of the double pass transmissiometer 
with improved stability and higher sensitivity. 
This was a successful design which allowed 
for the collection of a large data set of 
extinction coefficient for different types of 
clouds (Kosarev et al, 1976; Korolev et al. 
2001).  King and Handsworth (1979) built a 
single pass transmissiometer with an 
ultraviolet source of light generated by a 
germicidal lamp. Zmarzly and Lawson (2000) 
designed a multi-pass and multi-wavelength 
Cloud Extinctiometer. Gerber et al (2000) 
constructed a Cloud Integrated Nephelometer 
where the extinction coefficient was calculated 
from an arrangement of four Lambertian 
sensors, two of which had cosine masks.  

In many studies cloud extinction 
coefficient was estimated from composite size 
distributions measured by several cloud 
spectrometers. Earlier measurements (Korolev 
et al. 1999) showed good agreement between 
extinction coefficient measured by a cloud 
transmissiometer and that derived from the 
PMS FSSP droplet size spectra. However, 
calculation of extinction coefficient from 
particle size distributions in ice and mixed 
phase clouds is subject to potentially large 
errors due to uncertainties related to the size-
to-area conversion technique, shattering 
issues, and limited accuracy in measurements 
of concentration and sizes of ice particles 
smaller than approximately 100m.  

Despite the great influence of extinction 
coefficient on our ability to simulate radiation 
transfer for cloudy atmospheres and Earth’s 
climate in general, probes that are capable of 
direct measurement of extinction coefficient 
have not become a part of conventional 
airborne microphysical instrumentation. The 
effort to fill this gap has been undertaken by 
Cloud Physics Research and the Severe 
Weather Section of Environment Canada 
(EC). The Cloud Extinction Probe (CEP) was 
designed and built in 2006 by EC for airborne 
measurement of cloud extinction coefficient 
(Korolev 2008) and has since operated 
successfully during several flight campaigns. 

3. Principles of operations and description 
of CEP 

The CEP utilizes the transmissiometric 
method. The principle of operation is based on 
having emission of visible light of known 
strength followed by its measurement after 
having traversed, and been attenuated by, a 
known volume. This method enables calculation 
of extinction coefficient from first principles 
based on the Eq.1. The CEP consists of an 
optical unit that combines a transmitter and 
receiver as well as a retroreflector. Figure 1 
shows a general schematic of the optical unit. A 
collimated light beam is generated by an optical 
system consisting of a super-bright LED at 
wavelength =0.635m (1), diffuser (2), 
condenser (3), pinhole (4), and objective (5). 
The beam travels from the optical unit to the 
retroreflector (6), and then returns the same 
distance back to the optical unit. Then, after 
passing though the objective and beam-splitter 
(7) its intensity is measured by a photodetector 
(8). The optical chopper (9) modulates the light 
beam and controls turning on and off the LED 
with the help of the optocouple (10). The optical 
chopper consists of a sequence of holes, dark 
areas and mirrors glued on its surface. During 
the first half of the period when the hole is 
opened, the LED is on, and the photodetector 
measures the intensity of transmitted light plus 
the background intensity (Itot). During the 
second half of the period, when the hole is 
opened, the LED is off, and the photodetector 
measures the intensity of the 

 

 
Figure 1. Schematic diagram of the Cloud 
Extinction Probe: (1) LED 0,635m; (2) diffuser; 
(3) condenser; (4) pinhole; (5) objective; (6) cone 
cube retroreflector; (7) beamsplitter; (8) 
photodetector; (9) optical chopper;  (10) 
optocouple; (11) bandpass filter; (12) front heated 
glass. 



background light (Ibkg).  During the first half of 
the period, when the hole is closed and the 
LED on, light is reflected from the mirrored 
surface. After passing though a beam-splitter 
the reflected light is measured by the 
photodetector (Inorm). This signal characterizes 
the intensity of the LED, and is used to 
normalize all other measured signals. During 
the second half of the period, when the 
chopper hole is closed, the LED is on and the 
beam hits the blackened surface of the 
chopper. In this case, the photodetector 
measures the signal (Iint) related to the light 
scattered inside the optical unit due to 
reflection from the optical surfaces and the 
different parts inside the probe’s housing. The 
advantage of such a scheme is that it allows 
measurements of the intensities of the LED, 
background and attenuated light with the same 
photodetector. Utilizing of the above scheme 
minimizes the effect of changes of the 
photodetector sensitivity during flight (e.g. 
caused by temperature drift) on the 
measurements of the extinction coefficient.  

The optical scheme was designed to 
produce a highly uniform collimated beam. 
The inhomogeneity of the light intensity 
across the beam does not exceed 2%. This 
minimizes the effect of vibration and mutual 
motion the optical unit and retroreflector with 
respect to each other during the flight 
operation. A similar approach has been used 
by Nevzorov and Shugaev (1974). The size of 
the retroreflector was chosen so that its 
displacement from the center of the beam in 
each direction at the distance of approximately 
1cm does not affect the output signal.  

 
Figure 2. Cloud Extinction Probe: optical unit 
(top); control box (bottom); retroreflector (right). 

always stays inside the beam within the area 
of homogeneous light intensity, whereas the 
reflected beam always stays within the front 
lens area. This provides a stable output signal 
with a reduced sensitivity to aircraft vibration.  

The CEP was designed to operate in all 
weather conditions. The optics of the probe 
are well heated to prevent fogging during 
rapid aircraft descent at vertical speed greater 
than 5m/s. The environment inside the optical 
unit is temperature controlled so that the 
instrument can operate at air temperatures as 
low as -60oC. Based on the flight tests the 
threshold sensitivity of the probe was found to 
be approximately 0.2 km-1. The upper limit of 
the measured extinction coefficient is 
estimated to be no less than 200 km-1.  

 
Figure 3. Installation of the Cloud Extinction 
Probe on the NRC Convair 580. The yellow line 
indicates the position of the beam under the wing. 
 

The CEP was installed on the National 
Research Council (NRC) Convair 580. The 
optical unit was mounted inside the wing tip 
canister and the retroreflector inside a 
hemispherical cap at the rear side of a PMS 
probe canister (Fig.3). Distance between the 
optical unit and retroreflector was L=2.35m.  

The sample area of the probe is defined by 
the length of the beam (L) and the diameter of 
the reflector (d=25mm) and is calculated as 
S=Ld. For the Convair-580 installation 
S≈0.06m2. At a typical airspeed of 100m/s, the 
corresponding cloud volume sampling rate is 
approximately 6m3/s. Assuming a decent 
sensitivity, the above sampling rate allows 
measurements of a statistically significant 



extinction coefficient of ice particles with 
concentration of a few per cubic meter.  

 
4. Objectives 

Since the early 1950s it was recognized 
that the transmissiometric method is prone to 
contamination by photons passing through the 
receiving aperture that had been scattered into 
the near-forward direction. Hence, as long as 
one interprets the measured intensity of light 
as though it were unattenuated, extinction 
coefficient will be underestimated 
systematically through inversion of Eq. 1. 
Theoretical considerations (Gumprecht and 
Sliepevich 1953; Deepak and Box 1978) 
showed that the effect of forward scattering on 
the measured extinction coefficient depends 
on the angle of the receiving aperture () and 
the scattering phase function of particles. Mie 
scattering calculations show that forward 
scattering is relatively weak for small particles 
and so in the case of small droplets 
underestimation of extinction coefficient will 
be small. Large particles, however, have 
strong forward scattering lobes that may result 
in significant underestimation of measured 
extinction coefficient. Theoretical calculations 
show that for large particles the relative error 
in extinction coefficient measurements 
approaches a factor of two.  

Until now, due to the absence of 
calibrating standards, there have been no 
experimental techniques capable of estimating 
the errors in extinction coefficient 
measurements versus particle sizes. 
Gumprecht and Sliepevich (1953) attempted to 
utilize a set of monodisperse glass beads 
suspended in water to measure forward 
scattering. However, the accuracy of 
maintaining the constant bulk number 
concentration in the test cell was low. The 
number concentration is also affected by the 
rate of sedimentation for large glass beads. 
Environment Canada developed a technique 
and designed a laboratory installation for the 
CEP calibration. The main objective of this 
calibration is to obtain a calibration curve of 
the extinction efficiency Q versus particle size 
D, i.e. Q(D). Due to the theoretical analysis 
(Deepak and Box 1978) the value of Q(D) is 
supposed to vary between 2 for small particles 

and 1 for large particles. Knowledge of the 
function Q(D) would allow one to make 
corrections to measured extinction coefficient 
when a particle size distribution is measured 
simultaneously with the CEP extinction 
coefficient.  

Below is a description of the work to be 
performed within the frame of this project:  
1. Design and fabricate a laboratory 

installation for the calibration of the CEP.  
2. Perform laboratory calibrations of the 

CEP with the help of constant frequency 
dot arrays and glass beads. Based on the 
results of the calibrations determine 
corrections to measured extinction 
coefficient versus particle size.  

3. Perform a theoretical analysis of the 
corrections to extinction coefficient.  

5. Apply corrections deduced from 
laboratory calibrations to the CEP data set 
collected during the ISDAC flight 
campaign. Develop parameterization of 
extinction coefficient measured in ice 
clouds versus temperature.  

 
6. Theoretical calculations of the effect of 

forward scatterints  
In an attempt to better comprehend the 

nature of the observations, we constructed a 
numerical model of the extinctiometer. Rather 
than attempt to build an analytic 
approximation, it was decided that a Monte 
Carlo photon transfer-based solution would 
better serve our purposes in light of the 
complicated character of ice scattering phase 
functions. This subsection describes briefly 
the Monte Carlo technique. 

To begin, 0.635 μm wavelength photon 
packets are emitted uniformly from the source 
lens travelling perpendicular to the lens 
toward the retroreflector. Distance to the first 
scattering event is computed as 


R

ds
ln

    (2) 

where R is a uniform random number between 
0 and 1, and β is extinction coefficient   (km-1). 
Scattering angle is determined by first solving 
for θs as 
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where p’(θ) is the azimuthally-averaged 
scattering phase function in which 
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This gives the deflection angle θs away from 
the incident ray. Then one solves for the 
azimuthal angle φs as 
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where p(θs,φ) is the full phase function given 
θs. If phase functions are azimuthally 
symmetric, as they are for spherical water 
droplets, (5) simplifies to 

,2R     (6) 
For this version of the model, aerosols and 

Rayleigh scatter are neglected. Moreover, it is 
assumed that particles can be represented as 
point scatterers and that p(θ,φ) and p’(θ) can 
be represented by far-field solutions (e.g., Mie 
theory for homogeneous spherical particles). 
This is a valid assumption given that cloud 
particles are generally expected to be small 
compared to most distances between scattering 
events and receiver (Mishchenko et al. 2006).  

The possible fates of a photon are shown 
in Fig. 4. If a scattered photon strays outside 
the emitted column of light by more than 5 
times the radius of the lens d it is considered 
to have exited the experiment. Note that 
detectable photons are not limited simply to 
those that get transmitted directly or undergo 
just a single forward scattering event (e.g., 
Deepak and Box 1978). Photons that undergo 
multiple scattering events, including 
backscatter, are detected too. These are, 
however, generally very minor contributions 
for values of β within the extinctiometer's 
reliable operating range. Hence, to a very good 
approximation the extinctiometer is effectively 
a single-pass device with separate source and 
receiver. Nevertheless, this Monte Carlo 
routine is fast, provides useful benchmarks, 
and, importantly, like most Monte Carlo 
treatments, can accommodate arbitrarily 
complicated, non-analytic scattering phase 
functions. 

Let NT and NR(θ*) be the numbers of 
photons emitted out and received at the lens of 

diameter d, respectively. In order for a photon 
to be received (i.e., detected) its angle of 
incidence relative to normal to the receiver's 
aperture has to be less than θ*. For the 
experiments performed here, transmittance 
along the path from the source to the 
retroreflector, whose radius is r, and back is 
defined as 
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Assuming Beer's Law for a collimated beam 
of light, and particles distributed entirely at 
random, the transmitted fraction of 
unattenuated photons is given by 

 ,2exp LT     (8) 
where L is distance (km) from source to 
retroreflector. However, because the receiver 
cannot discriminate scattered from completely 
unattenuated photons, if one tries to force 
Beer's Law onto (7), the implication is that 

 
Figure 4 A collimated stream of photon packets 
gets emitted from the source/reciever lens toward 
the retroreflector. The fate of a packet can be: 1) 
emitted directly, or scattered, past the retroreflector 
and out of the experiment (all photons scattered 
behind the retroreflector are considered to be out of 
the experiment); 2) transmitted unattenuated to the 
retroreflector and back unattenuated to the receiver 
(true direct-beam transmittance); 3) scattered one 
or more times by particles into the receiver without 
interacting with the retroreflector; 4) scattered one 
or more times by particles into the retroreflector 
and back into the receiver (including scattering 
after encountering the retroreflector); 5) scattered 
by a particle, or the retroreflector, out of the 
experiment. 
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which underestimates true extinction β; 
primarily because of single forward scattering 
events. Hence, by defining 
     ,*12exp*'  fLT   (10) 

where f(θ*) represents all contributions other 
than unattenuated direct-beam, the problem 
comes down to finding 
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In general, f(θ*) will also depend on 
particle size D and type. If one assumes that 
single-scattering prevails and that the portion 
of the phase function that leads to scattered 
photons being detected does not depend on the 
location of the scattering event (i.e., small θ*), 
and that backscattered photons are of no 
consequence, a very good approximation is 
obtained by 
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drpf   (12) 

If these conditions are violated, or if scattering 
properties depend much on particle 
orientation, (12) could lead to untenable 
errors. Figure 5 shows, however, that for water 
spheres at small θ* (i.e., small pin-hole 
apertures) and D less than about 500 μm (12) 
is extremely accurate. 
 

 
Figure 5 Extinction correction values 1- f, see (10), 
as determined by Monte Carlo simulation (heavy 
lines) and (12) (light lines) for water spheres and 
various pin-hole aperture sizes (as listed on the 
plot) as functions of particle diameter D. 
 

7. Laboratory calibrations 
6.1 Principle of transmissiometers calibrations  

The essence of calibration of 
transmissiometers consists in transmitting the 
probes’ beam through a media with a known 
particle dispersion and extinction coefficient, 
and then performing subsequent comparisons 
between the measured and known extinction 
coefficients. Such calibrations are hindered by 
the absence of calibrating standards. The main 
challenge in the calibrations is developing an 
environment with controlled particle size 
distribution and extinction coefficient. Until 
now there have been no known procedures for 
calibration of transmissiometers and for 
obtaining Q(D). 

In order to fill this gap, Environment 
Canada has developed a technique for the 
estimation of Q(D) from laboratory 
measurements. The principle of the calibration 
consists in passing the beam through a flat 
optical target with a known attenuating 
pattern. The extinction coefficient of the target 
is calculated from the attenuating pattern (e.g. 
Fig.9) and then compared with the measured 
one. 

For the calibration purposes several types 
of targets have been used. The first types of 
targets consisted of a set of glass plates coated 
with a repeating pattern of (a) equally spaced 
opaque dots with known diameters D, and (b) 
six ended stars simulating stellar ice crystals. 
Such optical targets have predetermined area 
coverage (or area ratio) S/S0, where S is total 
area of opaque dots covering area S0. The 
intensity of the incident light I0 and that passed 
through the target I are related as    
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Such a technique enables estimation of Q for 
each individual target. Details of calculations 
of the function Q(D) are described in section 
2.2.2. 

The second types of optical targets were 
monodisperse glass beads randomly spread 
over the surface of a glass substrate. 
Calculation of the area ratio S/S0 was deduced 
from the processing of microphotographs of 
the beads.   



The third types of targets were particles 
with random shapes such as crystals of sugar 
or broken glass.   

The results of the CEP calibrations by 
three types of targets are described in sections 
2.2.4-2.2.7. 

 
6.2 Calculation of instrumental scattering 

efficiency Q(D)  
Consider the Beer law in the differential 

form for a medium consisting of monodisperse 
particles with the concentration n and 
thickness dz 

dznIdI 0    (14) 

where 01 IIdI   is the changes of the 

intensity of the light beam after passing 
though a medium; Qs  is the scattering 
cross section of one particle; s is the geometric 
cross section of the particle; and Q is the 
extinction efficiency. The particle 
concentration n can be presented as 

dzSNVNn 0 , where N is the number of 
particles in the volume V; and S0 is the cross 
section of the beam. Then substituting n and  
in Eq.14 yields 
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Here, NsS   is the total geometrical area of 
the particles. 

For the double pass scheme (Fig.6a) light 
passes twice (forward and back) through the 
target. So, after the second pass the intensities 
of the incident and transmitted light are related 
as 
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Combining Eqs. 15 and 16 and excluding 
I1 yields 
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During the calibrations two spatially 
separated targets (Fig.6b) were also used. For 
the case of two targets with the same dots, it 
can be shown that the intensities I/I0 and area 
rations S/S0 are related as   

 
Figure  6. Scheme explaining calculation of the 
extinction efficiency from laboratory 
measurements for the cases of (a) one target and 
(b) two targets 
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For the case of k targets I/I0 and S/S0 are 
related as   
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Eq.17 considers an ideal case assuming 
that the substrate is absolutely transparent and 
it does not attenuate light. In fact, the substrate 
reflects light in the backward direction and the 
material it is made of may absorb some 
fraction of light. This will result in a 
systematic bias in the measurements of the 
attenuation of the light. This effect was 
accounted for with the help of special 
transparent plates made of the same material 
as the target plates, but without dot arrays on 
its surface. In every session of measurements 
of the signal attenuation by the dot arrays, the 
beam attenuation by a blank glass plate was 
measured as well in order to estimate the 
effect of the substrate.  

Figure 7 provides an explanation for the 
calculations of the effect of the substrate. In 
order to estimate the effect of the substrate, the 
target plate was considered as consisting of a 
“pure” coating and the glass substrate (Fig.7a). 



The intensities of light transmitted through 
this system can be described by the following 
system of equations 
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Figure 7. Scheme explaining calculation of the 
effect of the substrate of the attenuation of light by 
the target plate.  

 
 

The effect of a substrate (Fig.7b) can be 
written as  
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Solving the system Eqs. (20)-(25) yields 
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Eq.26 is similar to Eq.17 with only difference 
that Io in Eq.17 is replaced by Iglass . 

The values of I, Iglass, S/S0 can be obtained 
from the measurements and thus yield 
estimates of Q from Eq.26. The physical 
meaning of Q calculated from Eq.26 should be 
interpreted as “instrumental” extinction 
efficiency. The instrumental extinction 

efficiency primarily depends on the receiving 
aperture of the transmissiometer. The 
objective of the laboratory studies described 
below, is to determine Q(D) and to estimate 
the feasibility of corrections depending on the 
type of cloud particles (ice or liquid) and their 
dispersion.   

 
6.3 Laboratory installation 

To achieve the calibration goals the 
following installation was designed and built 
in the laboratory facility of the Cloud Physics 
and Severe Weather Research Section. The 
picture of the laboratory installation is shown 
in Fig.8. The laboratory installation consisted 
of a vertically oriented frame with the CEP 
optical unit mounted on one end and a 
retroreflector on the other. The distance 
between the CEP and the retroreflector was 
the same as that on the NRC Convair 580 
(2.30m). The optical targets were installed on 
a horizontal platform. The platform with the 
target was mounted on a set of rails, which 
enabled positioning of the targets in a vertical 
direction between the CEP and the 
retroreflector. The microphotography of the 
optical targets (e.g. glass beads) was 
conducted with the help of a high resolution 
CCD camera (Lumenera X32) attached to a 
microscope. The CCD matrix of the camera 
has 1216 x 1616 elements. However, micro-
shifting technology utilized in this camera 
allowed images with a linear resolution four 
times higher resulting in images with 4864 x 
6464 pixels. The microscope used in these 
calibrations has a long working distance 

 
Figure 8. Laboratory installation used for the 
calibrations of the Cloud Extinction Probe 



 varying from 13mm to 89mm depending on 
the optical magnification. A set of high quality 
changeable Mitutoyo optics and zoom options 
provided high resolution imagery of micro-
objects ranging in size from a few microns to a 
few millimetres. The microscope was mounted 
on a thee-positioning stage, which allowed it 
to be moved in and out of the CEP beam. As a 
result, it was possible to take 
microphotographs of the target and to measure 
light attenuation by the CEP without touching 
the optical target. This is important when 
working with glass beads, which can easily 
start moving over the substrate surface in case 
of minor vibrations.  

Proper illumination is one of the critical 
components for obtaining high quality 
microscope imagery. A rectangular 10 x 10cm 
green LED array backlight (CCS Inc, Kyoto, 
Japan) provided a uniform diffuse illumination 
of the targets, without leaving hot spots. The 
backlight illuminator was mounted on a rail 
with a slider-lock, which could be positioned 
vertically in order to achieve the best quality 
of particle imagery depending on the 
microscope optics and magnification. The 
backlight illuminator holder design created the 
possibility of moving the illuminator in and 
out the CEP beam, in order to take 
microphotographs of the optical targets and 
measurements of the light intensity without 
any significant rearrangement of the 
installation.   

 
6.4 Calibrations by constant frequency dots 

arrays 
A set of custom made constant frequency 

dot arrays were manufactured (Applied Optics 
Inc.) for the calibrations of the CEP. The 
constant frequency arrays consist of 1mm 
thick glass plates coated with equally spaced 
blue chrome opaque dots with diameter D 
(Fig.9). The glass plates had an antiglare 
coating to mitigate reflection and increase 
transmittance. The distance between the 
centers of the dots in X- and Y-directions was 
the same and equal to 2D. As seen in Fig.9, 
the area coverage of the dot arrays is 
S/S0=/16≈0.196. The calibrating set of dot 
arrays consisted of eight plates with dot 
diameters: 15m, 31m, 62m, 125m, 

250m, 500m, 1000m, 2000m. The visual 
appearance of the plates is shown on Fig.10. 
The pictures if the glass plates with got array 
and the microphotographs of the dot arrays are 
shown in Figs.10 and 11, respectively.       

 

 
Figure 9. Dot arrays used for calibration of the 
Cloud Extinction Probe. 
 

 
Figure 10. Custom made calibrating dot grids with 
different dot diameters. The area coverage of the 
dot arrays on each grass plate is the same: 
S/S0=/16. 
 
 

 
Figure 11. Microphotographs of the dot grids. The 
diameter of the field of view of the microscope is 
20mm. All dot grids have the same area coverage: 
S/S0=/16. 



 
The results of calibrations by the dot 

arrays are shown in Fig.12. It can be seen that 
extinction efficiency Q(D) approaches 1 for 
D>500m, whereas for small dots Q(D) tends 
toward 2. Such behavior is in good agreement 
with the theoretical predictions described in 
section 2.1. The calibrations of the CEP were 
also performed with a double plate scheme as 
shown in Fig.6b. The obtained values of Q(D) 
agreed very well with that obtained for the 
single plate scheme (Fig.6a).     

 

 
Figure 12. Instrumental extinction efficiency 
obtained from the CEP calibration by the dot 
arrays. Black solid curves are theoretical 
calculations of Q(D) for water spheres for different 
receiving aperture angles (section 2.1).  
 

The best fit curve Q(D) for the dot arrays 
lies between the theoretical values calculated 
for the aperture angles =0.5deg and 0.9deg. 
The deviation from the theoretical predictions 
may be related to optical misalignment, e.g. 
the center of the pinhole 4 in Fig.1 is not 
centered with the optical axis, or other 
imperfections in the optical elements. Another 
explanation of this deviation may be related to 
the fact that the scattering phase functions of 
the opaque flat discs and those for transparent 
water spheres are different and, therefore, the 
theoretical calculations in section 2.1 are not 
directly applicable to the dot arrays. 

The results in Fig.12 justify the approach 
used for the calibration of transmissiometers 
with the help of the dot arrays.    

 
 

6.5 Calibrations by glass beads 
Results of the CEP calibrations by opaque 

flat discs coated on the surface of the glass 
substrate were presented in the previous 
section. This approach raises a question about 
whether these results are applicable to cloud 
particles, which are essentially three-
dimensional and transparent. The forward 
scattering of such particles may be quite 
different in comparison to opaque flat 
particles. Therefore, flat opaque and 3D 
transparent particles with the same linear sizes 
may have different instrumental extinction 
efficiencies Q(D). To address this question, 
the CEP was calibrated by glass beads. The 
calibrations were done with monodispersions 
of glass beads (Thermo Inc.) having nominal 
diameters: 30m, 60m, 70m, 120m, 
230m, 480m, 1000m with standard 
deviations  varying between 1% and 2%.  

 
Figure 13. Examples of images of glass beads in 
the microscope’s field of view. 

 
Calibration by the glass beads consisted of 

a sequence of the following operations: 
1. The calibration started from measurements 

of the intensity of the beam (Iglass) 
transmitted through a glass substrate 
installed in the center of the CEP beam. 

2. Glass beads were positioned at random on 
the surface of the glass substrate. The 
surface of the substrate was limited by 
circular diaphragm with diameter 2cm. 
Figure 13 shows pictures of the glass 
beads with different diameters inside the 
2cm diaphragm. 

3. The intensity of beam I attenuated by the 
glass beads was measured by the CEP. 



4. The microscope was moved in, and a 
microphotograph of the beads was 
performed. After the microphotograph was 
finished the microscope was moved out of 
the beam. 

5. The beads were blown off the substrate and 
the background intensity Iglass was measured 
again.  
Microscope magnification was selected 

according to bead size. That way images of the 
beads had no less that thirty pixels in diameter. 
Lower magnification would result in low image 
resolution and large errors in estimation of the 
area covered by the images of the beads. For 
small glass beads the microscope was set to a 
high magnification resulting in a small view 
field. At high magnification, the microscope 
view field was reduced thereby resulting in 
multiple pictures in order to cover the entire area 
of the 2cm diaphragm. Thus for glass beads with 
diameter from 30m to 230m the selected 
microscope magnification (1000pix/mm) 
required 35 frames in order to cover the entire 
area. For glass beads with diameter from 200m 
to 2mm the microscope magnification was set 
low (230pix/mm), so that one image frame 
covered the entire diaphragm area.  

 
Figure 14. Explanation of different effects causing 
errors in sizing of images of particles: (a) 
inhomogeneity of background intensity; (b) different 
threshold intensity in conversion of grayscale into 
b/w image; (c) aberration of distortion.   

 
Figure 15. Contribution of different corrections on 
the reconstructed size distribution deduced from 
the analysis of the image frame of the 125m dot 
grid. (a) corrections on the inhomogeneity of 
background intensity; (b) effect of the threshold 
intensity on image sizes; (c) effect of the distortion 
aberration corrections. 

 
Despite the seeming simplicity, the 

processing of microphotography and 
calculation of the area coverage S/S0 had 
several significant challenges. First, 
microscope images are prone to different 
optical aberrations, which result in the 
deformation of images of beads thus 
influencing estimation of their areas. The most 
significant of these aberrations contributing to 
the errors in S/S0 is the distortion aberration.  
Figure 14c explains the effect of the distortion 
aberration which usually increases with 
decreasing microscope magnification; at high 
magnification the effect of distortion becomes 
insignificant. The effect of the distortion 
aberration also varies over the microscope’s 
field-of-view, increasing towards the 
periphery.  

Second, image size is sensitive to the 
threshold intensity level Ithresh selected for the 



particle image sizing (Fig.14b). Thus, the size 
of the image increases with increasing Ithresh.  

Third, background illumination intensity 
varies over the microscope’s field-of-view, 
with intensity  decreasing towards the outer 
edges. The non-uniform background intensity 
affects a change in particle image size 
depending on its position in the microscope’s 
field-of-view. As such, if constant Ithresh is 
used for the entire image frame (Fig.14a), then 
after conversion of the grayscale image into 
black-and-white, the size of monodisperse 
particles in the center will be smaller than 
those in the periphery (Fig.14c).   

The last two issues turned out to have the 
largest contribution to the accuracy of 
calculation of S/S0 in the experimental setup. 
Figure 15 shows the effect of the three above 
issues on the calculation of particle size 
distribution for the case of a 125m dot array.     

In order to overcome these problems the 
following procedures were applied during 
image processing. The effect of the distortion 
aberration was accounted for with the help of 
the retrieval matrices C obtained from the 
microphotographs of the images of the dot 
arrays. The correction were applied with the 
help of Matlab function imtransform(Im,C) 
from the Image Processing Toolbox. This 
function applies spatial transformation of the 
image Im with the rule established in 
accordance with the correction matrix C.    

The effect of the background illumination 
was accounted for by either: (1) normalizing 
the background intensity with the help of an 
image without beads; or (2) splitting the 
original image frame into 12 x 16 sub-frames 
and assuming that the background intensity 
within each sub-frame is constant. The first 
approach is very time consuming and requires 
significant computer resources and it was 
applied only for a single frame of 
measurements. For 35-frame cases the 
processing time of one set of 
microphotographs on a PC computer exceeds 
one day. The second approach was used for 
the cases with multi-frame measurements. 

 
Figure 16. Determining of the cut-off level for 
conversion of a grayscale image into black-and-
white for subsequent particle sizing and 
determination of particle area coverage.  

 
The cut-off level for image sizing was 

determined as a middle point between the 
maxima corresponding to the background and 
particle shadows on the intensity distributions 
of all pixels in the grayscale image frame (or 
sub-frame). Figure 16 provides an explanation 
of the determination of the cut-off level of the 
image frames. Determination of the cut-off 
level this way corresponds to particle sizing at 
approximately 50% threshold intensity level.  

The final tuning of the corrections 
described above and identifying cut-off levels 
was accomplished with the help of the 
microphotographs of the dot arrays. After 
applying the corrections, the accuracy in 
determining S/S0 is estimated to be 5% to 10% 
depending on bead size and microscope 
magnification. If the corrections are not 
applied the systematic errors in calculations of 
S/S0 may reach 30%.        

The sequence of operations in processing 
and analysis of multi-frame microphotography 
of the substrate with the glass beads is shown 
in Fig.17. Finding common patterns in the 
neighboring image frames and subsequent 
frame concatenation was performed with a 
special program written in Matlab. 
 



 
Figure 17. Sequence of procedures during image 
processing and calculation of S/S0.   

 
Figure 18 shows the results of the CEP 

calibrations for glass beads. The total number 
of calibration points is 75 for different sizes of 
glass beads. As seen from Fig.18 instrumental 
extinction efficiencies obtained for the glass 
beads are in good agreement with Q obtained 
for the dot arrays, which justifies the use of 
the constant frequency grids for the calibration 
of transmissiometers.  

 
Figure 18. Instrumental extinction efficiency 
versus diameter calculated from the CEP 
calibrations for monodisperse glass beads.  

 
6.6 Calibrations by constant frequency stellar 

grids  
The results obtained in the previous two 

sections show the importance of the dispersion 
of the attenuating particles for the measured 
extinction coefficient. For example, for two 
sprays composed of particles with different 
sizes, but having the same total projected area, 
the measured extinction coefficient for the 
spray with the larger particles may be lower, 
than that of the smaller ones.  

This raises a question about the role of 
characteristic sizes of elements composing a 
particle on the measured light attenuation. For 
example, if a 1mm size ice particle consists of 
an assembly of 100m ice crystals, then will it 
attenuate light as a 100m or a 1mm particle? 
What are the elements composing a particle 
which determine its forward scattering? These 
questions are important for understanding what 
the characteristic size of non-spherical particle 
should be used upon applying corrections to 
measured extinction efficiencies.   

 
Figure 19. Arrangement of the stellar patterns on the 
“stellar” grids. 
 

To address this question a set of custom 
made constant frequency arrays consisted of six 
ended stars were used. The six ended stellar 
shape was chosen because it is one of the 
common habits of ice crystals. Since the 
characteristic sizes of the fine structure of stellar 
branches are usually much smaller than the size 
of the particle, it is not clear what the attenuated 
properties of such particles would be. For this 
particular case, the thickness of the stellar 
branches was 0.1L, where L is the length of the 
branch. Figure 19 shows the pattern of the 
custom made stellar arrays. Distance between 
the centers of the stars was 1.25L, so the area 
ratio is S/S0=0.1772. Three stellar arrays with 
sizes L=500m, 1000m and 2000m were 
used. Microphotographs of the stellar arrays are 
shown in Fig.20.  

 

 
Figure 20. Visual appearance of the stellar grids 
under microscope 



Figure 21 shows the instrumental 
extinction efficiency for the stellar habits. 
Since the considered objects have non-circular 
shapes, there may be several different 
definitions of their size. On the diagram in 
Fig.21 the values of Q were plotted versus 
four characteristic sizes: (1) maximum stellar 
dimension Dmax=L, (2) effective size 

SDeff 4 , (3) minimal size Dmin=0.1L , 

which represent the width of the stellar 
branch; and (4) best fit size Dfit=2Dmin=0.2L. 
As seen from Fig.21 utilizing Dmax and Deff 
results in overestimation of Q, whereas Dmin 
would underestimate Q. However, Q(D) 
obtained for dots would agree with that for 
stellar shapes for Dfit=0.2L. In other words, in 
terms of the attenuation measured by the CEP, 
a stellar particle with size L=500m behaves 
like an opaque disc with D=100m.       

 
Figure 21. Instrumental scattering efficiency 
obtained from the CEP calibrations by stellar 
arrays with three different sizes L=500m, 1000m 
and 2000m. Due to the ambiguity of the size 
definition of non-circular particles different sizes 
were applied to the stellar habits.   

 
6.7 Calibrations by irregular shaped particles 

Calibrations by the stellar arrays in section 
2.2.6 suggests that the function Q(D) for non-
spherical particles (non-circular projected 
area) may be quite different from Q(D) 
obtained for spherical particles. The reasons 
for these differences are related to the 
ambiguity of the definition of particle size for 
non-spherical particles and the difference in 
scattering functions of non-spherical and 
spherical particles. The following set of 
experiments attempts to identify feasibility of 

finding the size of non-spherical particle that 
would be universal for different habits for use 
in Q(D) and thus used for corrections to 
extinction coefficient.  

Crystals of sugar and broken glass 
particles were used as optical targets in order 
to simulate attenuation by cloud ice particles. 
Figure 22 shows two microphotographs of 
sugar crystals scattered over the glass 
substrate (left) and their corresponding 
distributions of X, Y, and Deff (right). Here X 
and Y are randomly oriented Cartesian 
coordinates in the image plane during image 
processing. As seen from the diagrams in 
Fig.24 all three distributions and their modal 
sizes are in a good agreement with each other. 
The modal sizes for all three size definitions 
range from 600m to 800m. Figure 22 shows 
that all points Q(D) are well grouped and are 
in good agreement with the results for dot 
arrays.  

 
Figure 22.  Microphotographs of sugar crystals 
(left) and corresponding distributions of X, Y, and 
Deff sizes (right).   
 

Figure 23 shows three microphotographs 
of broken glass particles (left) and 
corresponding distributions of X, Y, and Deff 
sizes (right). The particles in cases 2 and 3 
have transparent sections. Such transparent 
areas are typical for many types of ice crystals. 
Due to the transparent sections the effective 
size Deff of the broken glass particles is smaller 
than Dx and Dy. However, for case 1 in Fig.23, 
all three size distributions agree since the 
particle images appear to be mostly without 
holes and transparent areas. 



 
Figure 23. Microphotographs of broke glass 
particles (left) and corresponding distributions of 
X, Y, and Deff sizes (right). 
 
 

 
Figure 24. Instrumental scattering efficiency 
obtained from the CEP calibrations for sugar 
crystals and broken glass particles as shown in 
Figs.22 and 23. 
 

Figure 24 shows that extinction efficiency 
for broken glass particles turned out to 
increase with increasing particle size. Such 
behaviour of Q(D) appears to be opposite to 
that for glass beads and dot arrays. For 
example, the scattering efficiency of 2-3mm 
glass particles would be the same as that for 
approximately 30m glass beads or dots. It 
should be noted that the transparent sections of 

the images of the glass particles were not 
included in the calculations of S/S0. A 
potential explanation of this may be related to 
the transparent sections in the broken glass 
imagery, since this is the only distinct 
difference with the previous targets. This may 
result in a flatter forward scattering lobe and 
increase of the instrumental scattering 
efficiency.  
 
8. CEP measurements during ISDAC 

The extinction coefficient measured by the 
CEP was calculated based on the Beer-
Bouguer law as 
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Here I and I0 are the output signals which 
characterize the radiant fluxes transmitted in 
clouds and clear-sky, respectively. The 
intensity of the attenuated signal was 
calculated as I=Itot-Ibkg-Iint;  I0 was determined 
the same as I but in a cloud-free atmosphere. 
The signals Itot, Ibkg and Iint were normalized on 
the current values of Inorm.  
 
7.1 Calculations of the extinction coefficient 

from FSSP and CDP measurements 
In liquid clouds, the extinction coefficient 

was calculated from the FSSP droplet size 
distribution measured in fifteen size bins as  
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where ni, Di are concentration and diameter of 
droplets in the FSSP i-th size bin, and Q is 
extinction efficiency. Since the size of the 
FSSP measured droplets D>>, Q ≈ 2 is a 
good approximation.   

 
7.2 Calculations of the extinction coefficient 

from imaging probes 
Extinction coefficient for ice clouds was 

calculated from Optical Array Probe (OAP) 
imagery. OAPs provide shadowgraphs of 
cloud particles that passed though the sample 
area of the probe (Fig.25a). In general, the 
OAP can be considered to be an 
extinctiometer, but instead of measuring 
attenuation of light integrated over the whole 
beam, it measures local attenuation associated 



with the discrete binary images with shadow 
areas Aj (Fig.25b). Therefore, extinction 
coefficient can be calculated through the 
integration of the area shadowed by all 

particles  jA  as,  
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Here L is the distance between the OAP arms 
(Fig. 25b); A0 is the total area covered by the 
probe’s laser beam having width W and 
moving at speed U during time t, i.e. 
A0=WUt. Substituting this expression into 
Eq.29 yields 
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The direct area calculation (DAC) 
technique for estimating extinction coefficient 
is based on the following assumptions 
regarding OAP imagery: (1) the depth-of-field 
and the sample area width do not depend on 
particle size, i.e. the sample area of the probe 
stays constant for all particles; and (2) the 
shadow images represent geometrical shadows 
of cloud particles and so diffraction effects are 
neglected.  

 
Figure 25. Conceptual diagram of calculation of 
extinction coefficient from OAP-2D imagery.  
 

Assumption (1) is satisfied for particles 
with D ≥ 125m for OAP-2DC and for 
particles with D ≥ 400m for OAP-2DP, i.e. 
when the depth-of-field for these particles is 

larger than the distance between the arms. 
Korolev et al (1998) showed that the projected 
image area experiences several oscillations, 
when a particle moves from the object plane to 
the edge of the depth-of-field. The effect of 
particle distance on projected area decreases 
with increasing particle size. In other words 
the DAC technique is expected to work better 
for larger particles than for small ones. It 
should be mentioned that calculation of 
extinction coefficient from OAP-2DP/2DP 
imagery for ice clouds with large 
concentrations of ice particles (D<100m) 
may result in significant underestimation of 
the extinction coefficient.  

The DAC method gives more accurate 
estimation of the extinction coefficient, as 
compared to the alternative method based on 
the size-to-area conversion (STAC)  

A=aDb.     (31) 
Sources inaccuracy for the STAC method are 
related to uncertainty in the coefficients a and 
b for different particle habits. The STAC 
method also cannot be applied to partial 
images, and this significantly limits its use for 
particles with D>W.   
 
7.3 Comparisons of the CEP and particle 

probe data in liquid clouds 
Figure 26 shows time series of the 

extinction coefficient for a low-level 
stratiform deck sampled on flight#30 of the 
ISDAC project. The high frequency of cycling 
of the Rosemount Ice Detector (RICE) signal 
(Fig.26b) indicates that the cloud contained 
supercooled liquid water. Figure 26a shows 
that extinction coefficient measured by the 
CEP and that calculated from the FSSP and 
CDP varied from approximately 0 to 60km-1. 
While this cloud layer also contained some ice 
particles, estimations from the OAP-2DC/2DP 
imagery suggest that for the most of the cloud 
extinction coefficient associated with ice is 
less than 0.5km-1; much smaller than that for 
liquid regions. Therefore, this cloud layer can 
be considered as conditionally liquid and the 
effect of ice particles on extinction coefficient 
measured by the CEP, FSSP and CDP can be 
neglected.  



 

 
Figure 26. Time series of the measurements of extinction coefficient by the CEP and particle probes FSSP and 
CDP (a) and Rosemount Icing Detector signal (b). Measurements were made in a stratiform cloud deck during 
the ISDAC project in the Cape Barrow region, at 900<P<980mb; -11<T<-8C, flight #30, 26 April 2008  
.

 
Figure 27. Scatter-diagrams of extinction 
coefficient measured by CEP and particle probes 
FSSP (a) and CDP (b) in liquid clouds on 26 April 
2008 during the ISDAC project (Fig.26).  

 
Figure 27 shows scatter-diagrams between 

CEP, FSSP and CDP measurements of 
extinction coefficient. For liquid clouds the 
extinction coefficients measured by the CEP 
and particle probes FSSP and CDP agree 
reasonable well with each other. The 
scattering of the points does not exceed 15%.  
Such agreement is anticipated since as seen 
from Fig.28a the main contribution to 
extinction coefficient is made by droplets with 
D<15m. The CEP instrumental extinction 
efficiency for such droplets is close to 2 
(Fig.28b). Thus, results from in-situ 
measurements in liquid clouds provide good 
closure with laboratory experiments.  

The results of comparisons airborne 
transmissometers and particle probes in liquid 
clouds similar to those shown in Figs.26,27 
were also discussed in Korolev et al. (1999) 
and Korolev (2008) 

 
Figure 28. Distribution of extinction coefficient 
measured by FSSP and averaged over the time 
period corresponding to that shown in Fig.26 (a). 
Gray area indicates region of the instrumental 
extinction efficiency corresponding to the droplets 
mainly contributing to extinction coefficient based 
on (a). 
 
7.4 Comparisons of the CEP and particle 

probe data in ice 
Figure 29 shows spatial variations of 

extinction coefficient measured by CEP, OAP-
2DC and OAP-2DP during a flight through 
As-Cs clouds. Extinction coefficients deduced 
from the 2D probes were calculated using 
DAC technique (Eq.30).  Small variations of 
the RICE signal indicate the absence of liquid 
along the flight line (Mazin et al. 2001). This  
helps identify this cloud as glaciated. Images 
measured by the OAP-2DC shown in Fig.30b 
suggest that most ice particles were bullet 
rosettes with maximum sizes between 1mm 
and 2mm.  



 
Figure 29. Time series of the measurements of extinction coefficient by the CEP and particle probes OAP-2DC 
and OAP-2DP (a) and Rosemount Icing Detector signal (b). The measurements were conducted in Cs-As clouds 
during the ISDAC project in the Cape Barrow region, at 540<P<680mb; -34<T<28C, on 14 April 2008. 
 

 
Figure 30. Scatter-diagrams of extinction coefficient measured by CEP and OAP-2DC (a) and particle images 
measured by OAP-2DC (b) for the time interval shown in Fig.29.  
 
 

The scatter-diagrams in Fig.30a show 
good agreement between extinction coefficient 
measured by the CEP and that derived from 
the OAP-2DC. Figure 31a shows the 
distribution of extinction coefficient versus 
particle size averaged over the time period in 
Fig.29. The extinction distribution in Fig.31a 
was calculated based on the size-to-area 
conversion (Eq.31) applied to the measured 
particle size distribution. The distribution in 
Fig.31a suggests that extinction coefficient is 
mainly contributed to by particles larger than 
~300m. Laboratory calibration by opaque 
dots and glass beads suggest that the 
instrumental extinction efficiency Q(D) in this 
size range should be close to 1 as shown in 
Fig.31b. In this regard, it is anticipated that the 
extinction coefficient measured by the CEP 
should be approximately twice lower than that 
calculated from the imaging probes. However, 

the comparison between CEP and OAP values 
in Figs.29a and 30a suggest that the extinction 
coefficients measured by these two different 
techniques are in a quite good agreement.  

 

 
Figure 31. Distribution of extinction coefficient 
calculated from OAP-2DC and averaged over the 
time period corresponding to that shown in Fig.37 
(a). Gray area on (b) indicates region of the 
instrumental extinction efficiency corresponding to 
the size range of ice particle mainly contributing in 
the extinction coefficient in (a). 



Most of the extinction coefficient 
measurements conducted during the ISDAC 
for ice clouds were collected in optically thin 
clouds with <2km-1. These values of  are 
close to the threshold sensitivity of the CEP 
(0.2km-1) and therefore they can be affected by 
noise. The following case shows 
measurements for ice clouds obtained during 
the C3VP project conducted in the southern 
Ontario during the cold season of 2006-2007 
(Barker et al. 2008), with extinction 

coefficients up to 20km-1 . The diagrams in 
Figs. 40-41 show good agreement between 
extinction coefficient measurements by the 
CEP and imaging probes. Figure 41 shows 
that ice particles in this cloud were 
predominantly spatial dendrites. As in the 
previous case, ice particles with D>300m 
provide the main contribution to extinction 
coefficient (Fig.42a). 

 
Figure 32. Time series of the measurements of the extinction coefficient by the CEP and particle probes OAP-
2DC and OAP-2DP (a) and Rosemount Icing Detector signal (b). The measurements were conducted in Cs-As 
clouds during the C3VP project in the Ottawa region, at 500<P<580mb; -24<T<18C, on 25 February 2007. 

 

 
Figure 33. Scatter-diagrams of extinction coefficient measured by the CEP and OAP-2DC (a) and OAP-
2DP (b) during the flight shown in Fig.32. Corresponding 2D images of the particles measured by the 
OAP-2DC and OAP-2DP are shown on the right. 



 
Figure 34. Distribution of extinction coefficient 
calculated from OAP-2DC/2DP and averaged over 
the time period corresponding to that shown in 
Fig.32. Gray area on (b) indicates region of the 
instrumental extinction efficiency corresponding to 
the size range of ice particle mainly contributing to 
extinction coefficient in (a). 

 
9. Feasibility of corrections 
8.1 Liquid clouds 

The laboratory calibrations described in 
sections 2.2.4-2.2.5 suggest that CEP 
instrumental extinction efficiency Q is a 
unique function of D. This enables calculation 
of Q(D) and the subsequent introduction of 
corrections to measured extinction coefficient.   

Numerous prior measurements have 
shown that most liquid clouds consist of 
droplets with D<10m. The contribution to 
extinction coefficient by droplets with larger 
D is expected to be small for the majority of 
liquid clouds. For droplets D<10m extinction 
efficiency is close to 2 and so CEP inferences 
of extinction coefficient do not require 
corrections. However, for cases with larger 
droplets and precipitation, errors due to 
forward scattering may reach a factor of two 
and thus will require correction.  

 
8.2 Ice clouds 

It turned out that the agreement between 
extinction coefficient measured by the CEP and 
that deduced from the imaging probes is 
observed for the majority of sampled ice clouds. 
In all cases, ice particles with D>300m are the 
main contributors to extinction coefficient (see 
Figs.31a, 34a). In the calculation of extinction 
coefficient from the imaging probe data in Eq.30 
it was assumed that Q=2. However, laboratory 
calibrations by the dot arrays and glass beads 
suggest that for D>300m, the CEP instrumental 
extinction efficiency Q(D)~1. Therefore, the 
CEP in-situ measurements of extinction 
coefficient in ice clouds and its comparisons 

with the imaging probes appear to contradict the 
laboratory calibrations. This is because 
agreement between CEP and imaging probes 
implies that Q(D)~2. The laboratory calibrations 
of extinction coefficient measured by CEP are 
expected to be roughly half those calculated 
from the imaging probes.  

 
Figure 35.  CPI imagery of ice particles. 

 
Potential explanations of the agreement 

between extinction coefficients measured by the 
CEP and imaging probes may be related to: (a) 
underestimation of particle areas by the imaging 
probes; and (b) ice crystals scatter light in the 
forward direction in wider angles as compared to 
that for opaque discs and glass beads with the 
same linear dimensions.  

Korolev et al (1998) showed that imaging 
probes with coherent illumination (OAP-
2DC/2DP/2DG etc.) are susceptible to 
overestimation of the measured particle size and 
area. Therefore, the imaging probe 
measurements are likely to result in 
overestimation, rather than underestimation, of 
extinction coefficient. Thus explanation (a) does 
not seem a likely reason for the agreement in 
extinction coefficient measurements. 

Figure 35 shows images of cloud ice 
particles with different habits. Many of these 
particles have transparent areas. The images of 
the particles clearly indicate that the dimensions 
of the distinct components forming an ice 
particle (e.g. internal inhomogeneities visible in 
transmitted light, features forming particle 
edges, etc) in some cases are much smaller than 
the linear dimensions of the entire particle. 
Therefore, it would be reasonable to hypothesize 



that the forward scattering by such particles may 
be significantly affected by these small-scale 
features, thereby resulting in broadening of the 
forward scattering lobe. This effect would result 
in the increase of instrumental scattering 
efficiency Q(D) eventually approaching 2. This 
consideration is supported by the laboratory 
measurements of broken glass particles (section 
2.2.7). Large glass particles with transparent 
parts had Q(D)>1 (Figs.23,24).  

This consideration raises a series of 
important questions. First, whether ice particles 
scatter light like a conglomeration of small 
particles (Fig.36b) or like an opaque solid 
(Fig.36c)? Second, what is the effect of the 
transparent parts of the extinction coefficient? 
Third, how should the transparent parts be 
accounted for in extinction coefficient 
calculations stemming from imaging probe data?  

 

 
Figure 36. Image of a stellar ice particle showing 
multiple small-scale features in its internal structure 
(a). Representation of the ice particle in (a) as a 
conglomeration of small particles (b) and an opaque 
solid (c). 

 
Laboratory experiments described in section 

2.2 along with the frequently observed 
agreement between extinction coefficient 
measured by CEP and imaging probes, obtained 
from in-situ measurements, suggest that for ice 
particles Q(D) is an ambiguous function of D.  
In other words, information just about linear size 
D of an ice particle is insufficient to determine 
instrumental extinction efficiency Q. Ideally, a 
scattering function for ice particles would 
uniquely address this question. A potentially 
attractive approach seems to be that ice particle 
habit along with the particle size may provide a 
link to the scattering function and Q. However, 
infinite variety of particle shapes significantly 
hinders this approach, and even makes it 
impossible if one requires arbitrarily high 
accuracies.  

 
 

9 Summary 
The following outcomes have been obtained 

in the frame of this work: 
(1) Laboratory calibrations of the CEP by dot 

arrays and glass beads showed that Q(D) can 
be considered as a unique function of D. 
This finding confirms that corrections of 
extinction coefficient measured in liquid 
clouds are feasible. The corrections of 
extinction coefficient can be made based on 
droplet size distributions measured by 
particle probes (e.g. FSSP, CDP) and the 
function Q(D) obtained from the laboratory 
calibrations.  

(2)  For most measurements in liquid clouds 
during the ISDAC project the contribution to 
extinction coefficient by droplets with 
D>15m was relatively small and does not 
exceed 10-15%. Therefore, most CEP 
measurements do not require corrections due 
to forward scattering and thus can be used as 
reported. 

(3) It appears that for the case of ice particles 
instrumental scattering efficiency Q is not a 
unique function of particle linear size. At 
this stage corrections of extinction 
coefficient measured in ice clouds does not 
seem feasible. Additional studies are 
required in this regard.  
The Cloud Extinction Probe is a new 

instrument that lacks analogues among existing 
airborne instruments that attempt to 
measurement extinction coefficient. The set of 
experiments described in this work is a first 
attempt to characterize instrumental scattering 
efficiency Q from laboratory measurements. The 
set of tests and calibrations described in this 
report showed problems relevant to 
transmissiometeric technique. The results of this 
work, and the developed methodology, can be 
used as a starting point for further improvements 
to existing airborne transmissiometers.   

The outcomes of this study bring up a series 
of important questions, which should be 
addressed in future studies:  

(a) Do ice particles scatter light like 
conglomerations of small particles (Fig.36b) or 
like an opaque solid (Fig.36c)?  

(b) What are the effects of the transparent 
parts of crystals on their extinction coefficient?  



(c) How should the transparent parts of 
crystals be treated in extinction coefficient 
calculations from imaging probe data?  
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1. Introduction  
The processes of droplet spectra broadening 

and warm rain initiation are one of the long-
standing problems in cloud physics. In the early 
1960’s it was recognized that the observed droplet 
size distributions are, in fact, much broader than 
those predicted theoretically A theoretical 
consideration of the collective droplet growth in a 
frame of regular condensation showed that droplet 
size spectra is narrowing and diffusional droplet 
growth slows down during adiabatic ascend. One 
of the main challenges for this theoretical model 
lay in trying to explain the process of the 
formation of droplets D>40m though the 
diffusion of water vapor in relatively shallow 
stratiform decks. Laboratory studies and 
theoretical analysis showed that the subsequent 
growth of such droplets may occur through the 
collision-coalescence process and would 
eventually result in precipitation formation. Since 
then, a number of hypotheses have been developed 
to explain large droplet formation at the 
condensational stage: giant and ultragiant CCN, 
stochastic condensation, entrainment and 
inhomogeneous mixing, preferential droplet 
concentration, etc. These hypotheses were 
discussed in great detail in a series of review 
papers by Beard and Ochs (1993), Vaillancourt 
and Yau (2000), Mazin and Merkulovich (2008), 
Devenish et al. (2012).  

In the present study, we introduce another 
hypothesis on the process of droplet spectra 
broadening at the condensational stage. The 
essence of this mechanism consists of a sequence 
of mixing events between ascending and 
descending parcels. The ascending adiabatic parcel 
is enriched with supersaturated water vapor and 
has smaller droplets, whereas the descending 
parcel has undersaturated air but contains droplets 
with larger diameters.  The mixing of such parcels 
may result in an enhanced growth of large 
droplets.  
_________________________    
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The rest of the paper is organized as follows: 
In section 2 the condensational processes in an 
adiabatic parcel undergoing vertical fluctuations 
with and without isobaric mixing are considered. 
Section 3 presents a consideration of the effects of 
thermodynamical and environmental parameters 
on the droplet spectra broadening that is formed 
during vertical fluctuations and mixing. Section 4 
presents a discussion of the assumptions used in 
this study. The conceptual model of the droplet 
spectra broadening and precipitation initiation is 
discussed in Section 5.   

 
2. Effect of fluctuations of vertical velocity 

on the droplet spectra formation 
In the following sections, a number of 

simplifying assumptions have been made. The 
initial ensemble of droplets was considered to be 
monodisperse. The droplets were moved with the 
air and always remained inside of the cloud parcel 
until the moment of mixing. All processes inside 
the cloud parcels were treated as adiabatic until 
mixing with another parcel. The mixing process 
between the cloud parcels was considered 
isobaric. No activation of CCN, sedimentation 
and coalescence was allowed above the cloud 
base. The collective droplet growth and 
evaporation was considered in the frame of 
regular condensation, that is, the water vapor 
pressure and temperature fields at large distances 
from the cloud droplets are assumed to be 
uniform, and all droplets grow or evaporate under 
the same conditions. Furthermore, the radiation 
effects were ignored. It is recognized that these 
simplifications will mean that some of the 
quantitative results will not be directly applicable 
to real cloud systems. However, such 
simplifications allow us to build a theoretical 
understanding of the effect of in-cloud mixing on 
the droplet size distribution broadening that will 
aid us in attempting to construct a conceptual 
model of the droplet size spectra formation at the 
condensation stage and warm rain initiation. The 
effect of the simplifications stated above will be 
considered in more detail in Section 4. 

 



a. No mixing 
Figure 1 shows the modeled supersaturation 

(S), condensed liquid water mixing ratio (q), and 
droplet diameter (D) in a vertically oscillating 
adiabatic parcel with monodisperse droplets 
having a concentration of N=100cm-3. The vertical 
fluctuations were set between levels 1z =515m and 

2z =590m. The cloud parcel moved between these 
levels with a constant vertical velocity of 

zu =1m/s. When the parcel reached one of those 

levels, the vertical velocity zu changed its sign to 
the opposite. No mixing of the parcel with the 
cloud environment was allowed in this simulation. 
The trajectories of )(zS , )(zq  and )(zD are 
shown in Fig.1 with thick lines, and represent a 
series of cycles of ascent and decent overlaid on 
top of one another. A detailed analysis shows that 
for this specific case, the changes in the 
trajectories of every additional cycle are negligibly 
small. Essentially, it means that the trajectories 
indicated by thick lines in Fig.1 represent the limit 
cycles of )(zS , )(zq  and )(zD . The rate of 

approach of the trajectories )(zS , )(zq  and )(zD  
to their limit cycles is determined by the time of 
phase relaxation p  (e.g. Korolev and Mazin 

2003), which characterizes the time of depleting or 
releasing water vapor by growing or evaporating  
cloud droplets. 

  1 cNDp     (1) 

where c  is the coefficient dependent on 
temperature T and air pressure P (hereafter, for 
variable notations see Appendix A). Since for this 
specific case tp    the alignment of the 

trajectories )(zS , )(zq  and )(zD  with their 
limit cycles occurs within one turnover, here 

zt uz 2  is the period of the vertical 
fluctuations. 

The diagram in Fig.1c indicates that for an 
ensemble of monodisperse droplets the droplet size 
trajectories )(zD  are repeatedly passing though 
the same points during the cycling vertical 
fluctuations. In other words at each level the 
difference between the droplet size in ascending 
and descending parcels remains constant and does 
not change with time. This type of behavior is 
universal for both single phase and mixed phase 
clouds consisting of monodisperse liquid droplets 
and/or ice particles (Korolev and Field 2007). This 
brings up an important conclusion, that vertical 
fluctuations of adiabatic cloud parcels with no 
mixing cannot cause the broadening of the droplet 
size distribution. This conclusion is consistent with 
the earlier finding of Mazin and Smirnov (1969) 
and Bartlett and Jonas (1972).  

For the following consideration it is important 
to note that at the same altitude z , the 
supersaturation in the ascending parcel is higher 
than that of the descending one, i.e. 
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Figure 1. Numerical simulation of changes of supersaturation (a), mixing ratio of liquid water (b), and droplet 
diameter (c) formed during uniform ascent and descent (thin line) and cycling ascent and descent between z1=515m 
and z2=590m (thick line). For both cases the vertical velocity was |uz|=1m/s. The droplets were assumed to be 
monodisperse with the number concentration N=100cm-3. Initial condition at the cloud base: z0=500m, S0=0%, 
T0=10C, rCCN=0.04m. Initial droplet size was considered to be equal to it its equilibrium size formed at rCCN. 



The supersaturation and condensed water 
content are related through the mass 
conservation law as (Pinsky et al., 2012). 

CqAzAS w  21    (3) 
Therefore, for the ascending and descending 
parcels at the same altitude (z=const) Eq.(3) 
yields:  

qAS  2      (4) 

Here, 
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from Eq.(4) it follows that: 
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Eqs.(2) and (4) give the relationship between 
the condensed water in the ascending and 
descending parcels:  
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Similarly Eq.(2) and (5) yield inequality:   
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Thus, the condensed water content and droplet 
sizes in the ascending parcel are smaller than 
that of the descending one. Such behavior 
reversed for the supersaturation in Eq.(2) 

The relationships between )(zS , )(zq  and 

)(zD  in ascending and descending cloud parcels 

described by inequalities in Eqs.(2), (6) and (7) 
are demonstrated in Fig.1. 

 
b. In-cloud isobaric mixing 
Consider vertical fluctuations of a cloud 

parcel under the same conditions as in Fig.1, 
with the only difference being that at the level 

1z =515m, the descending parcel arriving to this 

level from 2z =590m (line CD in Fig.2a) mixes 
up with the parcel ascending through the cloud 
base (line AB in Fig.2a). Since the altitude of the 
cloud parcels at points B and D is the same, the 
mixing occurs isobarically. In the frame of this 
study, mixing is considered as a two step process 
consisting of (a) engulfing some fraction of air 
from a descending parcel into an ascending one, 
and then (b) mixing the entrained air with the 
recipient parcel. For simplicity, it is assumed 
that both parcels have a unit mass and that 
during mixing the -th mass fraction of the 
descending parcel entrains into the (1-)-th mass 
fraction of the ascending parcel. After mixing, 
the cloud parcel rises to the level 2z  and then 

descends back to the level 1z  where it mixes 
again with the ascending parcel arriving to this 
level though the cloud base. Then the process 
repeats. 

 

 
Figure 2. Same as in Fig.1 However, at level z1=515 the descending parcel mixes with the cloud parcel ascending 
through the cloud base. After mixing the cloud parcel ascends to z2=590m and descends back to z1 and the process 
repeats. This repeated process for supersaturation (a) and liquid mixing ratio (b) forms limit cycles shown with thick 
lines, whereas, (c) the droplet size distribution experiences broadening. The number of cycles shown here is 9. The 
ratio of mixing of the parcels was =0.3. 



As follows from Eqs.(2) and (7) the 
described process results in the entraining of 
undersaturated air from the descending parcel 
containing large droplets into the ascending 
parcel with supersaturated air and small droplets. 
Schematically this process is shown in Fig.3. 
The supersaturation mS  (point E in Fig.2a) 

resulting from the mixing of ascending and 
descending parcels satisfies the inequality 
(Appendix B): 

)()()( 12 zSzSzS m     (8) 

where )(1 zS  and )(2 zS  are the supersaturation 
in points B and D, respectively (Fig.2a). It 
means that the supersaturation for the large 
droplets from the descending parcel increases 
after mixing, whereas for the small droplets in 
the ascending parcel the supersaturation 
decreases after mixing. Transferring large 
droplets from the undersaturated environment to 
the supersaturated one gives them an advantage 
in the diffusional growth as compared to the 
small ones. The large droplets sink the water 
vapor faster as compared to the smaller ones, 
therefore, the small droplets originated at the 
cloud base will experience lower supersaturation 
during ascent. Thus, the next ascent to 2z and a 

subsequent descent to level 1z , large droplets 
will reach larger diameters, whereas small 
droplets will grow to even smaller diameters 
than those after the initial descent. Subsequent 
vertical fluctuations will result in a progressive 
increase of droplet sizes. Figure 2c demonstrates 
the increase of the droplets sizes during periodic 
vertical fluctuations with mixing at the level z1.  
 

 
Figure 3. Conceptual diagram of isobaric mixing of 
ascending and descending cloud parcels. 
 

It is important to note that periodic vertical 
fluctuations with mixing between parcels result 
in the formation of limit cycles for both )(zS  

and )(zq  (Fig.2a,b). This type of behavior is 
similar to the case with no mixing in Fig.1ab. 
However, no limit cycles are formed for )(zD , 
if mixing takes place (Fig.2c). 

For the case shown on Fig.2, during the first 
cycle, the ascending cloud parcel at 1z =515m 
consists of monodisperse droplets with 

2D 5.4m, whereas the descending parcel 
contains monodisperse droplets with 

1D 9.5m. After the first mixing, the droplet 
size distribution turns into a bimodal with the 
concentrations in the second and first modes 

 NN  12  and NN 1 , respectively 
(Fig.4a). After the second mixing the droplet 
size distribution becomes a tri-modal with sizes 

3D 5.4m 2D 8.3m, 1D 11.7m and 

concentrations  NN  13 ,   NN  12 , 

NN 2
1  , respectively (Fig.4b). The sequence 

of transformations of the droplet size distribution 
during the first six cycles formed at 1z =515m is 
shown in Fig.4. The k-th cycle results in (k+1)-
modal size distribution with the droplet number 
concentrations in the j-th mode:  

NN kk
j )(    (j=1)    (9a) 

  NN jkk
j

1)( 1   , (2 kj  +1)   (9b) 

where the superscript (k) denotes the cycle 

number. Summing )(k
jN in Eqs.(9a,b) yields that 

the droplet size distribution conserves its zero-th 

moment i.e. NN
k

j

k
j 





1

1

)( . In other words, during 

mixing the droplet number concentration always 
remains constant.   

For vertical fluctuations without mixing the 
existence of the limit cycle for )(zD  means that 

for an arbitrary moment of time 0t   

0),(),( 00  tzDtzD t   (10) 
Eq.(10) means absence of the droplet size 
broadening. Integrating the equation of the 

droplet growth 
D

AS

dt

dD eff  from 0t  to tt 0  

yields: 
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Here, 
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3
 is the 

supersaturation corrected on the droplet salinity 
(Raoult’s correction) and curvature (Kelvin’s 
correction) (e.g. Rogers and Yau, 1976) 
 

 
Figure 4. Progressive changes of the droplet size 
distributions at the level z1=515m six successive 
cycles of ascents and descents with following mixing 
between descending parcel and the parcel ascending 
through the cloud base. The conditions correspond to 
those in Fig.2. The numbers indicate the mode 
numbers used in the text.  

 
 

Substituting Eq.(10) in Eq.(11) gives: 

0)(
0

0


 tt

t

eff dttS


   (12) 

Eq.(12) indicates that for the case with no 
mixing the effective supersaturation averaged 
over one cycle is equal to zero, i.e 0effS .  

For the case with mixing the limit cycle for 
)(zD  does not exist (Fig.2c), and as seen from 

Fig.4: 
0),(),( 00  tzDtzD jtj   (13) 

Here, jD  is the droplet diameter of the j-th 

mode. Equating Eq.(11) and Eq.(13) gives:  

0)(
0

0
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  (14) 

Analysis of the results of numerical simulations 

suggests that the limit cycles exit for effS , q and 

any moment of the droplet size distribution 
mDN . Specifically for the case of the effective 

supersaturation, the existence of the limit cycle 

for effS  means that the area inside the contour 

)(zSeff  remains constant with time, and 

therefore, effS =const.   

Eq.(11) allows for calculations of droplet 
diameters in the j-th mode after each cycle as: 

   2/12)1()( 2 teff
k

j
k

j SADD    (15) 

Knowledge of )(k
jD  Eq.(15) and )(k

jN  Eq.(9) 

enables one to obtain the calculation of the 
evolution of the droplet size distribution. Thus, 
the problem of calculating the droplet size 
spectra for periodic fluctuations with =const 
can be reduced to finding the average of the 

effective supersaturation effS  for one cycle, and 

calculating the term teffSAdD 22   in Eq.(15).  

Assuming that effS  is the same for all 

droplets Eq.(15) gives a simple relationship 
between the droplet sizes in the j-th mode for the 
current and preceding cycles: 

)1(
1

)( 
 k

j
k

j DD ,  (3 j k+1)   (16) 

Eq.(16) means that with the exception of the first 
mode, the droplet size of the following mode in 
the next cycle repeats the size of the previous 
mode in the previous cycle. This behavior can be 
clearly seen in Fig.4, e.g. droplet diameter of the 
mode five formed after the fifth cycle (Fig.4e) is 
equal to the droplet diameter in the mode 4 
formed after the fourth cycle (Fig.4d). The same 

type of repeated trajectories of )(k
jD  are also 

demonstrated in Fig.2c. 
 

3. Effect of different parameters of the 
droplet size distribution broadening  
The purpose of this section is to examine the 

effects of different thermodynamical and 
environmental parameters on the efficiency of 
the broadening of the droplet size distribution. In 
particular, this section will be focused on how 



droplet size spectra broadening is affected by: 
(a) elevation of the vertical fluctuations above 
the cloud base z, (b) spatial amplitude of the 
fluctuations z; (c) ratio of mixing ; (d) droplet 
number concentration N, (e) vertical velocity uz, 
(f) air temperature T; and (g) size of 
condensational nuclei rCCN. These considerations 
are intended to help identify the most favourable 
conditions for droplet size broadening, and it 
aims to understand the mechanisms facilitating 
the warm rain initiation. 

 
a. Effect of elevation over the cloud base  
Figure 5 compares the droplet size spectra 

formed during the vertical fluctuations at two 
different altitudes, in a cloud with the cloud base 
at approximately 500m. The first size 
distribution was formed near the cloud base, 
when the cloud parcel fluctuations were limited 
to the range of 515<z<535m, and the second one 
was fluctuating well above the cloud base at 
780<z<800m. Both droplet spectra were formed 
after ten vertical turnovers with the vertical 
amplitude z =20m and the ratio of mixing 
 =0.3. The time required for the formation of 
both size distributions during the vertical 
fluctuations was approximately 6.7 minutes. As 
seen from Fig.5 the size distribution formed near 
the cloud base (curve 1) is essentially broader as 
compared to the one formed deep inside the 
cloud (curve 2). 

 

 
Figure 5. Comparisons of the droplet spectra formed 
during vertical fluctuations near the cloud base 
z1=515m and z2=530m and deep inside the cloud for 
z1=780m and z2=800m. The droplet size spectra were 
formed after ten turnovers with the vertical velocity 
|uz|=1m/s and ratio of mixing =0.3. Initial conditions 
are the same as in Fig.1. 

Figure 6 shows the trajectories of 
supersaturation )(zS  and )(zD  for the both cases. 

As seen from Fig.6a the trajectory )(zS  near the 
cloud base (curve 1) has a stronger asymmetry and 
a stronger bias toward positive values than the one 
that is elevated 300 meters above the cloud base. 

Therefore, it is anticipated that the effS  and 2dD  

for the first case will be higher than for the second 
case, and that the size spectra broadening near the 
cloud base will be more efficient. This conclusion 
is in agreement with the dependences effS  and 

2dD  versus z  shown in Fig.7, which were 
obtained from the numerical simulations. As seen 

from Fig.7 both effS  and 2dD  have their 

maximum near the cloud base and then they 
rapidly decrease with the increase of z . This is 
suggestive of the fact that the maximum rate of the 
spectra broadening occurs in the vicinity of the 
cloud base, where the maximum of supersaturation 
is formed. Fig.7b also shows that the differences 

between 2dD  calculated for the fluctuations with 
Z >20m (curves 4, 5, and 6) are quite small. 

Therefore, increasing the amplitude of the vertical 
fluctuations beyond a certain threshold value sz  

will not result in further broadening of the droplet 
size spectra.  

 

 
Figure 6. Vertical changes of supersaturation S(z) (a) 
and droplet diameter D(z) (b) obtained from the 
numerical simulation of droplet size spectra formed 
during vertical fluctuations at two levels above the 
cloud base (1) 515<z<535m and (2) 780<z<800m 
(see Fig.5). For both cases the vertical velocity was 
|uz|=1m/s. Initial conditions are the same as in Fig.1. 

 



As mentioned in the previous section, the 
droplet size spectra can be estimated from Eq.(15). 

As follows from Eq.(16) )2(
2

)10(
10 DD  , where 

)2(
2D and )10(

10D  are the diameters of the 2nd and 10th  
modes, respectively, formed after the second and 

tenth cycles. The diameter )10(
10D  is indicated on 

Fig.5 by an open square and it is equal to 

)10(
10D 8.29m. The diagram in Fig.7b gives 

2dD 42.47m2. Then, substituting )2(
2D  and 

2dD  in Eq.(15) yields 

   2.20
2/1

22)2(
2

)10(
2  dDnDD m formed 

after n=8 cycles. Eq.(9b) gives the concentration of 
droplets in the second mode after eight turnovers  

)10(
2N 0.0046cm-3. The numerical simulations 

give )10(
2D 20.6m and )10(

2N 0.0046cm-3, 
which are close to those found above, analytically.  

)10(
2D is indicated by a circle on Fig.5.          

 

 
Figure 7. Changes of effS  and 2dD versus 

altitude over the cloud base z. Both effS  and 2dD  

are averaged over the period of one fluctuation t  

and droplet size distribution.          
 

b. Effect of amplitude of vertical 
fluctuations  

Figure 8 shows droplet size distributions 
calculated for different amplitudes of the vertical 
fluctuations z =5m, 10m, 20m, and 30m in the 
vicinity of supersaturation maximum near the 
cloud base. The supersaturation maximum was 
located at maxz 18.1m. Since the fluctuations 

had the same lower level 1z =515m and different 

upper levels 2z , the size distributions were 

compared at 1z . As seen from Fig.8, the width 
of the droplet size spectra progressively 
increased, when z  changed from 5m to 20m. 
However, an increase of z  from 20m and 30m 
does not cause any significant increase of the 
spectra width. The numerical simulation showed 
no further broadening for z >30m in this case. 
The vertical amplitude, beyond which no 
increase of the broadening occurs will be 
referred to as the saturation amplitude sz . The 

value of sz  is determined by the vertical 

distance, at which the trajectory of the limit 
cycle of )(zS  aligns with the supersaturation of 
the uniformly ascending parcel with no mixing. 
For a uniform ascent pzs uz  , where p  is 

the time of phase relaxation (Eq.(1)), 
determining the characteristic time of 
equilibrating supersaturation. The value of sz  

depends on a number of parameters such as z1, 
N, D, uz, .  

 

 
Figure 8. Comparisons of the modeled droplet size 
spectra formed for different amplitudes of the vertical 
fluctuations. All size distributions were formed at 
z1=515m. Initial conditions are the same as in Fig.1.  

 



Thus, Fig.9 shows the trajectories )(zS  for 

the cases z =5m and 30m associated with the 
formation of the size distributions in Fig.8. 
Despite the fact that for z =5m the 
supersaturation always remains positive (curve 
1) the size spectra broadening is less efficient 
than the case of when z =30m. The low rate of 
broadening for z =5m is related to the short 
period of fluctuations t , which result in a small 

decrement in the droplet diameter after each 
cycle.  

 
Figure 9. Vertical changes of supersaturation S(z) 
obtained from the numerical simulation of droplet 
size spectra formed during vertical fluctuations at two 
levels above the cloud base (1) 515<z<520m and (4) 
515<z<545m (see Fig.8). For both cases, the vertical 
velocity was |uz|=1m/s. Initial conditions are the same 
as in Fig.1. 
 

Figure 10 shows the dependences of effS  

and 2dD  versus z  deduced from the numerical 
simulations. For the cases with max1 zz   (curves 

2-5), the effective supersaturation effS  is 

monotonically decreasing, whereas 2dD  is 
monotonically increasing with the increase of 

z , i.e. effS  and 2dD  change in the opposite 

direction with respect to one another. Such 

behavior of 2dD  is caused by its relation to 

effS , i.e. teffSdD 2 , resulting in the fact that 

the decrease of effS  is cancelled by the increase 

of the period of fluctuations p  with the increase 

of z .  

For the cases with max1 zz   (curve 1), the 

effective supersaturation effS  reaches a 

maximum near the cloud base and then 
monotonically decreases. The general behavior 

of 2dD  is similar to the cases when max1 zz  , 
i.e. it monotonically increases and then reaches 
saturation, although its value is higher than when 

max1 zz  . Analysis of the dependence of 2dD  

on z  and z showed that 2dD  has maximum 
value when:  

2max1 zzz     (17). 
As seen from Fig.10b, at some point, 

2dD reaches its saturation, so that 2dD remains 
constant with an increase of szz  . The 

saturation amplitude sz  changes from 
approximately 25m fluctuations near the cloud 
base (curve 1 in Fig.10b) to only a few meter 
fluctuations that occur far from the cloud base 
(curve 5).  

As mentioned above, for szz   the width 
of the size distribution formed after the same 
number of cycles – regardless of z  – will 
remain the same. However, because the period 
of fluctuations t  increases with the increase of 

z , this means that the formation of the size 
distribution will take a longer time for the larger 

z . Therefore, the rate of broadening becomes 
less efficient with the increase of z . The 
analysis of the results of simulation showed that 
the rate of broadening has its maximum when 

szz  ~ . 
The above analysis suggests that there is an 

optimal amplitude and altitude for the vertical 
fluctuations when the maximum efficiency of the 
size distribution broadening can be reached: 

2max1 zzz   and szz  ~ .   
 
c. Effect of the ratio of mixing  
Figure 11 shows comparisons of three 

droplet size spectra calculated for three different 
ratios of mixing =0.1, 0.5 and 0.9. The size 
spectra were formed after 6.7min of vertical 
fluctuation with 515<z<535m. As seen from 
Fig.11 the droplet size spectra are broader for 
smaller . 



 
Figure 10. Changes of 

effS  and 2dD versus the 

amplitude of the vertical fluctuations z. Both 
effS  

and 2dD  are averaged over the period of one 

fluctuation t  and the droplet size distribution. Initial 

conditions are the same as in Fig.1.         
 
 

 
Figure 11. Comparisons of the droplet size spectra 
formed at 515m during the vertical fluctuations with 
different ratios of mixing . The rest of the conditions 
were the same as in Fig.1 and identical for all cases. 
The vertical dashed line indicates the adiabatic 
droplet size for a monodisperse size distribution.  

 

 
Figure 12. Vertical changes of supersaturation S(z) 
obtained from the numerical simulation of droplet 
size spectra formed during vertical fluctuations for 
different  (see Fig.11). For both cases, the vertical 
velocity was |uz|=1m/s. Initial conditions are the same 
as in Fig.1. 

 
As seen from Fig.12 the initial 

supersaturation (points 1,2,3) resulting from the 
mixing of ascending (point A) and descending 
(point D) parcels increases with the decrease of 
. As a result the effective supersaturation effS  

increases with the decrease of . Therefore, 
droplets will grow to larger sizes after each cycle 
for smaller . However, as follows from Eq.(9a) 
the concentration of the droplets with maximum 

diameters decreases as k . For the case =0.1 
the concentration of large droplets after ten 
cycles grows small (10-7cm-3) and becomes too 
insignificant for cloud processes. For =0.5 
droplets grow slower than in the previous case, 
however, their concentration is larger. For =0.9 
the initial supersaturation is negative (point 3 in 
Fig.12). This case results in the evaporation of 
small droplets and the broadening of the droplet 
size distribution towards small sizes (curve 3 in 
Fig.11). It should be noted that cases with <0.5 
result in the formation of bimodality, which 
becomes more pronounced for <0.2 (e.g. 
Fig.11).  Figure 13 shows that both effS  and 

2dD  decrease nearly linearly with the increase 
of . 

Thus, the decrease of  results in enhanced 
growth of large droplets, however, their 
concentration rapidly decreases after each 
mixing event. For small <0.1 the concentration 
of the large droplets becomes insignificant for 
any cloud processes after several mixing cycles. 



 
Figure 13. Changes of 

effS  and 2dD versus the ratio 

of mixing . Both effS  and 2dD  are averaged over the 

period of one fluctuation t  and  the droplet size 

distribution. Initial conditions are the same as in 
Fig.1.         

 
d. Effect of droplet number concentration  
Figure 14 illustrates the results of droplet 

size spectra simulation for four different 
concentrations. As it was shown in previous 
studies (e.g. Pinsky et al 2012) the 
supersaturation maximum maxS  and its altitude 

over the cloud base maxz  change as 2/1N . 

Therefore, in order to achieve maximum 
efficiency of the size spectra broadening and to 
satisfy the condition in Eq.(17) the levels 1z  and 

2z  should be adjusted in accordance with 

changes of maxz  and N . To achieve this goal, 

the vertical fluctuations were set so that 

max1 zz   and z =20m. Under these conditions 
the duration of the size spectra formation 
remained the same for all cases.   

 
Figure 14. Comparisons of the modeled droplet size 
spectra calculated for the different droplet number 
concentrations. For all cases the vertical velocity was 
|uz|=1m/s.The lower level and amplitude of the 
fluctuations were set z1=zmax  and z=20m.  The rest 
of the conditions are the same as in Fig.1.         

It appears that the number concentration has 
a significant effect on the broadening. As seen in 
Fg.14, after 6.7 minutes of vertical fluctuations 
and mixing, the droplet size spectra had a width 
of D = 5.7m, 9.5m, 14.0m and 19.5m for 
the droplet number concentrations 500cm-3, 
200cm-3, 100cm-3, 50cm-3, respectively. Thus, 
the width of the size spectra increase with the 
decrease of the droplet number concentration.  

 

 
Figure 15. Changes of 

effS  and 2dD versus droplet 

number concentration N calculated for three different 
vertical velocities. Modeling was preformed for 
z1=zmax  and z=20m.  The rest of the conditions are 
the same as in Fig.1.         

 
Figure 15 shows the dependence of effS  and 

2dD  versus N for different zu . As seen from 

Fig.15 both effS  and 2dD  rapidly increase 

below N=100cm-3.  
 

e. Effect of vertical velocity uz 
Figure 16 exhibits a set of comparisons of 

the droplet size spectra calculated for different 
velocities of the vertical fluctuations zu . Both 

maximum supersaturation maxS and its altitude 

above the cloud base maxz  depend on the vertical 

velocity as 4/3
max zuS   and 4/3

max zuz   (e.g. 
Pinsky et al 2012). Therefore, for the 
calculations of the size distributions in Fig.16 
similar to the previous section the lower level of 
the vertical fluctuations, which was set at 

max1 zz  . The vertical amplitude was selected to 

be zuz   in order to keep the same time 
duration required for the formation of the droplet 
size spectra and to facilitate their comparisons.  



As seen from Fig.16, the vertical velocity 
has a strong effect on the droplet size spectra 
broadening and it increases with the increase of 

zu . This conclusion is consistent with the 
diagram in Fig.17 showing an increase of both 

effS  and 2dD  with the increase of zu . 

 
Figure 16. Comparisons of the modeled droplet size 
spectra formed for different velocities of vertical 
fluctuations. The lower level and amplitude of the 
fluctuations were set at z1=zmax  and z=20m.  The 
rest of the conditions are the same as in Fig.1.  
 

 
Figure 17. Changes of 

effS  and 2dD versus 

vertical velocity uz calculated for three different 
droplet concentrations. The lower level and amplitude 
of the fluctuations were set at z1=zmax  and z=20m.  
The rest of the conditions are the same as in Fig.1.  
 

f. Effect of temperature T 
Figure 18 depicts a set of comparisons of the 

droplet size spectra formed at 530m for five 
different temperatures at the cloud base -
20C<T<20C. As seen from Fig.18, the effect of 
broadening increases with the increase of 
temperature. The rate of the broadening slows 
down with the increase of temperature. Such 
behavior is explained by the decrease of the rate 
of the growth of droplets due to the temperature 

dependence of the coefficient ),( PTA  in the 

droplet growth equation effAS
dt

dD
D  . The 

coefficient ),( PTA  monotonically decreases 
with the decrease of both temperature T and 
pressure P. 

Figure 19 shows the dependencies of effS  

and 2dD  calculated for three different 1z . 
Evidently, Fig.19 shows the effective 

concentration effS  is monotonically decreasing 

with the decrease of T, whereas 2dD  is 
monotonically increasing due to the 
compensation effect of the coefficient ),( PTA . 

Figure 19b also shows that 2dD  decreases with 
the decrease of air pressure. Thus, the diagrams 
in Figs.18 and 19 are suggestive of the fact that 
the formation of liquid precipitation will be 
hindered with the decrease of temperature and 
air pressure. This conclusion is consistent with 
the low frequency of the observation of liquid 
precipitations from cold, high-altitude clouds.    

 

 
Figure 18. Comparisons of the modeled droplet size 
spectra calculated for different air temperatures. The 
rest of the conditions are the same as in Fig.1. 
 

g. Effect of cloud condensational nuclei. 
Figure 20 shows comparisons of the droplet 

size spectra calculated for different cloud 
condensation nuclei (CCN) on which the 
droplets were formed. The results of the 
calculations suggest that the droplet spectra 
width increases with the decrease of the CCN 
radius CCNr . Such behavior is explained by the 

fact that the droplets with larger CCNr  have a 
higher rate of the water vapor depletion. 



Therefore, the maximum supersaturation maxS  
formed near the cloud base will be lower for 
larger CCNr . Lower supersaturation will result in 
the slowing down of the broadening of the size 
distribution formed during vertical fluctuations 
and mixing. 

 

 
Figure 19. Changes of 

effS  and 2dD versus vertical 

velocity uz calculated for three different droplet 
concentrations. The lower level and amplitude of the 
fluctuations were set z1=zmax  and z=20m.  The rest 
of the conditions are the same as in Fig.1.  
 
 

 
Figure 20. Comparisons of the modeled droplet size 
spectra calculated for different radii of CCN CCNr , on 

which the droplets were formed. The rest of the 
conditions  are the same as in Fig.1. 

 
Figure 21.  Changes of 

effS  and 2dD  versus 

CCN radius CCNr , on which the droplets were 

formed. The rest of the conditions are the same as in 
Fig.1.  
 

Figure 21 illustrates the dependencies of 

effS  and 2dD  versus CCNr . As seen from Fig.21, 

the size of the CCN has a pronounced effect on 

the broadening as well as effS  and 2dD   which 

both increase with the decrease of CCNr . 
The obtained results suggests that droplet 

size spectra formed on smaller CCN will 
broaden faster than the spectra formed on larger 
CCN. This conclusion is the opposite of what 
was proposed in the frame of the hypothesis of 
the warm rain initiation by giant CCN, 
suggesting that the droplets formed on large 
CCN are subject of enhanced diffusional growth, 
which rapidly grow beyond 40m. 
 

4. Discussion  
a. Turbulence 
In the previous sections we discussed an 

idealized process of droplet size distribution 
broadening during vertical fluctuations 
accompanied by isobaric mixing. One of the 
critical assumptions made when describing 
turbulence was related to multiple turnovers of 
the turbulent eddy. It was assumed the a 
turbulent parcel may perform several up and 
down cycles without complete mixing and that it 
keeps the same vertical velocity || zu . For 
isotropic turbulence, the characteristic time of 
mixing of the cloud parcel with the spatial scale 

L is determined by   3/12  Lm  , where   is 
the turbulent energy dissipating rate. In 



stratiform clouds,  is typically 10-3 - 10-4 m2 s-3 
(e.g. MacPherson and Isaac, 1977; Mazin et al. 
1984). For a cloud parcel with L ~10m, the 
characteristic time of mixing m in the order of 

101-102 s. For a vertical velocity zu ~1m/s the 

lifetime of such a parcel will be limited by 
approximately one to two turnovers. Parcels with 
a smaller spatial scale will have a shorter 
lifetime. This may be a significant limitation of 
the hypothesis of broadening examined in this 
study. Based on the above consideration, the 
cloud parcel has to undergo 8 to 10 cycles of 
vertical fluctuations in order to reach the droplet 
spectra broadening sufficient for the beginning 
of the collision-coalescence process. Formation 
of such coherent structures in the cloud regions 
with isotropic turbulence is highly unlikely.  

In order to overcome this problem, it is 
hypothesized that the existence of recirculating 
(coherent) turbulent eddies with the 
characteristic scale L~ 100-101m may be 
associated with the regular vertical updrafts. The 
recirculating vorticity may form at the interfaces 
of “updraft-still air” or an “updraft-downdraft” 
with the high velocity shear as a result of the 
Kelvin-Helmholtz instability. Existence of such 
structures was discussed by LeMone (1973). 
Obviously, the characteristics of turbulence in 
such cloud regions will be essentially non-
isotropic. The lifetime of the coherent eddies 
will be determined by the existence time of the 
updraft at this level. During this time small scale 
recirculation can exist providing required 
recirculation of droplets. 

The existence of the localized updrafts in 
stratocumulus clouds is supported by the 
dopplerized remote sensing observations (e.g. 
LeMone, 1973; Kollias and Albrecht, 2000; 
Pinsky et al 2008) and in-situ measurements 
(e.g. Lothon et al, 2004 Lenschov et al, 1980) 
and in numerical simulations (e.g. Khain and 
Ingel, 1995; Stevens et al, 1998)  
 

b. Mixing 
Another critical assumption used in the 

simulation of broadening has to do with the way 
the process of mixing in the numerical 
simulation is presented. In the numerical 
simulation mixing was considered as a process 
of instant engulfing of cloudy air and instant 
mixing with the recipient parcel. Based on the 

currently used concepts of turbulence 
(Broadwell and Breidenthal, 1982) mixing is a 
cascade of mass exchange between engulfing 
cloud volumes coming from opposite parcels 
into localized zones. The initially large-scale 
parcels break down into smaller ones due to 
turbulence. The turbulence stretches the interface 
between the engulfed volumes and exchanges 
the molecular diffusion across the increasing 
surface. The actual mixing of the engulfed 
volume is a molecular diffusion process that is 
most effective after the broken down volumes 
reduce to the Kolmogorov viscosity scale. The 
described process of mixing requires some time 
to mix up into a viscous state. This mixing time 
was not accounted in the present study. One of 
the consequences of neglecting the mixing time 
is that droplet size spectra broadening of may 
take a longer time than the time obtained in this 
study.   

 
c. Radiation 

Previous studies have shown that the radiation 
process plays important role in the formation and 
maintenance of stratiform clouds (e.g., Herman 
and Goody, 1976; Stevens et al., 2005). Cloud 
top cooling stimulates the formation of turbulent 
eddies and results in a formation of cloud top 
inversion, which stabilizes the cloud layer. The 
characteristic time of the radiation processes is 
of the order of tens of minutes and hours, which 
is significantly larger than the characteristic time 
of the droplet spectra broadening. Based on the 
discussions in the previous sections, the 
broadening presumably occurs near the cloud 
base, where the longwave radiation processes are 
usually smaller than that near the cloud top. 
Thus, it is anticipated that the radiation processes 
are not significant for the droplet size spectra 
broadening discussed in the frame of this study. 

 
 

5. Conceptual model of the droplet spectra 
broadening  
Based on the above consideration, the 

following conceptual model of the broadening of 
the droplet size spectra and initiation of warm 
precipitation is proposed here. The initial 
broadening occurs near the cloud base, where the 
cloudy air is enriched with supersaturated water 
vapor. The basic mechanism of the broadening 
consists in entraining of the undersaturated air 



 
Figure 21.  Conceptual diagram of precipitation formation in a stratiform cloud layer. 

 
 

with larger droplets from a descending cloud 
parcel into an ascending parcel with high 
supersaturation and smaller droplets, which 
arrives to this level through the cloud base. The 
isobaric mixing of two parcels with a subsequent 
ascent enhances the rate of growth of large 
droplets versus the smaller ones. The repeated 
ascent-descent cycle, along with mixing 
broadens the size distribution by pumping 
supersaturated air into cloud parcels with 
depleted water vapor by means of mixing with 
ascending parcel containing supersaturated air.  

The primary droplet size spectra broadening 
may occur in the coherent turbulent vortices, 
which may form at the interface of regular 
updrafts and still cloud air or downdrafts. The 
characteristic size of the coherent vortices 
required for the broadening ranges from a few 
meters to dozens of meters depending on the 
vertical velocity. After the primary broadening, 
the cloud parcels are engulfed by the regular 
updraft and then brought up to the cloud top. 
This will result in additional droplet growth, 
although the size distribution will experience 
narrowing. After ascending to the cloud top, 
some fraction of the droplets reach D>40m. 
Such droplets will continue subsequent growth 
through the collision-coalescence process and 
may initiate precipitation formation. The 
illustration depicting this conceptual model is 
shown in Fig.21.   

  
Figure 22. Average droplet size distribution formed 
as a result of multiple mixings of ascending and 
descending parcels t1=9.8min;   t2=14.3min. The 
numerical simulation performed for  randomly 
changes from  0 to 1 and vertical fluctuations 
515m<z<535m. The rest of the conditions are the 
same as in Fig.1. The vertical dashed lines indicate 
the adiabatic diameter for monodisperse droplets 
having the same number concentration. 

 



Figure 22 shows droplet size spectra 
averaged over number of droplets formed after 
vertical fluctuations with z =20m. During 
modeling the ratio of mixing   was randomly 
changed from 0 to 1. Calculating the mixing 
using a random   is more realistic as compared 

to  =const used in the above simulations. The 
primary broadening occurred near the cloud base 
515m<z<535m. As seen from Fig. 22a random 
  results in broadening towards both large and 
small droplets, making the droplet size 
distribution appear similar to those observed in 
clouds. After the primary broadening near the 
cloud base, the parcel would uniformly ascend to 
z=800m. As seen from Fig.22b, the droplet size 
distribution near the cloud base contains droplets 
D~30m with a concentration of N~1l-1. The 
time required for the primary broadening is 
approximately 9.8 minutes. After lifting this 
parcel 300m these droplets grew up to D~40m. 
At that point, the droplets reach the size 
sufficient for growth through the collision-
coalescence process. The modeling time required 
for the secondary broadening (which includes 
the primary broadening time) was approximately 
15 minutes.  

 
6. Conclusions 
In the frame of this study, we examined the 

effect of in-cloud isobaric mixing on the 
broadening of the droplet size distribution. With 
the help of a simple parcel model it has been 
demonstrated that vertical fluctuations with a 
characteristic scale of a few meters up to a few 
dozens of meters may broaden droplet size 
distribution within several minutes. The droplet 
size spectra broadening is most effective in the 
vertical fluctuations near the cloud base in the 
vicinity of maximum supersaturation, i.e. when 

2max1 zzz  . Vertical fluctuation a few 
hundred meters above the cloud base does not 
result in any significant size distribution 
broadening. The effect of broadening is quite 
sensitive to the droplet number concentration N 
as well as the vertical velocity uz and the 
broadening increases with the decrease N and the 
increase of uz. It turns out that the effect of 
broadening is slowed down by a large CCN. 
Despite the fact that the mixing disturbs the 
adiabaticity of the individual parcels, it 
conserves mass and energy of the entire layer. 

As a result, the liquid water and temperature 
profiles remain adiabatic and wet-adiabatic, 
respectively.  

The proposed mechanism of droplet size 
spectra broadening is also applicable in 
explaining the formation of droplets with 
D~40m and a concentration of N~1l-1, which is 
sufficient in initiating warm rain via the 
collision-coalescence process, and it does not 
require assumptions regarding the presence of 
giant CCN, stochastic condensation, or 
entrainment and inhomogeneous mixing. 
Although, it must be noted, these mechanisms 
may be complementary to that examined in this 
study. 

The structure of turbulence and the existence 
of efficient small scale recirculation near the 
cloud base plays a critical role for the formation 
of large droplets and size distribution 
broadening. An increase of the amplitude of in-
cloud recirculation, leading to droplet ascent 
toward the cloud top or to decent well below the 
cloud base, will decrease the efficiency or even 
completely cancel the effect of droplet 
broadening. Under the typical turbulent 
dissipation rate in stratocumulus clouds of 10 
cm2 s-3 (e.g., Siebert et al 2006; 2010a,b), 
vertical velocities are too weak to generate small 
scale recirculation near the cloud base. However, 
the droplet recirculation can be stimulated by 
either large eddies or embedded convection, 
observed in stratocumulus (Siebert et al. 2006; 
2010). In both cases, the formation of intense 
small scale recirculation near the cloud base 
appears to be rare. Thus, in spite of the fact that 
the mechanism of large droplet formation 
discussed in the present study is very efficient, 
the conditions favorable for its initiation may not 
always be present in clouds. This is in agreement 
with observations that drizzle may form after 
several hours after the cloud formation. This is 
suggestive of the fact that the formation of 
drizzle in stratocumulus clouds may be 
associated with “lucky” air volumes, whose 
formation and transport to the cloud top is 
related to large eddies. The correlation between 
drizzle events and large eddies was observed by 
Stevens et al. (2005) and simulated by Mgaritz et 
al (2009).  

We admit that the simplifications and 
assumptions used in the frame of this study may 
result in the overestimation of the effect of 



broadening. In order to address this concern a 
more detailed analysis of the effect of turbulent 
fluctuations and mixing on the droplet size 
spectra broadening should be performed with the 
help of direct numerical simulation of the 
Navier-Stokes equations.  
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Appendix A.     List of Symbols (not finished yet) 

Symbol Description Units 
A1 

1w a

a p v

L Rg

R T c R T

 
  

 
 

m-1 

A2 
2

21

TRc

L

q vp

w

v

  
- 

c 
AA

a

w
2

4




 
m2 s-1 

cp specific heat capacity of moist air at constant pressure J kg-1K-1 
C constant - 

2dD  teffSA 2   m2 

D diameter of droplets m 
Dv coefficient of water vapor diffusion in the air m2 s-1 
e water vapor pressure N m-2 
ew saturation vapor pressure above flat surface of water N m-2 
g acceleration of gravity m s-2 
A 1

2

2

)(













vw

vw

va

ww

DTe

TR

TRk

L 
 

m-2 s 

ka coefficient of air heat conductivity J m-1s-1K-1

Lw latent heat for liquid water J kg-1 
N total concentration of liquid droplets m-3 

)(k
jN  concentration of droplets in the j-th mode formed after k-th cycle m-3 

P pressure of moist air N m-2 
rCCN radius of CCN m 

   
Ra specific gas constant of moist air J kg-1K-1 
Rv specific gas constant of water vapor J kg-1K-1 
q liquid water mixing ratio (mass of liquid water per 1kg of dry air) - 
qv Water vapor mixing ratio (mass of water vapor per 1kg of dry air) - 
S / 1we e  , supersaturation of water vapor - 

Seff 














 

D

a

D

b
S exp1 3  efficient supersaturation 

- 

effS  efficient supersaturation averaged over time period of vertical fluctuations - 

Sm supersaturation resulting from mixing  - 
Smax maximum supersaturation forming near the cloud base  - 

T temperature K 



t time s 
uz vertical velocity m s-1 
z height over condensation level m 
z1 altitude over the cloud base of lower limit of vertical fluctuations m 
z2 altitude over the cloud base of upper limit of vertical fluctuations m 

zmax altitude over the cloud base corresponding to the supersaturation maximum m 
   
z 12 zz   amplitude of the vertical fluctuations m 

 turbulent energy dissipating rate m2 s-3 
 ratio of mixing - 
a density of the air kg m-3 
w density of liquid water kg m-3 
m characteristic time of mixing of turbulent parcel s 
p time of phase relaxation s 
t period of the vertical fluctuations s 

 
 
Appendix B 
The supersaturation in the point E (Fig.2a) 

resulting from the mixing between the points B 
and D can be found as  

1
)(


mS

m
m Te

e
S    (B1) 

Here, )( ms Te  is the saturated water vapor 

pressure at temperature Tm, where Tm and Em are 
the temperature and water vapor pressure, 
respectively, resulting from the mixing of two 
volumes (Korolev and Isaac, 2000) 
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Here, here T1, T2 are the temperatures in first, 
second volumes, e1, e2 are the water vapor 
pressures in the first and second before mixing 
volumes, respectively; P is the moist air pressure 
(P=const during mixing); respectively;  is the 
portion (ratio of mixing) of the first volume 
mixed with the  1  portion of the second 
volume, both volumes having a unit mass of dry 
air, Rv, Ra, are the specific gas constants of water 
vapor and dry air, respectively, cpv, cpa, are the 

specific heat capacitance of water vapor and dry 
air at constant pressure, respectively. 

If assume pep   and 21 ee  in Eqs. 
(B3) and (B4) then Eqs. (B2) and (B3) will turn 
into a simplified expressions for Tm and em, 
which can be found in e.g. Rogers (1976) or 
Bohren and Albreht (1998).  
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1. INTRODUCTION 

 

Snow crystals grow by vapor diffusion 

and play an important role in precipitation. 

Laboratory studies of snow crystal habits 

have been carried out in static cloud cham-

bers, in which ice crystals were grown on 

rabbit hair or fiber (Nakaya, 1954; Hallett 

and Mason, 1958; Kobayashi, 1961). These 

studies revealed that the crystal habit is de-

termined mainly by temperature and that the 

complicated secondary features depend on 

the supersaturation of water vapor in air; 

however, the findings regarding the rela-

tionship of temperature and supersaturation 

with crystal shape vary slightly between the 

researchers. 

In the atmosphere, snow crystals grow 

as they fall through a supercooled cloud. 

The effects of the fall as well as the water 

droplets surrounding the crystals, both of 

which serve to enhance mass and sensible 

heat transfer, have to be considered. Simu-

lating snow crystal growth under free fall is 

necessary for further understanding the 

growth of snow crystals in a cloud. 

To this end, vertical supercooled cloud 

tunnels in which a single snow crystal may 

be suspended freely and grown were devel-

oped.  The growth of a snow crystal by va-

por diffusion under free fall in a supercooled 

cloud environment with a liquid water vol-

ume of 0.1 g m–3 was successfully simulat-

ed for up to 30 min, and the characteristics 

of snow crystal growth during free fall were 

quantitatively investigated (Takahashi et al. 

1991). Nevertheless, more data are needed 

to determine the detailed characteristics, 

including the snow crystal shape and the 

effect of cloud droplets surrounding the 

crystals. 

We carried out detailed experiments on 

dendritic snow crystal growth for 10 min un-

der isothermal and water-saturated condi-

tions over a broader range of liquid water 

content than before. In this paper, we shall 

address the influence of temperature and 

cloud droplets on the growth of dendritic 

snow crystals in a cloud. 

 

 

2. EXPERIMENTS 

 

The present study was carried out in a 

vertical wind tunnel at Hokkaido University 

of Education in Sapporo, Japan, at an ele-

vation of 5 m above sea level. In the tunnel, 

snow crystals could be suspended freely 

and grown in a vertical stream of artificially 

generated supercooled cloud by applying 

aerodynamical mechanisms for horizontal 

stability. A convergent configuration of the 

working/observation section provides excel-

lent horizontal stability for crystal suspen-

sion. 

Cloud droplets were continuously gener-

ated by an ultrasonic atomizer and supplied 

into the tunnel through a cloud chamber, 

where dense cloud was mixed and super-

cooled by cold air introduced by an air suc-

tion device. The turbulence was dampened 

in the chamber; the air was saturated with 

water; and the temperature and droplet 

concentration in the cloud became uniform. 



 
                           SECTOR (-12.5°C)      BROAD BRANCH (-12.7°C)      STELLAR (-13.2°C) 

 

DENDRITE (-13.6°C)              FERN (-14.3°C)               DENDRITE (-14.8°C) 

 

STELLAR (-15.3°C)     BROAD BRANCH (-16.0°C)    SECTOR (-16.3°C) 

Fig. 1. Examples of snow crystals grown for 10 min  

at temperatures between -12.3°C and -16.6°C. 

 

 

Fig. 2. The shape of a snow crystal as a function of temperature 

and liquid water content for a growth time of 10 min. 

0.5 mm 

 



      

0.14 g m
–3                                                                       

0.53 g m
–3

            

 

Fig. 3. Examples of snow crystals grown for 10 min at -13.4°C and -14.3°C 

for different liquid water content. 

 

The cloud concentration was controlled by 

adjusting the applied voltage to an ultrason-

ic atomizer. The liquid water content of the 

cloud was calculated from the air tempera-

ture and the dew point of the air, deter-

mined by evaporating the cloud. The air 

temperature and dew point were continu-

ously monitored by a thermister thermome-

ter and a quartz dew point hygrometer, re-

spectively. The cloud droplet size distribu-

tions were measured by an impaction 

method.  

Experiments were carried out for a snow 

crystal growth time of 10 min under iso-

thermal and water-saturated conditions from 

-12.3°C to -16.6°C with a constant liquid 

water content in the experimental range of 

0.05 to 1 g m–3.The probability of riming or 

developing spatial dendrites increased with 

the liquid water content. The crystals that 

were notably rimed or had spatial dendrites 

were excluded in this study. The average 

fluctuation in air temperature was 0.2°C for 

10 min, which was half of the corresponding 

value in the study of Takahashi and Fukuta 

(1991). In addition, the maximum fluctuation 

in temperature was less than 0.2°C be-

tween 1 and 10 min of the growth time. The 

mean error in the liquid water content was 

less than 0.05 g m–3; the content was calcu-

lated every minute between 2 and 10 min of 

the growth time and was averaged. The di-

ameters of more than 60% of the droplets 

ranged from 5 to 10 µm, and the average 

diameter was approximately 8 µm; these 

parameters varied only slightly with the 

changes in the liquid water content. 

 

 

3. RESULTS AND DISCUSSION 

 

As shown in Figure 1, a sector (P1b), a 

-13.5°C 

0.22 g m
–3 

              

 g m
–3   

0.44 g m
–3   

-14.2°C 

0.5 mm 

 



  

  

  

       

Fig. 4. Variation in crystal mass along the a-axis with changes in the liquid  

water content at various temperatures after 10 min of growth. 

 

broad branch (P1c), a stellar (P1d), a den-

drite (P1e), and a fern (P1f) were grown be-

tween -12.3°C and -16.6°C in the wind tun-

nel. Classification in the parentheses is after 

Magono and Lee (1966).  

The variation in crystal shapes, formed 

over a wide range of liquid water content up 

to 1 g m–3 after 10 min of growth, are sum-

marized in Figure 2. The following types of 

crystals were observed at different tempera-

tures: a sector (>-12.5°C), a broad branch (-

12.5°C to -12.9°C), a stellar (-12.9°C to -

13.2°C), a dendrite (-13.2°C to -13.8°C), a 

fern (-13.8°C to -14.5°C), a dendrite (-

14.5°C to -15.1°C), a stellar (-15.1°C to -

15.7°C), a broad branch (-15.7°C to -

16.1°C), and a sector (<-16.1°C). A dendrit-

ic snow crystal, comprised of a broad 

branch, a stellar, a dendrite, and a fern, was 

grown between -12.5°C to -16.1°C. Side 

branches developed between -13.3°C to -

15.1°C, and fairly well between -13.8°C to -

14.4°C. With the increase in the liquid water 

content, the stellar was transformed to a 

dendrite between -13.3°C and -13.6°C, and 

the dendrite, in turn, to a fern between  



  

  

       

          

Fig. 5. Variation in crystal dimension along the a-axis with changes in the liquid 

water content at various temperatures after 10 min of growth. 

 

-13.8°C and -14.4°C. The growth of side 

branches depends on the liquid water con-

tent, i.e., the amount of cloud droplets. Fig-

ure 3 shows examples of the changes in 

crystal shape. However, crystals grown at 

other temperatures retained their shapes 

spite of the increase in the liquid water con-

tent.   

Figure 4 shows the changes in crystal 

mass with changes in the liquid water con-

tent at various temperatures: -12.6°C, -

13.1°C to -13.2°C, -13.6°C to -13.7°C, -

14.3°C to -14.4°C, -14.6°C to -14.7°C, -

15.3°C to -15.4°C, and -15.9°C. At these 

temperatures, the changes in crystal mass 

in the liquid water content were expressed 

by a curve that was convex upward. This is 

most likely because the presence of cloud 

droplets in the vicinity of a snow crystal re-

sulted in higher mass growth rates due to 

the steepening of both vapor density and 

temperature gradients; the rate of steepen-



ing was gradually slowed as the cloud be-

came denser. At -12.6°C and -15.9°C, the 

effect was indistinct, and this is ascribed to 

the crystal dimensions being smaller at the-

se temperatures than at other temperatures. 

Marshall and Langleben (1954) found 

that the snow crystal growth rate is en-

hanced by a fog factor:  

ff = 1 + kC,                                (1) 

where 

           k = (3 WL / r
---

d
2)1/2,                     (2) 

C, WL, and r
---

d
 being the shape factor for a 

snow crystal, the liquid water content of a 

cloud, and the average radius of cloud drop-

lets, respectively. For very thin plates, 

            C = a/π,                                  (3) 

where a is the crystal dimension along the 

a-axis. The fog factor increases with the 

square root of the liquid water content of a 

cloud and with the crystal diameter. The fog 

effect also depends on cloud droplet size, 

as shown in eq. (1); the larger the droplet 

size, the smaller is the fog factor. 

   Figure 5 shows the changes in crystal 

dimension along the a-axis with changes in 

the liquid water content at various tempera-

tures after 10 min of growth. The length of 

the snow crystals remained constant with 

increases in the liquid water content at all 

temperatures. The cloud droplets made little 

contribution to the growth along the a-axis; 

in other words, the fog factor contributed to 

the development of side branches and/or 

the increase in crystal thickness. The venti-

lation effect probably was the dominant 

cause of the growth of the tip of each prima-

ry branch. 

 

 

4. CONCLUSIONS 

 

Dendritic snow crystal growth was stud-

ied by using a vertical wind tunnel to simu-

late isolated snow crystal growth under free 

fall conditions in a supercooled cloud envi-

ronment. Experiments were carried out for 

10 min of growth with different liquid water 

content up to 1 g m–3 and between temper-

atures of -12.3°C and -16.6°C. The results 

and findings are summarized below: 

1) The following types of crystals were 

observed at different temperatures: a sector 

(>-12.5°C), a broad branch (-12.5°C to -

12.9°C), a stellar (-12.9°C to -13.3°C), a 

dendrite (-13.3°C to -13.8°C), a fern (-

13.8°C to -14.4°C), a dendrite (-14.4°C to -

15.1°C), a stellar (-15.1°C to -15.7°C), a 

broad branch (-15.7°C to -16.1°C), and a 

sector (<-16.1°C). 

2) With increases in the liquid water con-

tent, stellar transformed to dendrites be-

tween -13.3°C and -13.6°C, and dendrites, 

in turn, to ferns between -13.8°C and -

14.4°C. 

3) The changes in the crystal mass in 

the liquid water content at various tempera-

tures were expressed by a curve that was 

convex upward. The length of the snow 

crystals remained constant with increases in 

the liquid water content at all temperatures. 

The presence of cloud droplets in the vicini-

ty of snow crystals resulted in higher mass 

growth rates due to the steepening of vapor 

density and temperature gradients, and thus 

contributed to the development of side 

branches and to the increase in crystal 

thickness. 
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Abstract 

 
A partitioning scheme based on surface rainfall processes is applied to a lag 

correlation analysis between tropical rainfall and its sources in this study. The rainfall 

sources include convective available potential energy (CAPE), water vapor source (water 

vapor convergence plus surface evaporation), and net condensation (condensation and 

deposition minus evaporation of rain). The analysis is carried out using a 21-day TOGA 

COARE cloud-resolving model simulation data. Maximum model domain mean surface 

rainfall leads the minimum mean CAPE by 6 hours and is phase locking with the 

maximum mean net condensation mainly through the rainfall associated with water vapor 

convergence. Maximum mean surface rainfall lags the maximum mean water vapor 

source by 3 hours mainly through the rainfall associated with local atmospheric drying, 

water vapor divergence, and hydrometeor loss/convergence.  

 

Keywords: Phase relation; convective available potential energy; surface rainfall; water 

vapor source, net condensation. 



1. Introduction 

Surface rainfall is associated with its sources including convective available 

potential energy (CAPE), water vapor source (water vapor convergence plus surface 

evaporation) in surface rainfall budget, and net condensation (condensation and 

deposition minus evaporation of rain) in cloud budget. The quasi-balance assumption 

between surface rainfall and its sources lays down the foundation for the development of 

cumulus parameterization in early years (e.g., Kuo 1965, 1974; Arakawa and Schubert 

1974). Kuo (1965, 1974) considered water vapor convergence plus surface evaporation as 

the major rainfall source and assumed 95% of the source is consumed to produce surface 

rainfall and 5% of the source is used to moisten local atmosphere in his cumulus 

parameterization scheme. Arakawa and Schubert (1974) assumed that available potential 

energy produced by the large-scale processes is consumed to develop convection in their 

cumulus parameterization scheme.  Although the maximum surface rainfall is phase 

locking with the maximum net condensation (e.g., Gao et al. 2005a), the minimum CAPE 

occurs a few hours after surface rainfall reaches a maximum (e.g., Xu and Randall 1998; 

Li 2009), and the maximum surface rainfall lags the maximum water vapor convergence 

by a few hours (e.g., Cui and Li 2011). These indicate actual deviations from quasi-

balances between surface rainfall and CAPE/water vapor source. The release of unstable 

energy such as CAPE supports kinetic energy, whose perturbation component is 

associated with secondary circulation. The development of the secondary circulation and 

associated water vapor convergence lead to the onset and growth of cloud systems. As 

clouds growth, cloud microphysical processes such as collection, accretion, riming, and 

melting finally produce surface rainfall. Thus, the time needs for production of the 



surface rainfall from the release of CAPE.  

It must be pointed out that explicitly evaluating and understanding the phase 

difference between rainfall and its sources is necessary and important to develop and 

modify the cumulus parameterization schemes (e.g., Betts and Miller 1986; and Randall 

and Pan 1993).Current the cumulus parameterization schemes of weather and climate 

mode including the convection adjustment schemes and meso-sacle cumulus 

parameterization schemes (Anderson, Roymand, and Kain, 2007; Grandpeix, and Lafore, 

2010) are adopted CAPE closure assumption, which need to explicitly deduce the 

convection adjustment time namely the phrase difference between rainfall and its sources. 

However as pointed out by Arakawa (2004), it exists some uncertainties in the cumulus 

parameterization schemes due to the assumption of unified clouds or the ensemble clouds. 

One feasible method of modified parameterization schemes is to design and develop 

individual convection adjustment time or the different phrase between the rainfall and its 

sources in allusion to individual cloud type. Other feasible method is that the statistical 

characteristics of individual cloud type can be described in the modified parameterization 

schemes. In fact, the progress on the cloud parameterization problem has been too slow 

and many researchers advocate a new approach that is very promising but also very 

expensive computationally (Randall, Arakawa and Grabow, 2003). One promising and 

relatively new option is to use cloud resolution models as tools to accelerate and 

otherwise optimize the process of cloud parameterization development. Hence, this 

research of the phase difference between rainfall and its sources will not only provide the



insight to evaluate and understand the interaction between individual cloud and the large-

scale forcing, but also give the statistical characteristics of individual cloud type.  

The phase difference between rainfall and its sources have been proved by the 

observation and the simulation.    Munehisa  (2008) used the Tropical rainfall Measuring 

Mission (TRMM) data during June-August 1998-2003 to investigate diurnal variations of 

rain and cloud systems over the tropics and midlatitudes. They found that the systematic 

shifts in peak time of convection relative to each sensor and the time differences of 

maximum frequency for TMI-PR and for VIRS-PR (TMI) are 2 and 3–6 h respectively. 

The sensors likely detect different stages in the evolution of convective precipitation, 

which would explain the phase difference. The PR directly detects near-surface rain. The 

TMI and VIRS observe deep convection and solid hydrometeors as the rainfall sources. 

Bowman (2005) used data rain gauges on ocean buoys and TRMM satellite 

measurements to analyze the climatological diurnal cycle of precipitation. They also 

found that the phase difference between the TMI and PR rainfall retrievals persist in the 

diurnal cycle. The phase differences also have been proved by the simulated results.  

Li (2009) showed the maximum negative lag correlations between model domain 

mean CAPE and rainfall occurs around lag hour 6 in his 21-day cloud-resolving model 

experiment of the Tropical Ocean Global Atmosphere Coupled Ocean Atmosphere 

Response Experiment (TOGA COARE). The minimum mean CAPE lags mean and 

convective rainfall through the vapor condensation and depositions, water vapor 

convergence, and heat divergence whereas it lags stratiform rainfall via the transport of 

hydrometeor concentration from convective regions to raining stratiform regions, vapor 

condensation and depositions, water vapor storage, and heat divergence over raining 



stratiform regions. The convective and stratiform rainfall separation scheme used in Li 

(2009) is mainly based on rain intensity (Tao et al. 1993). Other information such as 

vertical velocity and cloud mixing ratio is also used to identify convective rainfall (Sui et 

al. 1994). Thus, such separation scheme may contain uncertainty. Shen et al. (2010b) 

developed a new rainfall separation scheme based on surface rainfall budget proposed by 

Gao et al. (2005a) in which eight rainfall types are identified through local atmospheric 

drying/moistening, water vapor convergence/divergence, hydrometeor loss/convergence 

or hydrometeor gain/divergence. Their preliminary results show that about 30% of 

convective rainfall is associated with water vapor divergence. 

In this study, the rainfall separation scheme developed by Shen et al. (2010b) is 

applied to the analysis of the phase differences between surface rainfall and its 

sources (CAPE, water vapor source, and net condensation) in the tropical deep 

convective regime. The analysis of lag correlation is conducted using a two-

dimensional (2D) cloud-resolving model experiment that is forced by the large-scale 

forcing derived from TOGA COARE. In the next section, the cloud model, forcing, 

and experiment are described. The results are presented in section 3. The summary is 

given in section 4. 

2. Model, experiment, and methodlogies 

Currently, cloud-resolving model is being incorporated into large-scale dynamic 

frameworks to facilitate the interaction between clouds and large-scale circulations in 

place of conventional parameterization (Emanuel and Raymond 1993) as an alternative 

approach (Raymond and Zeng 2005; Khairoutdinovet 2001).Not only the cloud-resolving 
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model explicitly resolves convective clouds and cloud system on fine spatial and 

temporal scales, but also its simulation can agrees well with the observation (Xu et al. 

2002; Tao et al. 2003).In addition, the studies of the assimilation of the Geostationary 

Operational Environmental Satellites (GOES) imager observations into a cloud-resolving 

model have been made great processes and the modeled spatial distribution and short-

term evolution of the ice cloud mass is significantly improved by the above assimilation 

method (Polkinghorne,2010,2011). Thus, the cloud-resolving model has been widely 

used in the researches of the cloud and precipitation processes as the reliable tools.  

The 2D cloud-resolving model simulation data (Li et al. (2002a) are used in this 

study. Due to a small model domain of 768 km, the model is forced by zonally-uniform 

vertical velocity, zonal wind, and thermal and moisture advection based on 6-hourly 

TOGA COARE observations within the Intensive Flux Array (IFA) region (Zhang, 

personal communication, 1999) and hourly sea surface temperature (SST) at the 

Improved Meteorological (IMET) surface mooring buoy (1.75oS, 156oE) (Weller and 

Anderson 1996) from 0400 LST 18 December 1992 to 1000 LST 9 January 1993 (Fig. 1). 

The model simulation data have been used to study surface rainfall processes (Li et al. 

2002b, c; Gao et al. 2005a; Zhou et al. 2006; Cui and Li 2006; Gao and Li 2010a; Shen et 

al. 2010a,b), precipitation efficiency (Li et al. 2002a; Sui et al. 2005, 2007b; Gao and Li 

2011), vorticity vectors (Gao et al. 2004, 2005b; Cui 2008), effects of ice clouds on 

rainfall (Gao et al. 2006b), rainfall responses to large-scale forcing (Gao et al. 2006a; 

Gao and Li 2008b), cloud cluster (Ping et al. 2008), diurnal variations of tropical oceanic 
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rainfall (Gao et al. 2009; 2010b), convective and stratiform rainfall processes (Sui and Li 

2005; Cui et al. 2007), and rainfall partitioning (Sui et al. 2007a; Shen et al. 2010b). 

The model used in Li et al. (2002a) is the 2D version of the Goddard Cumulus 

Ensemble Model, which was originally developed by Soong and Ogura (1980), Soong 

and Tao (1980), and Tao and Simpson (1993) and was modified by Li et al. (1999). The 

model has prognostic equations of potential temperature, specific humidity, mixing ratios 

of five cloud species, and perturbation zonal wind and vertical velocity. The model also 

includes a set of cloud microphysical parameterization schemes from Rutledge and 

Hobbs (1983, 1984), Lin et al. (1983), Tao et al. (1989), Krueger et al. (1995), and 

interactive solar and thermal infrared radiation parameterization schemes from Chou et al. 

(1991, 1998) and Chou and Suarez (1994). The model uses cyclic lateral boundaries, and 

a horizontal domain of 968 km, a horizontal grid resolution of 1.5 km, 33 vertical levels, 

and a time step of 12 s. Detailed descriptions and discussions of the model, dynamic 

framework, and physics package can be found in Gao and Li (2008a).  

Following Gao et al. (2005a) and Cui and Li (2006), the surface rainfall equation 

can be written as 

sP  = WVTQ + WVFQ + WVEQ + CMQ ,       (1) 

where WVTQ  (=
t
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∂
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water (small cloud droplets), raindrops, cloud ice (small ice crystals), snow (density 0.1 g 

cm-3), and graupel (density 0.4 g cm-3), respectively; overbar is model domain mean, 

superscript “o” is imposed COARE data a prime denotes a perturbation from the zonal 

mean; )()[()]( dzt

b

z

z∫= ρ  is mass integration. The surface rainfall equation (1) is derived 

through the combination of water vapor budget ( WVTQ + WVFQ + WVEQ = NCQ ) and cloud 

budget ( CMs QP = + NCQ ), where ][][][][( GDEPSDEPDEPCNDNC PPPPQ +++=  

])[][][ MLTSMLTGREVP PPP −−−  is the net condensation between vapor condensation ([PCND]) 

and vapor deposition for the growth of cloud ice ([PDEP]) and snow ([PSDEP]) and graupel 

([PGDEP]) minus growth of vapor by evaporation of raindrop ([PREVP]) and evaporation of 

liquid from graupel surface ([PMLTG]), and evaporation of melting snow ([PMLTS]). 

Following Shen et al. (2010b), hourly grid-scale rainfall simulation data are partitioned 

into eight rainfall types (TFM, TFm, tFM, tFm, TfM, Tfm, tfM, and tfm) (Table 1) and 

seven of them will be analyzed in this study because of negligible contribution of tfm to 

total rainfall. 

To examine the phase difference between model domain mean surface rainfall (PS) 

and its sources (RS), following Cui (2008) and Li (2009), the weighted lag correlation 

coefficients are calculated. Since model domain mean surface rain rate (PS) can be 

partitioned into seven rainfall types (TFM, TFm, tFM, tFm, TfM, Tfm, tfM), the lag 

correlation coefficient between PS and the mean rainfall source (RS) is determined by 

sum of the lag correlation coefficient between each rainfall type and RS weighted by the 

ratio of the standard deviation of each rainfall type to the standard deviation of the mean 

rainfall (
S

Si

P

P

σ
σ

)., i.e., 
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Since rainfall is associated with four rainfall processes (QWVT, QWVF, QWVF, QCM), the lag 

correlation coefficient between each rainfall type and RS is determined by sum of the lag 

correlation coefficient between the rainfall processes of each rainfall type and RS 

weighted by the ratio of the standard deviation of the rainfall processes to the standard 

deviation of the mean rainfall (
S

J

P

Q

σ
σ

). i.e., 

SIPRSC , =∑
=

4

1
,

J
QRS J

WC ,         (2b) 

J

S

J

J QRS
P

Q
QRS CWC ,, σ

σ
= .         (2c) 

In (2), Aσ is a standard deviation of A; BAWC , is a weighted lag correlation coefficient 

between A and B; PS =(TFM, TFm, tFM, tFm, TfM, Tfm, tfM). Q=(QWVT, QWVF, QWVF, 

QCM). 

3. Results 

3.1 Rainfall versus CAPE 

The calculation of lag correlation between model domain mean surface rain rate 

and the mean CAPE shows a negative lag correlation with the minimum of -0.331 at lag 

hour 6 (Fig. 2a and Table 2), which suggests that the maximum mean surface rainfall 

leads the minimum mean CAPE by 6 hour. A Student’s t-test on the significance of the 

correlation coefficients is further conducted and a critical correlation coefficient at the 
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1% significant level is 0.113. Thus, this lag correlation is statistically significant. 

Although hourly observed rain rate is available, only 6-hourly observed temperature and 

water vapor profiles are available. Thus, this simulated lag correlation cannot be 

validated against observation. However, the correlation coefficient between simulated 

and observed rain rates is 0.45, which exceeds 1% significant level. The observed rain 

rate is derived by averaging over a 150x150 km2 are, which is based on radar reflectivity 

data taken from the Massachusetts Institute of Technology Doppler radar and the TOGA 

radar located within the IFA region (Short et al. 1997).  

Since the mean rainfall consists of eight rainfall types as indicated by the 

partitioning analysis based on surface rainfall budget (Shen et al. 2010b), the lag 

correlation between each rainfall type and the mean CAPE is calculated using (2) and (2a) 

to form weighted lag correlation coefficients. TfM (-0.090) shows a larger lag correlation 

with the mean CAPE than the other rainfall types do (Fig. 2b and Table 2), but the 

maximum TfM leads the minimum mean CAPE by 5 hours. Two other rainfall types 

(Tfm and tfM) associated with water vapor divergence have much smaller lag correlation 

coefficients than four rainfall types (TFM, TFm, tFM, and tFm) associated with water 

vapor convergence. The maxima of TFM, TFm, and tFm lead the minimum mean CAPE 

by 6 hours. Thus, these three rainfall types determine the 6-hour lead of the maximum 

mean rainfall to the minimum mean CAPE. Further calculations between rainfall 

processes for each rainfall type and the mean CAPE using (2b) and (2c) reveal that the 

maximum local atmospheric drying and the maximum water vapor convergence of TFM 

and TFm lead the minimum mean CAPE by 6 hours (Table 4a). The negative lag 

correlation between tFm and the mean CAPE is associated with that between water vapor 
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convergence of tFm and the mean CAPE. In TfM, the positive lag correlation between 

water vapor divergence and the mean CAPE is largely offset by the negative lag 

correlation between local atmospheric drying and the mean CAPE, which means that 

water vapor divergence leads to local atmospheric drying. As a result, the maximum 

hydrometeor loss/convergence leads the minimum mean CAPE by hour 5, which 

determines the 5-hour phase lead of the maximum TfM to the minimum mean CAPE. 

The above phenomenon can be explained well by the physical mechanism. It is well 

known that the downdraft motion is incurred by the ascend motion and usually occurs 

after the convection starts. Since the water vapor divergence is associated with downdraft 

motion whereas the water vapor convergence is associated with the convection, the lag 

between the water vapor divergences and the precipitation is smaller than the water vapor 

convergence and the precipitation. This is the main reason that Tfm and tfM associated 

with water vapor divergence have much smaller lag correlation coefficients than four 

rainfall types (TFM, TFm, tFM, and tFm) associated with water vapor convergence. To 

study precipitation statistics over convective and stratiform regions, a hydrometeor 

loss/convergence and local atmospheric drying are associated with the convective 

precipitation whereas the hydrometeor gain/divergence and local atmospheric moistening 

is associated with the moistening environment and stands for the stratiform regions. 

Compared with stratiform region, convective regions have smaller the lag between the 

rainfall and its CAPE. This is the reason TfM shows a larger lag correlation with the 

mean CAPE than the other rainfall types do.  

3.2 Rainfall versus water vapor source 
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 Model domain mean surface rainfall is positively correlated with the mean water 

vapor source (water vapor convergence plus surface evaporation) with the maximum of 

0.771 at lag hour -3 (Fig. 3a and Table 2). This indicates that the maximum mean surface 

rainfall lags the maximum mean water vapor source by 3 hours. Again TfM shows the 

largest lag correlation of 0.228 at lag hour -3 among the other rainfall types (Fig. 3b). 

Although the maximum tfM also lags the maximum mean water vapor source by 3 hour, 

its lag correlation coefficient is about one order of magnitude smaller than that of TfM. 

Thus, the phase difference between TfM and the mean water vapor source mainly 

determines that between the mean rainfall and the mean water vapor source. In TfM, the 

maximum local atmospheric drying lags the maximum mean water vapor source by 2 

hours, whereas the maximum water vapor divergence lags the maximum mean water 

vapor source by 2 hours (Table 4b). Due to the fact that water vapor divergence dries 

local atmosphere, these two processes are largely offset, which only makes a small 

contribution to the phase difference between the mean surface rainfall and the mean 

water vapor source. Meanwhile, the maximum hydrometeor loss/convergence lags the 

maximum mean water vapor source by hour 3. Thus, the hydrometeor loss/convergence 

is responsible for 3-hour phase lag of maximum TfM to the maximum mean water vapor 

source. 

 The maximum TFM lags the maximum mean water vapor source by 4 hours, 

whereas the maxima of three other rainfall types (TFm, tFM, and tFm) associated with 

water vapor convergence lag the maximum mean water vapor source by 2 hours (Fig. 3b 

and Table 2). In TFM, all rainfall processes produce rainfall and rainfall covers small 

area (Shen 2010). The rain rate is the highest among all rainfall types. Thus, the 
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maximum of heaviest rainfall in TFM lags the maxima of other rainfall by 1-2 hours. The 

maximum water vapor convergence and the maximum hydrometeor loss/convergence lag 

the maximum mean water vapor source by 4 hours in TFM and by 2 hour in tFM (Table 

4b). The maximum local atmospheric drying and the maximum water vapor convergence 

lag the maximum mean water vapor source by 2 hours in TFm and the maximum water 

vapor convergence lags the maximum mean water vapor source by 2 hours in tFm. 

3.3 Rainfall versus net condensation 

 The Maximum model domain mean surface rainfall is in phase with the maximum 

mean net condensation with the maximum lag correlation of 0.931 at lag hour 0 (Fig. 4a 

and Table 2). The in-phase correlation between the maximum mean rainfall and the 

maximum mean net condensation is determined by the in-phase correlation between the 

maximum rainfall (TFM, TFm, tFM, and tFm) associated with water vapor convergence 

and the maximum mean net condensation (Fig. 4b and Table 2) mainly through the in-

phase correlation between the maximum water vapor convergence and the maximum 

mean net condensation (Table 4c). The in-phase correlations between the maximum 

hydrometeor loss/convergence and the maximum mean net condensation in TFM and 

between the maximum local atmospheric drying and the maximum mean net 

condensation in TFm also contribute to the in-phase correlation between the maximum 

rainfall and the maximum mean net condensation for these two rainfall types. 

 The maximum TfM lags the maximum mean net condensation by 1 hour and their 

lag correlation coefficient is 0.272 (Fig. 4b and Table 2). In TfM, water vapor divergence 

leads to local atmospheric drying. As a result, the in-phase positive correlation between 

the maximum local atmospheric drying and the maximum mean net condensation is 
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largely offset by the in-phase negative correlation between the maximum water vapor 

divergence and the maximum mean net condensation. The maximum hydrometeor 

loss/convergence lags the maximum mean net condensation by 1 hour, which accounts 

for the 1-hour lag of the maximum TfM to the maximum mean net condensation. 

4. Summary 

The phase relation between tropical rainfall and its sources are examined through 

the lag correlation analysis on cloud-resolving model simulation data. The model is 

integrated for 21 days with the large-scale forcing from TOGA COARE. The rainfall 

separation scheme based on surface rainfall processes are applied to the lag correlation 

analysis. The major results include 

• Maximum model domain mean surface rainfall leads the minimum mean CAPE 

by 6 hours though the rainfall (TFM) associated with local atmospheric drying, 

water vapor convergence, and hydrometeor loss/convergence, the rainfall (TFm) 

associated with local atmospheric drying, water vapor convergence, and 

hydrometeor gain/divergence, and the rainfall (tFm) associated with local 

atmospheric moistening, water vapor convergence, and hydrometeor 

gain/divergence. The maximum water vapor convergence of TFM, TFm and tFm 

leads the minimum mean CAPE by 6 hours. 

• Maximum model domain mean surface rainfall lags the maximum mean water 

vapor source (water vapor convergence and surface evaporation) by 3 hours 

mainly though the rainfall (TfM) associated with local atmospheric drying, water 

vapor divergence, and hydrometeor loss/convergence. The maximum 
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hydrometeor loss/convergence of TfM lags the maximum mean water vapor 

source by hour 3. 

•  Maximum model domain mean surface rainfall is phase locking with the 

maximum mean net condensation through the rainfall associated with water vapor 

convergence. The maximum water vapor convergence of these four rainfall types 

is in-phase with the maximum mean net condensation. 

The phase-locking between maximum mean rain rate (rainfall types with water 

vapor convergence) and maximum mean net condensation may break the lower limit (30 

min) of the Ftitsch-Chappell scheme (Fritsch and Chappell 1980). This in-phase relation 

also implies that dramatic change can occur within very short time period when cloud 

microphysical processes produce rainfall. The largest negative 5-hour lag correlation 

coefficient between the mean CAPE and the rainfall type associated with local 

atmospheric drying, water vapor divergence, and hydrometeor loss/convergence (TfM) 

among seven rainfall types suggests importance of temporally varying local change of 

water vapor, which is a time-invariant of 5% in Kuo’s scheme (Kuo 1965, 1974). The 

important role hydrometeor convergence plays in TfM is contradict to the assumption 

that complete condensation fallout does not allow the transport of hydrometeor 

concentration in cumulus parameterization (Emanuel and Raymond 1993). 

Caution should be exercised with the applications of the results in this study 

because of two-dimensional model with large-scale forcing. It is necessary to conduct 

three-dimensional interactive model simulations to validate the results found by the two-

dimensional forced modeling in this study.  
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Table Captions 

Table 1 Summary of rainfall types. T and t represent local atmospheric drying and 

moistening, respectively. F and f represent water vapor convergence and 

divergence, respectively. M and m represent hydrometeor loss/convergence and 

gain/divergence, respectively. 

Table 2 Maximum/minimum weighted lag correlation coefficients (CORR) and lag hours 

(HOUR) between (a) model domain mean CAPE and rainfall (b) (a) the mean of 

QWVF+QWVE and rainfall, and (c) the mean of QNC and rainfall. 

Table 3 Critical weighted correlation coefficients at the 1% significant level for PS, QWVT, 

QWVF, QWVE, and QCM and seven rainfall types. 

Table 4 Maximum/minimum weighted lag correlation coefficients (CORR) and lag hours 

(HOUR) between (a) model domain mean CAPE and rainfall (b) (a) the mean of 

QWVF+QWVE and rainfall, and (c) the mean of QNC and rainfall. Comparison of 

Table 4 with table 3 shows that maximum/minimum weighted lag correlation 

coefficients generally exceed 1% significance level. 
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Table 1 Summary of rainfall types. T and t represent local atmospheric drying and 

moistening, respectively. F and f represent water vapor convergence and divergence, 

respectively. M and m represent hydrometeor loss/convergence and gain/divergence, 

respectively. 

Type Description 

TFM Water vapor convergence, local atmospheric drying, and hydrometeor 

loss/convergence 

TFm Water vapor convergence, local atmospheric drying, and hydrometeor 

gain/divergence 

tFM Water vapor convergence, local atmospheric moistening, and hydrometeor 

loss/convergence 

tFm Water vapor convergence, local atmospheric moistening, and hydrometeor 

gain/divergence 

TfM Water vapor divergence, local atmospheric drying, and hydrometeor 

loss/convergence 

Tfm Water vapor divergence, local atmospheric drying, and hydrometeor 

gain/divergence 

tfM Water vapor divergence, local atmospheric moistening, and hydrometeor 

loss/convergence 

tfm Water vapor divergence, local atmospheric moistening, and hydrometeor 

gain/divergence 
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Table 2 Maximum/minimum weighted lag correlation coefficients (CORR) and lag hours 

(HOUR) between (a) model domain mean CAPE and rainfall (b) (a) the mean of 

QWVF+QWVE and rainfall, and (c) the mean of QNC and rainfall. 

 
 CAPE QWVF+QWVE QNC 
 CORR HOUR CORR HOUR CORR HOUR 
Mean PS -0.331 6 0.771 -3 0.931 0 
TFM -0.041 6 0.074 -4 0.084 0 
TFm -0.065 6 0.136 -2 0.185 0 
tFM -0.070 7 0.169 -2 0.191 0 
tFm -0.050 6 0.113 -2 0.144 0 
TfM -0.090 5 0.228 -3 0.272 -1 
Tfm -0.007 4 0.031 -2 0.039 0 
tfM -0.011 6 0.026 -3 0.031 -1 
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Table 3 Critical weighted correlation coefficients at the 1% significant level for PS, QWVT, 
QWVF, QWVE, and QCM and seven rainfall types. 
 

 PS QWVT QWVF QWVE QCM 
TFM 0.019 0.006 0.008 0.000 0.009 
TFm 0.026 0.022 0.043 0.001 0.041 
tFM 0.028 0.092 0.084 0.002 0.030 
tFm 0.020 0.062 0.119 0.002 0.049 
TfM 0.039 0.171 0.193 0.003 0.057 
Tfm 0.008 0.049 0.032 0.001 0.015 
tfM 0.006 0.005 0.006 0.001 0.015 
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Table 4 Maximum/minimum weighted lag correlation coefficients (CORR) and lag hours 

(HOUR) between (a) model domain mean CAPE and rainfall (b) (a) the mean of 

QWVF+QWVE and rainfall, and (c) the mean of QNC and rainfall. Comparison of Table 4 

with table 3 shows that maximum/minimum weighted lag correlation coefficients 

generally exceed 1% significance level. 

(a) QWVT QWVF QWVE QCM 
 CORR HOUR CORR HOUR CORR HOUR CORR HOUR 
TFM -0.012 6 -0.013 6 -0.001 6 -0.016 4 
TFm -0.053 6 -0.105 6 -0.003 6 0.0095 6 
tFM 0.235 9 -0.217 9 -0.006 8 -0.082 9 
tFm 0.114 4 -0.282 8 -0.004 4 0.125 8 
TfM -0.279 9 0.314 9 0.008 5 -0.117 5 
Tfm -0.058 7 0.045 9 -0.002 4 0.012 4 
tfM 0.008 6 0.012 6 -0.002 6 -0.029 6 
 
(b) QWVT QWVF QWVE QCM 
 CORR HOUR CORR HOUR CORR HOUR CORR HOUR 
TFM 0.021 -5 0.025 -4 0.001 -3 0.028 -4 
TFm 0.115 -2 0.244 -2 0.005 -2 -0.228 -2 
tFM -0.521 -2 0.483 -2 0.014 -3 0.193 -2 
tFm -0.320 -2 0.716 -2 0.009 -2 -0.292 -2 
TfM 0.748 -2 -0.880 -2 0.020 -3 0.343 -3 
Tfm 0.230 -2 -0.138 -1 0.006 -2 -0.068 -2 
tfM -0.022 -3 -0.027 -3 0.004 -3 0.071 -3 
 
(c) QWVT QWVF QWVE QCM 
 CORR HOUR CORR HOUR CORR HOUR CORR HOUR 
TFM 0.022 -1 0.029 0 0.001 0 0.032 0 
TFm 0.154 0 0.318 0 0.006 0 -0.292 0 
tFM -0.509 -1 0.482 0 0.014 -1 0.205 -1 
tFm -0.347 0 0.835 0 0.009 0 -0.353 0 
TfM 0.817 0 -0.938 0 0.021 -1 0.386 -1 
Tfm 0.246 0 -0.139 1 0.001 -2 -0.074 0 
tfM -0.023 -1 -0.029 -1 0.004 -1 0.079 -1 
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Figure Captions 
Fig. 1 Time-height cross sections of (a) vertical velocity (cm s-1), (b) zonal wind (m s-1), 

and time series of (c) sea surface temperature (oC) observed and derived from 

TOGA COARE for the 21-day period. Upward motions in (a) and westerly winds 

in (b) are shaded. 

Fig. 2 (a) Lag correlation coefficient between model domain mean CAPE and mean 

surface rain rate (cross) and (b) weighted lag correlation coefficients between the 

mean CAPE and rain rate for the eight rainfall types. The lines with open circle, 

closed circle, open square, closed square, X, diamond, triangle, and open oval in 

(b) denote TFM, TFm, tFM, tFm, TfM, Tfm, and tfM, respectively. 

Fig. 3 (a) Lag correlation coefficient between model domain mean of QWVF+QWVE and 

mean surface rain rate (cross) and (b) weighted lag correlation coefficients 

between the mean of QWVF+QWVE and rain rate for the eight rainfall types. The 

lines with open circle, closed circle, open square, closed square, X, diamond, 

triangle, and open oval in (b) denote TFM, TFm, tFM, tFm, TfM, Tfm, and tfM, 

respectively. 

Fig. 4 (a) Lag correlation coefficient between model domain mean of QNC and mean 

surface rain rate (cross) and (b) weighted lag correlation coefficients between the 

mean of QNC and rain rate for the eight rainfall types. The lines with open circle, 

closed circle, open square, closed square, X, diamond, triangle, and open oval in 

(b) denote TFM, TFm, tFM, tFm, TfM, Tfm, and tfM, respectively. 
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Fig. 1 Time-height cross sections of (a) vertical velocity (cm s-1), (b) zonal wind (m s-1), 
and time series of (c) sea surface temperature (oC) observed and derived from TOGA 
COARE for the 21-day period. Upward motions in (a) and westerly winds in (b) are 
shaded. 
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Fig. 2 (a) Lag correlation coefficient between model domain mean CAPE and mean 
surface rain rate (cross) and (b) weighted lag correlation coefficients between the mean 
CAPE and rain rate for the eight rainfall types. The lines with open circle, closed circle, 
open square, closed square, X, diamond, triangle, and open oval in (b) denote TFM, TFm, 
tFM, tFm, TfM, Tfm, and tfM, respectively. 
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Fig. 3 (a) Lag correlation coefficient between model domain mean of QWVF+QWVE and 
mean surface rain rate (cross) and (b) weighted lag correlation coefficients between the 
mean of QWVF+QWVE and rain rate for the eight rainfall types. The lines with open circle, 
closed circle, open square, closed square, X, diamond, triangle, and open oval in (b) 
denote TFM, TFm, tFM, tFm, TfM, Tfm, and tfM, respectively. 
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Fig. 4 (a) Lag correlation coefficient between model domain mean of QNC and mean 
surface rain rate (cross) and (b) weighted lag correlation coefficients between the mean of 
QNC and rain rate for the eight rainfall types. The lines with open circle, closed circle, 
open square, closed square, X, diamond, triangle, and open oval in (b) denote TFM, TFm, 
tFM, tFm, TfM, Tfm, and tfM, respectively. 
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1. INTRODUCTION 
The concentration and distribution of the 
aerosol is important for various optical 
remote sensing and environmental 
monitoring applications, understanding the 
Earth’s radiative balance, studying cloud 
properties, etc. In the case when 
anthropogenic pollution is negligible the 
near-shore scattering extinction is greatly 
influenced by sea-salt aerosol fluxes from 
breaking waves and variations of relative 
humidity RH. The most essential factors 
affecting the ocean wave destruction are 
considered to be sea state, fetch, surface 
wind speed and tidal dynamics; it is also 
significantly modulated by amplitude of 
ocean swell, wave spectra and geometry of 
coastal line. Henceforth, the fetch is a length 
over open surface of water where wind can 
blow being uninterrupted by surrounding 
obstacles. Their impact on the boundary 
aerosol layer, being superimposed on the 
sea-salt aerosol generated by an open ocean, 
varies greatly with the meteorological 
parameters, such as wind speed [1]. 
Based on these facts the presented 
investigation seeks to contribute to a better 
understanding of visibility decrease and other 
optical effects of the atmospheric aerosol 
eventually aiming for a development of a 
robust algorithm for the aerosol extinction 
forecast. In the study we consider the coastal 
physical effects and ocean processes as 
functions of the wind speed, its direction, 
fetch, relative humidity (RH) and altitude 
above the sea level.  
While taking into account the variability of 
marine and coastal aerosols, the paper 
focuses on the detailed description of the 
developed aerosol model (Sections 1, 2) and 
the optical properties of the aerosol (Section 
3). In the last sections 4, 5 we discuss the 
developed algorithm and the comparison of 
our results calculated by the software  

 
product MaexPro (Marine Aerosol Extinction 
Profile) with available observational data and 
with the aerosol extinction results obtained 
by the software NAM (Navy Aerosol Model) 
and ANAM (Advanced Navy Aerosol Model) 
[2]. 

2. THE MICROPHYSICAL MODEL USED IN 
MAEXPRO 

 
According to up-to-date representations [1], 
of the surface layer aerosol of the marine 
and coastal atmosphere, its microphysical 
and optical characteristics determine the 
aerosol extinction coefficients σ(λ), in the 
same time essentially depending on the type 
of air mass parameter (AMP), the speed and 
the direction of the wind, the fetch and the 
relative humidity. Also it is highly sensitive to 
altitude structure, especially, in the range of 
the heights 0-30 meters.  
The aerosol size distribution function (ASDF) 
dN/dr of the coastal aerosol microphysical 
model in the range of the particle’s radii 
0.01–100 µm may be expressed as a sum of 
four modified lognormal functions [3]. The 
choice of the particles sizes 0.01 – 100 µm is 
caused by the special attention to the 
wavelength band 0.2 - 14 µm where the 
aerosol extinction is of great practical interest, 
e.g. for the radiative transfer simulations. For 
the wave band the optical activity of the 
particles beyond the size range 0.01 – 100 
µm is negligible [4].  
The principal feature of the model is the 
parameterization of the amplitudes Ai and the 
widths Ci of the various modes as functions 
of fetch X and wind speed U. The 
approximation is based on the fit to the 
ASDF observed in Atlantic and Arctic 
Oceans, Mediterranean, Baltic and 
Norwegian Seas [5].  

 
 
 



3. THE OPTICAL MODEL USED IN 
MAEXPRO 

Thus, having obtained the aerosol size 
distribution and the refraction index as shown 
in [3] it is possible to calculate the aerosol 
scattering α(λ) and the extinction σ(λ) values 
by means of the classical Mie solution 
assuming the spherically-shaped aerosol 
particles.  
The aerosol substance is submitted as a 
combination of four materials: dry substance, 
sea salt and water. In the software MaexPro 
the real and imaginary parts of the complex 
optical index for the components of the 
aerosol particle substance have been taken 
from the empirical results [6] by means of the 
extrapolation in the wavelength band 0.2 – 
14 µm sampled with the interval ∆λ = 0.001 
µm.  

4. THE OPTICAL ACTIVITY OF AEROSOL 
PARTICLES 

It is common to think that the aerosol 
particles of the marine and coastal 
atmosphere in the range of diameters 0.1 – 
10 μm are the most optical active for the sun 
radiation in the visible and near IR 
wavebands. Actually, for marine and coastal 
aerosols the approximation is not correct for 
many reasons. For example, our calculations 
based on the MaexPro model have revealed 
essential difference between the aerosol 
extinction spectra computed from the 
incomplete (0.1 – 10 μm) and the full range  

Fig. 1.  The optical activity of the coastal 
aerosol particles of eight distinct particle size 
distributions similar to the experimental one, 
which was detected by a typical aerosol 
counters. 

 

(∆r = 0.01 – 100 μm) of the particle sizes [4] 
as shown in Fig. 1. 

 
5. THE SPECTRAL TRANSPARENCY VS. 

METEOROLOGICAL PARAMETERS 

Fig. 2.  The spectral aerosol extinction 
coefficient σ(λ) vs. fetch X:  

H = 20 m, RH = 75%, U = 3.3 m/s. 
 

Fig. 2 evidences how significant is the 
dependence of the extinction spectra on the 
fetch parameter. It is clear from Fig. 2 that in 
the range of the small values of the fetch (3-
10 km) the presented extinction spectra have 
a steep decline behavior that is typical for the 
coastal aerosol. With increasing fetch, the 
extinction spectra become almost uniform 
proper for the typical marine aerosols. It 
means that in the coastal environment the 
fetch can be used in the same way as the air 
mass parameter (AMP) [7]. 

The wind speed is another important factor 
determining the aerosol extinction spectra of 
the coastal zone. Our simulations reveal that 
the spectrum of σ(λ) has a relatively slight 
gradient in the range of the average values 
of the wind speed and for the small values of 
the fetch. The spectrum becomes to be more 
distinguishable when the wind speed 
increases. 

It is interesting to note that the MaexPro 
model used in our simulations allows us to 
observe computationally a so-called “dilution 
effect” of the sea-salt aerosol [8]. The effect 
is possible to explain assuming that the 
greater fetch values are related to the marine 



conditions, and the smaller values of the 
fetch correspond to the coastal conditions.   

Fig. 3.  The spectra of the aerosol extinction 
coefficients σ(λ) for different values of wind 
speed U and fetch X calculated by the code 
MaexPro: (1) U = 15 m/s and X = 30 km, (2) 
U = 3.5 m/s and X = 3 km, (3) U = 3.5 m/s 

and X = 30 km, (4) U = 15 m/s and X = 3 km. 
 
On Fig. 3 a mutual influence of the fetch 

and wind speed on the spectral behavior of 
σ(λ) for the various wind speeds U and the 
fetch X, calculated by MaexPro is presented. 
Curve 1 and 3 show that at the greater fetch 
X = 30 km (marine conditions) with the 
growth U from 3.5 up to 15 m/sec σ(λ) also 
grows. Contrary to that, at the small fetch 
(curves 2, 4, coastal conditions) X = 3 km, 
with the increase of the wind speed U from 
3.5 up to 15 m/sec we observe considerable 
decrease of σ(λ) in the spectral range of ∆λ 
= 0.2-12 μm.  
Fig. 4 plots the results of comparison 
between the aerosol extinction spectra σ(λ) 
calculated by the software MaexPro and the 
observational results received by IAO group 
[9] in the Black Sea coastal environment. 
σ(λ) in the 0.44–11.9 μm band was 
measured using a transmissometer with the 
spectral resolution of 0.3–0.4 μm. The 
experiment was conducted at a height of 4 
meters above the sea surface, and the path 
length was 7.5 km. Meteorlogical sensors 
installed on the top of the receiver tower 
provided temperature, humidity, pressure 
and wind speed. Fig. 4 illustrates an 
agreement between the σ(λ) spectral 
behavior and the observational results 
received by IAO group [9] in the Black Sea 
coastal environment. 

 
Fig. 4. The spectrum of σ(λ) at H = 4 m for X 
= 30 km, U = 3.3 m/s and for different RH: ♦ - 
RH = 66 %, ■ - RH = 75 %, ▲- RH = 85 %, ● 
- RH = 90 %; × - the observational results 
received by IAO. 

6. CONCLUSIONS 
Based on the comparison with the 

observational results, we can draw a 
conclusion, that the model MaexPro is 
capable to realistically describe the impact of 
the different factors, viz. - meteorological 
parameters, geometrical features of 
shoreline, wind mode and etc. To take into 
account air dynamics in the MaexPro model, 
the air mass parameter employed in NAM 
and ANAM, might be replaced by the fetch 
parameter. As a final result, the model is able 
to reproduce experimentally observed effects 
and regularities of the spectral and altitude 
profiles σ(λ) in the visible and IR wavelength 
bands. 
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1. INTRODUCTION  
Turbulent mixing in clouds has long 

been a matter for investigation and interest 
and there are contradictory opinions 
concerning the role of mixing on 
microphysical cloud properties. In some 
studies effects of mixing are associated 
with entrainment of cloud free air from the 
surroundings (Baker; Latham 1979, 1982; 
Baker et al. 1980; Blyth et al. 1980; 
Cooper 2011). In these studies it is 
assumed that dilution and evaporation of 
small droplets near cloud edges can lead 
to formation of cloudy volumes with low 
concentration of droplets while containing 
mostly large droplets. These droplets can 
then grow to superadiabatic sizes and 
contribute to the formation of raindrops 
(theory of inhomogeneous mixing). In 
other studies (Khain et al. 2012; Paluch 
1986; Prabha et al. 2011) it is shown that 
namely undiluted and slightly diluted air 
volumes contain maximum liquid water 
content with the widest droplet size 
distributions (DSD) containing the largest 
drops. These parcels are suspected to 
have the first raindrop formation. The 
effects of mixing on the structure and 
microphysical properties of stratocumulus 
clouds are even less known then in 
cumulus clouds.  Hill et al. (2009) 
simulated the evolution of a stratocumulus 
cloud using a LES model in which mixing 
was described either traditionally using k-
theory or with some additional corrections 
of droplet concentration required by the 
inhomogeneous mixing hypothesis. The 
results in both cases were 
indistinguishable from one another. 
Magaritz et al. (2009) simulated 
stratocumulus cloud evolution using a 
hybrid Lagrangian-Eulerian model of the 
boundary layer in which a great number of 

adjacent Lagrangian air parcels were 
advected by a turbulent-like velocity field 
obeying turbulent correlation laws. 
Drizzling and non-drizzling stratocumulus 
clouds measured during research flights 
were successfully reproduced in 
simulations with a non-mixing limit, i.e. in 
the absence of turbulent mixing between 
adjacent parcels. The parcels interacted 
only via droplet sedimentation. It was 
found that first drizzle droplets form in a 
small number of "lucky" parcels that 
started their trajectory near the surface 
and contained maximum humidity. 
Additional feature of the lucky parcels is 
that they spent significant time in clouds 
and have maximum liquid water content 
(LWC).  

The simplified model used in the 
previous study did not include turbulent 
mixing between parcels, radiative cooling, 
surface fluxes or an inversion layer above 
the cloud. Under such assumptions, no 
penetration of drop free volumes into the 
cloud from the upper boundary took place. 
Such design could artificially decrease the 
role of mixing.  

The purpose of this research is to 
investigate formation of microphysical and 
thermodynamical structure of a 
stratocumulus cloud and, in particular, the 
role of mixing in this evolution. Here we 
present  the first part of the research that 
concentrates on the effects of turbulent 
mixing on macroscopic properties of 
stratocumulus clouds and the boundary 
layer (BL). Further research will include 
the analysis of the mixing process on the 
finer scales, mainly the droplet size 
distribution.  



2. MODEL DESCRIPTION 
New model configuration – an 
inversion layer 

For this study a spectral bin 
microphysics hybrid Lagrangian-Eulerian 
model of a stratocumulus topped BL is 
used. The original version of the model is 
described in Pinsky et al. (2008) and 
Magaritz et al. (2009). The model is 
constructed from about 2000 adjacent 
parcels with typical linear size of 25m and 
40m in different experiments. The parcels 
cover the entire computational area of 
2500x1250m. Each parcel represents a 
"small cloud" and contains a detailed 
description of microphysical processes 
such as nucleation/de-nucleation, diffusion 
growth/evaporation and growth by 
collisions. In order to calculate diffusion 
growth of wetted aerosols (haze particles) 
a small time step of 0.01 s is used. 
Aerosol and drop distributions are 
calculated using a 500-bin mass grid 
within the 0.01 m  to 1000 m  radius 

range.  
The parcels are advected in a 

turbulent-like velocity field. The velocity 
field is represented as a sum of a large 
number of harmonics with random time-
dependent amplitudes. The field is 
horizontally statistically uniform and obeys 
the turbulent laws, among of which is the 
Kolmogorov -5/3 law, in agreement with 
available turbulent measurements in 
maritime BL. The intensity of turbulence in 
the velocity field is determined by the 
r.m.s. of vertical velocity fluctuations 

profile, 
1/ 22( ) 'w z w  , where 'w   are the 

fluctuations of vertical wind velocity and 
brackets indicate horizontal averaging 
(Magaritz et al. 2009; Pinsky et al. 2008). 
During the parcel motion some may cross 
the lifting condensation level and droplets 
form within them; these parcels now 
contain cloud droplets as well as wetted 
aerosols. The model’s input includes initial 
profiles of temperature and humidity, an 
aerosol distribution and statistical 

properties of the velocity field taken from 
measurements.  

The model has been substantially 
modified as compared to previous studies. 
Most prominently, in the new model 
version there are two types of interactions 
between the parcels: sedimentation which 
allows larger droplets that form to reach 
the surface as drizzle and turbulent mixing 
of temperature, humidity and droplets. 
Other modification implemented into the 
model included surface fluxes of moisture 
and temperature using well known 
aerodynamic formulas and radiation long 
wave cooling using two-stream 
approximation 

Turbulent mixing between 
Lagrangian parcels has been implemented 
in the model following the procedure 
described in Pinsky et al. (2010). The 
mixing algorithm represents an expansion 
of k-theory to the case of mixing of non-
conservative values such as DSD. Two 
options of mixing are available. The first 
option takes into account the change of 
drop size and corresponding latent heat 
release during mixing. In the second 
option there is no latent heat release 
during mixing and the mixing is referred to 
as passive or mechanical mixing. 
Characteristic mixing time depends on 
parcel size and on the distance between 
the parcel centers. The Richardson 4/3 
law is used to calculate turbulent 
coefficients. A turbulent-like velocity field 
was constructed assuming the dissipation 
rate equal to 10 cm2 s-3. This value is 
typical of stratocumulus clouds under 
consideration (Siebert et al. 2006) 
Simulations of a stratocumulus cloud 
under conditions close to those observed 
during the research flight RF01 of the 
DYCOMS-II field experiment (Stevens et 
al. 2003a) were carried out. The 
stratocumulus cloud measured during this 
flight was ~ 300m thick, capped by a 
strong inversion and there was no drizzle 
measured at the surface. To reveal the 
role of turbulent mixing between 



Largangian parcels, supplemental 
simulations were performed in which 
mixing was turned off. To investigate the 
effect of parcel size, special simulations 
with parcel size of 25 m have been 
performed. 

3. RESULTS 

a. Mixing and the geometric structure  
The first impression concerning the 

effects of mixing on cloud structure can be 
derived from comparison of LWC (top) and 
concentration (bottom) fields in a 
simulations with (left panels) and without 
(right panels) mixing (Figure 1).  

One can see a dramatic effect of 
mixing on cloud structure. In the no-mixing 
case the cloud layer contains many droplet 
free air volumes penetrating from the 
inversion layer. The mixing between the 
parcels leads to a more homogeneous 
cloud with a single area of reduced LWC. 
Transitions from cloudy and cloud-free 
zones are smoother in the mixing 
simulation. The LWC maximum is clearly 
located near the cloud top and the cloud 
base is relatively straight. In the no-mixing 
case the geometric extent of the cloud 
appears to be similar but the expected 

stratification of the LWC is harder to 
locate. It is interesting to note that the 
concentration in the mixing case seems 
homogeneous throughout the cloud except 
at the cloud edges. Such structure of 
droplet concentration and LWC are typical 
of stratocumulus clouds. 

b. Mixing diagrams 
For analysis of mixing the Paluch 

diagrams are often used (Burnet; 
Brenguier 2007; Paluch 1979). These 
diagrams express a relationship between 
conservative variables which do not 
change in adiabatic process, for instance, 

the total water content ( tq ), a sum of water 

vapor content and CWC, and liquid water 

potential temperature ( l ). On the Paluch 

diagram, a single point ( tq vs. l ) 

corresponding to an adiabatic volume will 
remain at the same place depending on 
the initial conditions in the parcel. Since 
mixing is a nonadiabatic process, a parcel 
that mixes with its surrounding will be 
indicated by a certain trajectory on the 
diagram. The stronger the mixing process 
is, the larger the shift of the parcel in the 
Paluch diagram will be. 

 
Figure 1. Fields of LWC (top) and droplet concentration (bottom) after 215 min of the model simulation in 
case of mixing (left panels) and when mixing is turned off (right panels). The profile of the standard deviation 
is plotted between the fields. 



Figure 2 compares the Paluch 
diagrams in cases with and without mixing. 
The difference between the diagrams is 
dramatic. In the no-mixing case parcels 
located initially at low levels, having high 

initial tq  and low l  can ascend to high 

levels keeping their place in the diagram. 
Similarly, parcels that were initially at 
upper levels move down to the surface 

keeping low tq  and high l . As a result, 

the diagram indicates that the cloud 
structure is quite unrealistic. In the no-
mixing diagram there is no stratification 
and separation of colors with height 
because each parcel remains at its initial 
place in the diagram at any height. In 
contrast, in case mixing is taken into 
account, clear height stratification of parcel 
properties arises. The ellipse in Figure 2 
marks the cloud layer. The inversion layer 
is seen as a concentration of dry and 
warm points at the bottom of the diagram. 
These two regions on the diagram are 
connected by a "yellow-red" branch which 
represents the cloud top mixed layer. 
Parcels in this area are either entering the 
cloud layer from above, becoming cooler 
and more humid, or entering the inversion 
layer and drying out. The last area seen in 
the diagram is the subcloud layer. This 
area is formed by parcels located near the 
ocean surface and that obtain extra 

humidity and heat. Within the cloud layer 

the changes of l  and tq  are not large 

indicating that mixing creates a 
comparatively homogeneous cloud 
structure.  

Figure 3 compares the Paluch 
diagrams for the cloud top and inversion 
layer calculated in the simulations with and 
without mixing with the Paluch diagram 
build using the observed data collected 
during Flight RF01. Mixing between the 
cloud air and inversion air can be seen as 
a nearly linear line in the diagram. Here 
the grey color represents parcels with low 
droplet concentration and the blue color 
indicates parcels with a concentration 
above 3cm-3.  One can see that 
simulations with mixing reproduce the 
observed mixing diagram quite 
reasonable. In the diagram obtained in the 
no-mixing simulation there is a large zone 

consisted of parcels with high tq . These 

parcels ascended from the ocean surface 
to the upper cloud boundary. The 
comparison with observations indicates 
that such a diagram does not match 
observations, so simulations without 
mixing cannot describe thermodynamics of 
the cloud topped BL properly. 

c. The effect of mixing on mean 
vertical profiles 

Figure 4 shows vertical profiles of 

Figure 2. The Paluch diagrams for mixing (left) and no-mixing (right) simulations for the entire computational 
area. Each point indicates an air parcel during 160-200 min of the simulation. The color of the parcel 
indicates the height of the parcel. 



horizontally averaged main microphysical 
and thermodynamical parameters. These 
profiles are in good agreement with the 
measurements during flight RF01. During 
RF01 the averaged total water content 

was 9 /g kg , and the LWC maximum at 

cloud was 0.7 /g kg (Stevens et al. 2003b). 

Even though the fields presented in Figure 
1 appear very different, the average 
profiles calculated from the two 
simulations do not show significant 
changes. The main affect of the mixing 
process in the average profile can be seen 
in the inversion layer, where the mixing 

leads to an increase in tq and temperature 

above the inversion. Temperature and 
humidity profiles indicate formation of a 
well mixed BL, with dry adiabatic lapse 
rate below cloud base and moist adiabatic 
within the cloud layer. A strong inversion is 
seen above cloud layer. The LWC 
increases with height nearly linearly till a 
maximum of 0.6 gm-3 at the upper cloud 
boundary. Both this linear behavior and 
the value of the maximum are well 
simulated by the model. The value of LWC 
is close to adiabatic one. It is interesting to 
note that the concentration in the mixing 
case is homogeneous throughout the 
cloud except at the cloud edges. This is 
also a typical feature of stratocumulus 

clouds (Pawlowska et al. 2000) 
The similarity of the mean profiles 

in the mixing and no-mixing cases may be 
attributed to the following. Latent heat 
release accompanies the mixing process 
when mixing occurs between parcels that 
are relatively different. The larger the 
difference, the more drops may change 
during the process and latent heat is 
released. Mixing within clouds should not 
be accompanied by significant latent heat 
release since the parcels mix into a similar 
environment, and so in the cloud layer 
mixing is mostly mechanical mixing 
between parcels. From these volumes the 
mean profile is calculated. In the no-mixing 
simulation the averaged values are 
determined as averaged over adiabatic 
parcels and droplet free volumes. These 
two procedures should produce similar 
values. A supplemental numerical 
simulation in which the latent heat release 
during mixing procedure was excluded 
was performed. The results were as in the 
mixing case. Thus, in the mixing 
simulations values in parcels represent 
mixtures of cloudy and penetrated air. But 
the mixture takes place in the same 
proportion as in case of simple horizontal 
averaging of non-interacting cloudy and 
drop-free volumes. In this way, horizontal 
averaging has to lead to similar results, 

 
Figure 3 The Paluch diagrams for cloud top calculated in simulations with and without mixing with the Paluch 
diagram build using the observed data of RF01 (Stevens et al. 2003a). A concentration limit of 3cm-3 was 
used to separate between cloudy and non-cloudy parcels. 



even if particular values in the no mixing 
simulations may be unrealistic.  

Note that similar situation takes 
place when performing in situ observations 
made with standard 1 Hz frequency. In 
these observations it is impossible to say 
whether results are obtained due to 
horizontal averaging of drop-free and 
cloudy volumes or by averaging of already 
mixed volumes. Only 1000Hz 
measurements show that most cloud  
volumes are mixed (to a variable degree) 
even at small scales (Gerber 2000; Gerber 
et al. 2008).  

While the differences between 
vertical profiles of different microphysical 
and thermodynamic values in the mixing 
and no-mixing simulations is 
comparatively small , the difference in the 
vertical profiles of standard deviations of 
corresponding values is high (Figure 4). 
The variability of concentration, 
temperature and total water content values 
in the mixing case are much lower all over 
the BL. The largest variability in the mixing 
simulation takes place at the cloud 
boundaries. As seen in . , mixing leads to 
more distinguishable cloud boundaries by 
decreasing the variability both inside and 
outside the cloud layer. Variability in the 

no-mixing simulations is too large to be 
realistic. In the no-mixing simulation high 
variability is seen in the entire BL depth. 
For instance, standard deviation of 
humidity exceeds 2 g/m3 all over the BL. 

d. Correlation functions and other 
statistical characteristics  

Figure 5 presents the correlation 
functions for several parameters in the 
mixing and no-mixing runs. These 
functions are calculated as the average 
between 150-300 min at the height of 
750m. The correlation function for the 
vertical velocity is designed to have the 
observed correlation function. The 
correlation function of LWC and 
temperature from measurements are 
presented in Figure 6. 

The correlation lengths for all 
parameters in the mixing case are 
considerably larger than the same 
functions in the no-mixing case. In the no-
mixing simulation the correlation length is 
of the order of the linear size of the parcel, 
while in the mixing case it is determined by 
the physical process of mixing. The mixing 
case displays a correlation length of a few 
hundred meters, close to the correlation 
length of vertical velocity.  The 
concentration has a shorter correlation 

 
Figure 4. Vertical profiles of horizontally averaged LWC, droplet concentration, temperature and the total 
water content in simulations with and without mixing. Profiles are obtained by time averaging from 150-300 
min. Also presented are the standard deviation profiles for these parameters (dashed) 



length (~300 m).  Differences in the 
correlation lengths are determined by the 
nature of the particular parameter. LWC is 
an integral parameter and is a result of the 
total effect of supersaturation on drop size. 
As such, the LWC will not respond to 
possible rapid changes in the vertical 
velocity. For this reason, the LWC and 
temperature have a correlation length 
which is larger than the correlation length 
of W. At the same time, droplet 
concentration is the most rapidly changing 

value. For instance, cloud nucleation is 
accompanied by an increase in 
concentration, or droplet evaporation 
caused by mixing may change droplet 
concentration at comparatively low 
variations of vertical velocity. The droplet 
concentration has a correlation length 
which is lower than the correlation length 
of W. 

In order to support the conclusion 
that the correlation length is determined by 
the physical properties of the parameters a 
supplemental simulation was preformed. 
Here the linear size of the parcels was set 
at about half of what it was in the previous 
simulations, 25m. The correlation 
functions for the supplemental run are 
shown in Figure 7. One can see that 
correlation length in the no-mixing run is 
again in the order of the parcel size, while 
correlation lengths in mixing runs are 
comparable with those shown in Figure 5, 
i.e a few hundred meters.  A comparison 
with correlation functions derived from 
observed data indicates a good agreement 
with mixing runs indicating that process of 
mixing is simulated realistically. 

 
Figure 7. As in Figure 5 but for parcels with the 
linear size of 25m. 

Figure 8 shows histograms of 
humidity and temperature in simulations 
with and without turbulent mixing between 
parcels. In these diagrams we again focus 
our attention to the cloud top and inversion 
layer, between 700-950 m. Entrained 
parcels are marked in yellow (parcels that 
at t=0 were located in the inversion layer).  

The histograms quantitatively show 
the effects of mixing mentioned above in 
the analysis of the Paluch diagrams. 
Indeed, it is seen that in the no-mixing 
case humidity in some parcels remains 
extremely high (~15 g/m-3). These high 
values of humidity arise when parcels near 
the surface ascend into the cloud layer 
and transport the humidity within them to 

 
Figure 6. Averaged correlation functions in the 
cloud layer for LWC and temperature calculated 
from the data collected during RF01. 

 
Figure 5. The correlation functions at 750 m for 
several parameters in the mixing and no-mixing 
simulations. The correlation functions are 
averaged between 150-300 min 



the higher levels. In the mixing case 
parcels with high humidity share it with 
neighboring parcels in the process of 
turbulent mixing. At the same time, there 
are extremely dry parcels which were 
initially located at upper levels. These 
parcels have high temperature. Including 
the mixing process leads to formation of 
realistic distributions of humidity and 
temperature. The mixing decreases the 
number of extremely wet parcels as well 
as extremely dry ones. The temperature 
changes accordingly. The histograms 
plotted in Figure 8 indicate again that no-
mixing clouds have unrealistic 
thermodynamical structure. For instance q 
can reach 16 g/m3. 

 

 
Figure 8. Histograms of humidity and temperature 
in simulations with and without turbulent mixing 
between parcels. Areas marked in yellow represent 
parcels that at t=0 min were in the inversion layer. 

Figure 9 shows histograms of main 
microphysical parameters: LWC and 
droplet concentration. The histograms of 
LWC in both cases are similar, this can be 
attributed to the same range of variation of 
LWC in both cases: from zero to adiabatic 
value. However, histograms of droplet 
concentration in the two cases indicate 
dramatic difference. In the non-mixing limit 
the histogram depicts extremely high 
variability of drop concentration. Indeed, 
isolated adiabatic parcel can be either 
droplet free, or have different values of 
drop concentration depending on vertical 
velocity during CCN activation. Such 
concentrations may continuously change 
from low close to zero values to maximum 

values at highest vertical velocities. In 
case mixing is allowed there is a 
homogenization of concentration. This 
process explains the narrowing of the 
concentration histogram. The exception is 
parcels with very low droplet concentration 
in the mixing case. Analysis shows that 
these parcels are located at the cloud 
boundaries; some at cloud top, but mostly 
at cloud base or around areas of 
downdraft with reduced LWC (refer to 
Figure 1).   

 

 
Figure 9. Histograms of main microphysical 
parameters: LWC and droplet concentration in 
simulations with and without turbulent mixing 
between parcels. Areas marked in yellow represent 
parcels that at t=0 min were in the inversion layer.                                 

e. Comparison of DSD properties 
Histograms of different parameters 

of the drop distribution are presented in 
Figure 10. For the mean radius the 
histograms are quite similar. There are 
slightly larger tails in the no-mixing case. 
The effective radius forms a narrow 
distribution with a maximum around 9 m . 

In the no-mixing case there is a small tail 
of larger values.  

Histogram of DSD width in the no-
mixing case shows the existence of 
significant amount of very narrow DSD 
which can be attributed to the existence of 
droplet free volumes within the cloud. At 
the same time in the no-mixing case some 
spectra are especially wide. This effect 



can be attributed to generation of small 
droplets due to incloud nucleation in 
parcels which contain large droplets. The 
mixing leads to formation of a more 
homogeneous distribution of DSD with 
respect to the DSD width. Mixing 
decreases the number of extreme values.    

 
Figure 10. Histograms of mean radius, effective 
radius and spectrum width for mixing and no-mixing 
simulations. The histograms are calculated for the 
layer between 700-950 m. 

f. Life time of parcels 
One of the interesting questions 

arising with the problem of mixing is the 
characteristic time during in which an 
individual parcel keeps its identification. To 
evaluate this process several parcels that 
ascend from the ocean surface or 
penetrate the cloud from above were 
chosen. The specific feature of these 
parcels is that initially their properties 
substantially differ from those in 
surrounding parcels. During the mixing 
process, the parcel’s properties become 
similar to its surrounding environment and 
the selected parcels lose their identity. The 
time period from when a parcel is selected 
and has a maximum difference from the 
adjacent parcels until it blends with its 
environment will be considered as the life 
time of a particular parcel. 

Figure 11 shows several examples 
of time dependencies of the differences in 

tq  between the selected parcels and its 

environment. Each line in the figure 
represents a single parcel. Black lines 
represent parcels from the bottom of the 
BL, near the ocean surface. These parcels 
are most affected by the humidity fluxes 
and become more moist then their 
surrounding environment. Parcels marked 
in green were in the inversion layer and 
penetrate the cloud. These parcels have a 

deficit of tq  compared to the environment.  

One can see that the difference decreases 
to ~zero during 30-40 min. This time can 
be considered as the characteristic life 
time. Note that characteristic life time can 
be defined also as the time during which 
the initial difference in the parcel 

properties (say l  or tq ) decreases e-

times. In this case the characteristic life 
time can be estimated as 15-20 min which 
is close to mixing time used in the mixing 
procedure introduced in the model and 

determined as: 
2 1

3 3
mix Cl   . Where l  is 

the mixing distance taken equal to the 
distance between parcel centers,  is the 
dissipation rate, C=6 (Monin and Yaglom 
1975).   

                                          

 
Figure 11. Time dependencies of the differences in 
total water content between selected parcels and 
the values averaged over adjacent parcels 

g. Drizzle formation 
Figure 12 shows time dependence 

of rain flux in simulations with and without 
mixing. One can see that rain flux is zero 
in all simulations during first 6 h of 



simulation and remains quite small. These 
results agree with observations according 
to which clouds observed in RF01 were 
not drizzling ones. Nevertheless, there is 
clear tendency to formation of rainflux 
(large droplets) in simulations with mixing 
allowed. The mechanisms by which mixing 
fosters formation of drizzle will be 
analyzed in the future. It is possible that 
drizzle forms earlier in the mixing 
simulations because in the non-mixing 
simulations drizzle droplets during their fall 
cross droplet free dry volumes, where they 
evaporate and lose their ability to serve as 
drop-collectors. In simulations with mixing 
all parcels within the cloud are saturated 
and contain small droplets that can be 
collected by falling droplets.  

We will check the conclusions 
derived by Magaritz et al. (2009) that 
drizzle forms first in parcels that ascend 
from the ocean surface, and spend 
significant time near cloud top, where 
LWC is maximum. Another hypothesis to 
test is that parcel recirculation creates 
droplets of different size because of non-
reversability of droplet size in updrafts and 
downdrafts. The maximum difference in 
drop size should be observed near cloud 
base. Mixing of DSD at low levels can lead 
to DSD broadening at the lower levels 
where supersaturation reaches its 
maximum (Korolev et al 2012).  

 

 
Figure 12. Rain flux in simulations with and without 
mixing. 

4. DISCUSSION 
The model reproduces realistically 

the thermodynamical and microstructure of 
stratocumulus clouds measured during 
flight RF01 as part of the DYCOMS-II field 
experiment. Mixing between parcels 
makes cloud base and cloud top more 
uniform and substantially increases the 
radius of correlation of liquid water content 
and other quantities. The mixing leads to 
formation of cloud stratification with the 
correlation length of few hundred meters. 
Without mixing between parcels the 
thermodynamic and microphysical cloud 
structure become unrealistic and do not 
agree with observations. The mixing 
process is important if one wishes to 
simulate stratocumulus clouds and the 
overlying inversion layer. 

 The horizontally averaged 
properties of the clouds, such as LWC do 
not change significantly between the 
mixing and non-mixing simulations. This 
result arises from properties of the mixing 
in the cloud layer. In this area adjacent 
parcels are similar and the mixing process 
does not involve release of latent heat. 
Mixing in this area is mostly mechanical 
and the result will be proportional to 
averaging of extreme adiabatic values. In 
the mixing case extreme values are 
eliminated and a more homogenous cloud 
is seen. Variability of all parameters in the 
mixing case is lower. 

The life time of parcels is estimated 
by the time needed for specific parcels to 
lose initial difference in the properties. 
Such life time is estimated in the order of 
40 min, i.e. quite large. 

No drizzle was formed during RF01 
and still the presented case may be used 
for the investigation of the first formation of 
rain drops. Numerical simulations indicate 
that mixing fosters drizzle formation. In the 
no-mixing case small amounts of drizzle 
sized drops reach the surface. These were 
not seen in the no-mixing case. The 
possible mechanisms of such effect will be 
analyzed in the future. 



The question arises, if the no 
mixing runs lead to unrealistic cloud 
structure, why Magaritz et al. (2009) got 
realistic results in a non-mixing limit. The 
answer is somewhat paradoxical. Realistic 
results were obtained because of a 
simplifying assumption that the upper 
boundary of the computational area 
coincides with the upper cloud boundary. 
As a result, the entrainment of dry warm 
parcels from above was prohibited. 
Analysis of parcel tracks shows that most 
droplet free holes within clouds in the non-
mixing case (Figure 1) arise due to 
penetration of dry parcels through the 
upper boundary. So, exclusion of such 
penetration in the study by Magaritz et al. 
(2009) led to increase in the correlation 
lengths, decrease in variability of 
thermodynamic and microphysical 
parameters and made results more 
realistic.  
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1. INTRODUCTION

Large-eddy simulation (LES) of shallow con-
vection is an important tool to study cloud prop-
erties, the life cycle of clouds and the forma-
tion of rain, but the results can be sensitive
to resolution and domain size. The present
study provides a systematic evaluation to quan-
tify the dependency of such large-eddy simula-
tions on the chosen grid spacing and domain
size. A focus of the analysis is on the impact
of such choices on the cloud size distribution,
cloud organization and the resulting precipita-
tion amounts.
It is well know that the properties of the sim-
ulated clouds and the turbulent flow field de-
pend on the choices regarding numerics, mi-
crophysics and turbulence closure (e.g., van-
Zanten et al. 2011). Previous studies have
mostly quantified this for the statistics of the
flow field and cloud properties like cloud frac-
tion and liquid water path (Stevens and Seifert
2008; Matheou et al. 2011). Especially for
cases which are close to the onset of precipita-
tion, i.e., simulations which contain only a few
clouds that do precipitate, the sensitivities are
often large and the simulations are far away
from being converged (Matheou et al. 2011).
Our investigation aims to provide some guide-
lines for the simulation of such cases, i.e., to
answer questions like: How important is do-
main size vs grid resolution? Are moister cases
which rain more easily more robust than drier
conditions? Is there a minimum domain size
for cloud organization? How is the cloud size
distribution and cloud organization affected by
domain size and resolution? To quantify such
sensitivities is a crucial step before the simu-
lated cloud fields can be used to study cloud
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processes and develop improved parameteri-
zations for large-scale models.

2. MODEL SETUP

We study trade wind cumulus cloud fields
based on the composite RICO case as de-
fined by vanZanten et al. (2011). This case is
based on data from the Rain in Cumulus over
the Ocean (RICO) field study and represents
the average conditions during an undisturbed
period between December 16 2004 and Jan-
uary 8 2005. As a variation of this standard
GCSS RICO case we include also the setup
of Stevens and Seifert (2008) which has as
the only modification a somewhat moister cloud
layer resulting in higher precipitation rates.
We apply a version of the UCLA LES (Stevens
et al. 2005; Stevens 2007) similar to Seifert
et al. (2010). The model solves prognostic
equations for the velocity vector (u,v,w), the to-
tal water mixing ratio rt , liquid water potential
temperature θl, the mass mixing ratio of rain
water rr and the mass specific number of rain
drops nr. The cloud water mixing ratio rc is diag-
nosed from rt and the saturation mixing ratio rs.
We apply double periodic boundary conditions.
For the advection of scalars we use an upwind-
biased flux limiter scheme. The default bulk mi-
crophysical scheme of the UCLA LES model is
the one from Seifert and Beheng (2001). Op-
tionally the microphysics can be coupled to the
sub-grid turbulence scheme of the LES to rep-
resent the turbulence effect on collision rates of
droplets Seifert et al. (2010).
In all simulation the vertical extent of the do-
main is 4 km and the vertical grid spacing is
either 20 m (for simulation with horizontal grid
spacing of 20 m, 40 m or 80 m) or 25 m (all
other simulations).



a) standard GCSS RICO (resolution) b) moist RICO (resolution)

c) moist RICO, turb. coll. (resolution) d) moist RICO, turb. coll. (domain size)

Fig. 1: Time series of cloud cover, liquid water path and accumulated precipitation N for different simulations
of the RICO trade wind cumulus case. Resolution dependency of the standard GCSS RICO case (a), of
the moist case (b), of the moist case with turbulence effects on collision rates (c), and the domain size
dependency of the moist case with turbulence effects (d).



3. RESULTS

Figure 1 shows time series of the domain av-
eraged cloud cover, liquid water path (LWP)
and accumulated precipitation for different grid
spacings (Figs. 1a,b,c) and domain sizes
(Fig. 1d). Liquid water path is most robust to
grid spacing and cloud cover does show some
reasonable convergence, but the convergence
for precipitation is not so obvious. For the stan-
dard RICO case precipitation increases quite
dramatically with resolution, e.g., by roughly an
order in magnitude between the coarsest grid
(80 m) and the finest resolution (20 m). This
shows that for this case the smallest scales rep-
resented by the model are crucial for precip-
itation formation. This is similar for the moist
RICO case, but here some convergence can
be seen. Taking into account turbulence effects
on the collision rate increases the precipita-
tion amounts by almost a factor of 2 and the
simulations become somewhat more robust to
grid spacing, although the convergence behav-
ior seems odd as the 20 m simulation differs
quite significantly from the other two runs. Cor-
responding to Fig. 1c, we show also the domain
size dependency which proves that the precip-
itation increases with domain size and in the
last 10 hours of the simulation the larger do-
main runs start to deviate from the small do-
main simulation.
This behavior is also summarized by Fig. 2
which shows the relative change in the precip-
itation rates compared to a reference simula-
tion with a domain size L of 20 km and a grid
spacing of ∆x = 40 m. Here we have also in-
cluded another set of simulations for the stan-
dard GCSS RICO case in which the numer-
ical limiters in the upwind advection scheme
have been turned off for liquid water potential
temperature θl and total water qt . This simu-
lation does exhibit the strongest sensitivity to
grid spacing. This could either mean it con-
verges faster or that we get spurious precipi-
tation from numerical noise. But even the run
with limiter shows the strong increase in precip-
itation. In relative terms the moist case, and es-
pecially the moist case with turbulence effects,
are more robust. This may be interpreted in the
way that the standard GCSS case is very sen-
sitive because the precipitation rates are very
low and only a few clouds do actually precipi-
tate. For the moister simulation which rain more

Fig. 2: Sensitivity of average precipitation rate (at
20-24 h simulation time) to grid spacing and domain
size. All simulations for the resolution dependency
use a 20 km domain size. Shown are 5 different sets
of simulations: standard GCSS RICO without ad-
vection limiter on liquid water potential temperature
θl and total water qt (orange), standard GCSS RICO
with limiters (red), the moist RICO case (green) and
the moist RICO case with turbulence effects on col-
lision rates (blue). The domain size dependency is
only shown for the moist RICO case with turbulence
effects on collision rates (light blue) at a grid spac-
ing of ∆x = 40 m.

readily the grid spacing become less important
and domain size might actually become the lim-
iting factor. Nevertheless, for all simulations the
results are unsatisfactory in the sense that the
strong sensitivities to the model setup remain
either in grid spacing or in domain size.
There are two reasons for the strong sensitiv-
ity of the simulations to model setup: First, the
rain formation by collision-coalescence is very
sensitive to the liquid water content in the cloud
and more vigorous and better resolved updrafts
which support a higher liquid water content do
lead to more precipitation. Second, higher res-
olution and larger domains favor organization
of clouds in bigger clusters which also leads
to the development of bigger clouds. The de-
tails of the mechanism that leads to organi-
zation are not yet well understood, but cold
pools and/or the modulation of the subcloud
layer moisture by precipitation seem to be key.
Therefore the ability of the precipitating clouds
to organize makes this a truly multiscale prob-
lem, because the organization which occurs on



Fig. 3: Cloud albedo for a moist RICO case on a
80 km domain and with ∆x = 40 m. Shown is the
simulation result after 30 h.

the mesoscale depends in the rain formation
which happens on the small scales (which are
poorly resolved in LES). An example for or-
ganization on the mesoscale is Fig. 3 which
shows the cloud albedo for the moist RICO
case on a 80 km domain and with ∆x = 40 m.
On such a big domain the cloud field devel-
ops mesoscale organization, here in the form of
mesoscale arcs quite similar to cloud fields as
they were observed for the precipitating cases
during RICO (Snodgrass et al. 2009).
Organization can, e.g., be quantified in terms
of the nearest neighbor cumulative distribution
function (NNCDF). To arrive at a scalar met-
ric the average deviation from the NNCDF of a
random cloud field is calculated following Nair
et al. (1998). Figure 4 gives an example of such
an analysis and proves that (a) the moist RICO
case does develop some significant organiza-
tion and (b) this organization depends on the
grid spacing, e.g., at ∆x = 25 m the organiza-
tion develops several hours earlier than on the
coarser grids. Note that domain size is also a
crucial parameter for organization (not shown).
Given the above it is clear that also the cloud
size distribution will show a strong sensitivity
to the model setup. Here we apply a 2D cloud
tracking based on liquid water path and cloud
cores. Figure 5 shows the cloud number densi-
ties of the moist RICO case for different model
resolutions on a 25 km domain. For higher res-
olutions we find not only more small clouds,
but the whole distribution shifts to smaller sizes.
On the coarse grids the cloud size distribution

Fig. 4: Timeseries of the scalar clustering met-
ric based on nearest neighbor distribution func-
tion. Higher values correspond to stronger cluster-
ing (clumping). Shown are results of the moist RICO
case on a 25 km domain for different models reso-
lutions.

shows a power law behavior similar to previous
studies (Neggers et al. 2002), although without
an evidence for a scale break. For the high-
est resolution the power law is less obvious,
which can be explained by cloud organization
forming more bigger clouds than expected for
a power law. Again, this shows the complex-
ity and richness in behavior of the precipitat-
ing shallow convection which makes this cloud
regime a challenging problem for LES modeling
and cloud parameterization.

4. CONCLUSIONS

We have performed a large set of large-eddy
simulations for the RICO trade wind cumulus
case. Our results confirm and extend the find-
ings of Matheou et al. (2011) and show that
the simulations are indeed very sensitive to
the model setup, e.g., grid spacing and domain
size. For example, cloud cover and precipita-
tion rate tend to increase for higher resolution.
In relative terms the sensitivity of the precipi-
tation rate is strongest for the standard GCSS
setup and decreases for the cases which rain
more readily. This is easily understood as the
standard GCSS case is just at the onset of pre-
cipitation and therefore most sensitive to any



Fig. 5: Cloud size distribution for the moist RICO
case on a 25 km domain for different models reso-
lutions.

changes that affect precipitation formation. This
simple fact might explain some of the large dif-
ference found in the GCSS model intercompar-
ison.
Given currently available computers the model
resolution is usually too coarse and the do-
mains are almost always too small to achieve
converged and statistically robust results for
precipitating shallow convection. The problems
are caused by the the multiscale nature of pre-
cipitating clouds: First, precipitation formation
is very sensitive to the resolved liquid water
content and the internal circulations within
the clouds requiring grid spacing of O(10 m),
c.f. Heus et al. (2009). Second, precipitation
causes cloud organization on mesoscales by
the formation of cold pools or, in case of trade
wind cumulus, moisture perturbations in the
sub-cloud layer. This organization (clustering,
clumping) occurs on scales of O(10 km) and
would require domain sizes of 100 km, i.e.,
converged behavior can only be expected on
domains of 10.000×10.000 grid points in the
horizontal.
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1. INTRODUCTION 
 
Aerosols of biological origin such as 
bacteria and spores are gaining increasing 
attention in the research field of cloud 
microphysics. Their ability to act as 
heterogeneous ice nuclei has been shown 
in various laboratory studies; however, their 
atmospheric relevance in aerosol-cloud 
interactions is debatable. This is partly due 
to the lack of understanding of the actual 
processes driving ice nucleation on 
biological particles (e.g. Möhler et al., 
2008), and the challenging identification of 
these particles in the field (Pratt et al., 
2009). Both objectives were tackled in the 
framework of the BIO06 campaign at the 
AIDA facility at the Karlsruhe Institute of 
Technology, Germany. The ice nucleation 
behavior of bacterial species such as 
Pseudomonas syringae and Pseudomonas 
fluorescence was studied with focus on 
differences in the physico-chemical 
properties between the individual, intact 
cells, bacteria strains and their residuals - a 
by-product from the aerosol production 
process. Additionally, cells coated with 
ammonium sulfate were investigated. 
 
2. METHODS AND RESULTS 
 
We present data on the chemical 
composition of coated and uncoated 
bacterial cells and their residues from single 
particle mass spectrometry measurements, 
and relate differences in the mass spectra 
to the observed ice nucleation activity. 
A TSI Aerosol Time-of-Flight Mass 
Spectrometer (ATOFMS) was applied for 
this study featuring the chemical analysis of 
single particles. The ATOFMS uses laser 

ablation to evaporate and ionize the 
particles for mass spectrometric detection 
and allows a size resolved analysis of the 
particles’ chemical composition, i.e. mass 
spectra from intact cells and their residues 
can be separated. Both were represented 
as two distinct modes in the measured size 
distribution as seen in Figure 1. 
 

 
 
Figure 1. ATOFMS-measured aerodynamic 
size distribution of Pseudomonas syringae 
strain 32b74 bacterial cells (large mode) 

and cell residuals (small mode), color-coded 
by sized (“total”) and analyzed (”hits”) 

particles. 
 
The elaboration of mass spectrometric 
“fingerprints” usable for the identification of 
bacteria by aerosol mass spectrometry is 
also a key aspect of this study. Figure 2 
exemplarily depicts an ATOFMS mass 
spectrum of Pseudomonas syringae cell of 
strain 13b2. The ions representing 
phosphate, potassium, and nitrogen-
containing organic compounds are clearly 
visible and have been detected by the 
instrument. However, unidentified peaks 



 
 

remain which have also been observed in 
ambient aerosols. 
The chemical composition is linked to the 
ice nucleation activity of the different 
species, and the influence of ammonium 
sulfate coatings on the ice-nucleation 
behavior of the investigated particles is 
explored. 
 

 
 

Figure 2. Mass spectrum of Pseudomonas 
syringae bacteria cell recorded by the 

ATOFMS. The most prominent, identified 
ion peaks are marked. 

 
3. SUMMARY 
 
The mass spectrometric signatures and ice 
nucleation behavior of bacterial species 
such as Pseudomonas syringae and 
Pseudomonas fluorescence were studied. 
The presented data on mass spectrometric 
measurements of biological particles helps 
explaining the ice nucleation process from 
the chemical point of view, but also provides 
valuable reference spectra for the mass 
spectrometric community. Reference 
spectra obtained with a single particle mass 
spectrometer are of high importance as this 
type of instrumentation is widely used for 
the online, in situ detection and 
identification of aerosols as well as ice 
crystal and cloud droplet residuals in field 
studies. 
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1. INTRODUCTION 

The authors are developing the numerical 

model for the simulation of aerosol-cloud 

interaction to cover the issues on planned 

and inadvertent weather modification. The 

nucleation properties of aeolian dust and 

anthropogenic aerosol particles will be 

implemented using experimental results 

from the dynamic cloud chamber experiment 

in Meteorological Research Institute. The ice 

nucleation property of silver iodide (AgI) has 

been formulated as a function of 

temperature and humidity based on past 

experimental studies. 

  Preliminary result has been obtained from 

the simulation of the cloud seeding with AgI 

ground-based generator in mountain range.  

2. NUMERICAL MODEL 

Three dimensional cloud seeding model has 

been developed on the basis of 

Non-Hydrostatic Model of Japan 

Meteorological Agency (JMANHM, Saito et 

al. 2006). This model is able to simulate the 

cloud seeding operation and its effect on 

cloud and precipitation. Three types of 

seeding agent are available in the model; 

dryice pellet, LCO, and AgI. The seeding 

procedure can be choice from the two 

options from ground generators and an 

aircraft. 

  For the DIP and LCO seeding, nucleation 

ratio of 1013 ice crystals for the evaporation 

of 1 g of the seeding agent is assumed. For 

the AgI seeding, four types of nucleation 

mechanism; deposition, condensation 

freezing, immersion, and contact freezing 

are implemented. 

3. NUMERICAL SIMULATIONS 

In the cloud seeding simulation, double 

moment bulk microphysics is applied. The 

model domain covers the catchment of 

Okutone dam in Gunma prefecture, Japan. 

Five ground-based generators of LCO or AgI 

are deployed along the ridge of Uonuma 

hills about 30 km away to the northwest of 

the dam across the watershed, Echigo 

mountain range in the model domain. Initial 

time of the simulation is 12 UTC on 25 

January 2008. Time integration is performed 

up to 9 hours. 

4. RESULTS 



Figure 1a shows the distribution of number 

concentration of ice crystals one and a half 

hours after the cloud seeding started. In the 

case of LCO seeding, the artificially 

generated ice crystals immediately 

evaporate due to the downwind in the lee 

side of Ounoma hills. The number 

concentration of ice crystals over the 

catchment is same as in the simulation 

without seeding (not shown). In the case of 

AgI seeding, the seeded AgI particles are 

transported by air stream firstly without 

activation but keeping the ability of ice nuclei 

until they come to the spot where 

temperature and humidity meet the 

condition of activation. Finally, the seeding 

effect on the number concentration of ice 

crystals appears over the catchment (Fig. 

1b). 

5. SUMMARY 

The LCO seeding is able to generate ice 

crystals immediately at the seeding site, if 

only the super-cooled cloud covers the 

seeding site. However the realization of 

seeding effect on the targeted area much 

depends on the topographic location of 

seeding site and the inherent meteorological 

conditions there. For the AgI seeding, the 

released seeding agent autonomously 

selects the location to activate according to 

the conditions of temperature and humidity. 

The realization of seeding effect is less 

dependent on the topographic location than 

in the case of LCO seeding. 

  Flexible strategy is desirable for a cloud 

seeding project in accordance with a 

situation to choice the type of seeding agent, 

 

Figure 1. Distribution of number concentration of ice crystals (grey scale) one and half 

hour after the beginning of cloud seeding. Winter monsoon directs from the left to the right 

in the panels. Black contours indicate air temperature. 



and the timing and location of seeding 

operation. 
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1- Introduction 

Within the frame of the Megha-Tropiques 
project, microphysical characteristics of 
the melting layer of some MCS have been 
observed using a complete set of imaging 
probes ( 2DS, CIP, PIP) mounted on the 
French research aircraft Falcon 20 during 
two measurement campaigns, one above 
the continent (2010 over West Africa) and 
another in 2011 above the Indian Ocean.  

The vertical evolution of the shape of 
hydrometeors in the temperature range 
between -5°C and +5°C has been studied 
extensively. As a function of particle size, 
hydrometeor images are classified into not 
melted, partially melted and completely 
melted (drop) hydrometeor types.  

 

 

Fig. 1: Raw samples of hydrometeor 
images at three fixed pressure levels in a 
MCS melting layer (Niamey, Megha-
tropique flight18). The three samples are 
from CIP imager (64 pixels of 25 µm size). 
No manual selections were made in this 
figure. Only complete particle images are 
used  

This classification allows to statistically 
estimating the exact temperature of 
complete melting as a function of the size 
and shape of hydrometeors. The above 
experimental studies are compared to a 
simple thermodynamical model of melting, 
assuming mass-diameter relationships for 
the densities, terminal velocities, and 
ventilation coefficients of hydrometeors  

 
2- Temperature envelope of  melting 

This semi-quantitative analysis 
distinguishing non-melted, partially melted 
and completely melted particles, is uses 
during aircraft soundings in order to 
estimate the range of the melting layer. 
For that purpose the method detects the 
first observed drop and the last observed 
non-completely melted hydrometeor of a 
given size at a given temperature. First 
results (see one case on the Fig. 2) show 
that for D=2mm the minimal envelope 
value (i.e. temperature for the occurrence 
of one drop) appears near +4°C. This 
value seems larger than results of 
thermodynamical parameterization 
(Planche, 2011, see comments in the 
conclusion). 

 
The Fig. 2 shows the observation of 
completely melted hydrometeor (drops) 
diameter with the temperature during a 



 

rapid descent through the melting region 
during flight 19 of Megha-Tropiques, 2010.  
Two analysis techniques are compared on 
this figure: 1) an automatic quasi-circular 
shape recognition of complete images with 
simple geometric criteria corresponding to 
the small symbols and 2), a manual 
selection of images recognized as droplets 
(even the incomplete ones) corresponding 
to the large symbols. 
Two imaging probes where used for this 
analysis: Firstly, the CIP probe (pixel 
resolution of 25µm), corresponding to 
small crosses and large triangles, and 
secondly the PIP probe (pixel resolution 
100µm), corresponding to small diamonds 
and large stars in Fig.2. 

The envelope of the observations shows 
that the minimum temperature for a 
complete fusion varies relatively slowly 
with the hydrometeor diameter. There is 
no observation of drops larger than 1.5 
mm for temperatures lower than +2°C in 
this sample. 

 

 

 

 

 

 

 

 

 

 

 

Figure 2:  Envelope of the temperature 
and complete melting observations. 
Sounding in a MCS sampled over Niamey 
(Megha-Tropiques, Flight19). 

3- Microphysics and temperature 
fluctuations in the melting layer 

Flight legs at fixed pressure (and/or 
altitude) levels are used to quantify the 
small scale temperature fluctuations into 
the melting band. Each sample was 
collected over a horizontal distance of 180 
m. In the warmer part of this melting layer 
(mean temperature of the leg equal to 
+7.3°C) large fluctuation of temperature 
were observed. These fluctuations with 
values up to 0.7°C over a 10km scale (see 
Fig. 3) are larger than the turbulent 
fluctuation expected in a well mixed dry 
turbulent layer. The diabatic effects 
(evaporation of drops and fusion of ice) 
could be an explanation for these large 
fluctuations. 
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Fig. 3: Temperature fluctuations (in °C) in 
a fixed pressure level near the low limit of 
melting band (upper graph). The dashed 
line gives the expected temperature 
determined under hydrostatic pressure 
conditions. Lower graph: concentration of 
large hydrometeors (mainly drop at this 
temperature level) of size larger than 1.3 
mm (right Y axis in particle number/m3). 

 

 



For this case study the local temperature 
seems to have a negative correlation with 
the concentration of precipitating 
hydrometeors as shown on the figure 4. 

 

 

 

 

 

 

 

 

 

 

Fig. 4: Scatter plot of the local temperature 
versus local concentration of precipitation 
in the lower part of the melting layer (same 
case as the figure 3, mean temperature = 
+7.3 °C). Averages over 720 m are given 
by the big crosses, individual samples by 
the dots  

4- Population roughness exponent 

Within the 0°C to +2°C temperature range 
an important increase of the roughness 
exponent (i.e. the exponent of the power 
law when fitting the perimeter - size 
relationship), for hydrometeor sizes 
beyond one millimetre is observed. This 
latter observation could be interpreted as a 
rapid increase of the collection kernel of 
surface melted aggregates. 

5- Conclusions 

This preliminary study use only 2 of the 20 
interesting cases sampled during the 
AMMA, MT1 and MT2 experiments. 

A first result of this study is the possibility 
to measure the envelope of the melting 
band by imaging probes and so allow 
comparing the observations with exact 
modelling of the hydrometeor melting 
process. 

The second result is the possible 
importance of small scale humidity 
fluctuations in the melting band. The 
humidity measured in this study (i.e. 
saturation all over the melting band) is not 
in agreement with the observed melting 
envelope. Model and cloud chamber 
experiments (Rasmussen and 
Pruppacher, 1981) have shown that non-
melted hydrometeors of 2mm size do not 
occur in saturated air at +4°C. One 
possible explanation for this discrepancy 
can be the very intermittent water vapour 
field prevailing in a precipitating cloud 
layer (where saturation is expected only in 
the vicinity of the drop trajectories). In the 
future we need high resolution 
measurements of the humidity in order to 
confirm this hypothesis. 
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1 INTRODUCTION

Small-scale dynamics in clouds play an important
role for the rain formation. This is especially true
for trade wind cumuli, which are able to develop
rain within a short time. Although, the analysis of
trade wind cumuli started already in the mid 1940’s
(Stommel [1947]), the understanding of the complex
dynamic system of shallow cumulus clouds is insuffi-
cient until now. One important role plays the entrain-
ment process at the edge of cumuli, which was already
pointed out by Squires [1958]. Updrafts in the cloud
core and the negative compensation flows outside the
clouds lead to significant horizontal wind shear at
cloud edges. The following mixing of environmental
and cloudy air results in evaporation of cloud droplets
followed by negative buoyancy (Grabowski [1993]).
The resulting small-scale turbulence at cloud edges
can leads to shells around the cloud ( so called hu-
midity halos, Laird [2005]) or downdraft regions at
cloud edges (so called ”subsinding shell”, Heus and
Jonker [2008]). Latter is analysed within this paper
based on highly-resolved measurements at the edges
of trade wind cumuli. The measurements were per-
formed with the helicopter-borne measurement pay-
load ACTOS (Airborne Cloud Turbulence Observa-
tion System). In this paper, the relations between the
intensity of the small-scale turbulence and the width
and intensity of the ”subsiding shell” are presented.

2 EXPERIMENTS

High-resolution measurements were performed intrade
wind cumuli over Barbados during the CARRIBA
(Cloud, Aerosol, Radiation and tuRbulence in the
trade wInd regime over BArbados) campaign. The
campaigns took place in November 2010 and April
2011. The low true airspeed (TAS) of ACTOS of
15 − 20 m s−1 enables measurements with a spa-
tial resolution down to cm scale, which cannot be
reached by fast-flying research aircraft so far. The
following analysis concentrates on data of thermo-
dynamic and turbulent sensors, especially on: 3D

wind vector measured with an ultrasonic anemome-
ter of type Solent, temperature (T ) measured with an
UltraFast Thermometer (UFT), absolute humidity
(a) measured with a dewpoint mirror and liquid wa-
ter content (LWC) measured with a particle volume
monitor (PVM-100A). Further informations concern-
ing the instrumentation can be found in Siebert et al.
[2006].
The data were collected over the sea near the east
coast of Barbados. The flights consists of several pro-
files and horizontal legs, while the latter were used for
the following analysis.

3 RESULTS AND DISCUSSION

The thermodynamic and turbulent properties of a
single cloud passage are characterized as an exam-
ple to illustrate the analysis method. The follow-
ing cloud passage was recorded during the flight on
April, 14th 2011 in an altitude of 1320 m. Its ther-
modynamic properties are shown in Fig. 1, whereby
the cloud region is characterized by a LWC of max-
imum 1 g m−3, a mean vertical wind velocity (w) of
2 m s−1, a mean absolute humidity a of 15 g m−3

and a mean temperature T of 17 ◦C. In the envi-
ronmental region w fluctuates around zero, a and
T decrease to 13 g m−3 and 16.4 ◦C, respectively.
The intensity of small-scale turbulence of this cloud
is characterized by the energy dissipation rate ετ in
Fig. 2. Its calculation is based on the second-order
structure function: S(2)(r′) = 〈(w(r+r′)−w(r))2〉τ ≃

2ε
2/3
τ (t′〈U〉τ )

2/3, where 〈·〉 denotes the average over
the integration time τ . Detailed information are given
in Siebert et al. [2010]. In this case the local en-
ergy dissipation rate was calculated using a moving
window including 100 samples (τ = 1 s), which was
shifted sample by sample. Inside the cloud ετ reaches
values in order of 10−2 m2 s−3, while ετ decreases
outside the cloud to values around 10−4 m2 s−3 with
some variability.
Figure 3 corresponds to the black box in Fig. 2 and
gives a closer look into the details of the cloud edge.



The green line marks LWC, while the black line de-
notes ετ and w is marked with the blue line. Based
on ετ and w we define two subsections at the cloud
edge. The first region (hereafter called ”cloud-free
shear region”) is marked with the red box and char-
acterized by a sharp increase of ετ and a decrease
of w to its local minimum wmin. The width of this
region is defined as dxdown. The second region (here-
after called ”in-cloud shear region”) is marked with
the blue box starting at wmin and is limited by the
first local maximum of w (wmax). This region is char-
acterized by a significant horizontal wind shear of the

vertical wind velocity (S2 =
(

dw
dx

)2
), which is marked

with the orange line, and a slight increase of ετ . The
horizontal wind shear S2 is calculated based on the
difference between wmax and wmin (dw) and the dif-
ference between the corresponding x values (dx). The
spatial expansion of the in-cloud shear region dx, is
somehow related to the maximum possible entraining
eddy sizes at cloud edge. In this case, dx ≈ 10 m is
observed. With the observed mean ετ we estimate a

typical mixing time τm =
(

l2

ετ

)1/3
= 23 s.
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Figure 1: A single cloud passage of a horizontal flight
of April, 14th 2012 is shown. Following thermodynamic
properties are plotted: a) liquid water content (LWC), b)
vertical wind velocity (w), c) absolute humidity (a) and
d) temperature (T ).

Based on the definition of the two subsections,
15 trade wind cumuli were analysed. Figure 4 deals
with the small-scale turbulence in the in-cloud shear
region. As a measure for the turbulence intensity
inside this region we chose the 90% percentile of ετ
(ετ,90%) instead of the maximum value of ετ which
may be biased by single peaks. The 90% percentile
was calculated based on the probability density func-
tion of ετ . Its correlation with S2 is shown in Fig.
4a. Furthermore, we define a normalized LWCnorm
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Figure 2: The local energy dissipation rate (ετ ) of the
same cloud passage as in Fig. 1 is marked with the black
line. The blue line denotes the vertical wind velocity (w)
and the green line shows the liquid water content (LWC).
Both are used the identify the cloud edge, which is marked
with the box.
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Figure 3: Local energy dissipation rate (ετ ) given in
black, vertical wind velocity (w) denoted by a blue line
and liquid water content (LWC) marked by a green line
are shown for the cloud edge marked in Fig. 2. The red
box denotes the region with increasing small-scale turbu-
lence and is called ”cloud-free shear region”. The width
of this region is given by dxdown. The blue box marks the
”in-cloud shear region”, where the shear is denoted by the

orange line and calculated with S2 =
(

dw
dx

)2
.

by dividing the observed LWC with the adiabatic
value LWCad as a measure of mixing and diluting of
cloudy air with subsaturated air at cloud edges. The
adiabatic value is calculated using a mean cloud base
of 500 m and the corresponding temperature at this
height. The correlation plot of the arithmetic mean
of LWCnorm and S2 is shown in Fig. 4b, whereas Fig.
4c shows the correlation between wmin and ετ,90%.
The 90% percentile of ετ increases with increasing
S2 and converges to values in order of 10−2 m2 s−3

corresponding to observed in-cloud values. This indi-



cates that shear plays a major role in the production
of turbulent energy in this region. However, with in-
creasing turbulence the mixing process between envi-
ronmental and cloudy air is enhanced and more cloud
droplets evaporate. This is indicated by the correla-
tion of LWCnorm and S2 in Fig. 4b, where LWCnorm

decreases with increasing shear. Increased evapora-
tion leads to additional production of negative buoy-
ancy, which will intensify the downdrafts. This is in
agreement with the correlation between ετ and wmin

in Fig. 4c, where with increasing ετ,90% an increas-
ing absolute value of wmin is observed. Furthermore,
increasing downdrafts due to evaporation will add to
an enhancement of the shear (see Fig. 4a and 4b).
In Fig. 5 the relationship between the small-scale
turbulence in the in-cloud shear region and dxdown

is analysed. In addition to ετ,90%, we calculate fur-
ther turbulence parameters as the local mixing length

(l = σ3
w

ετ
) and the local mixing time τm averaged over

the entire region of the in-cloud shear region. The lo-
cal mixing length l is estimated based on the standard
deviation of the vertical wind velocity, σw, estimated
based on the detrended time series of w using the
same moving window as for ετ . With the help of l
the local mixing time is calculated.
Figure 5 shows an increase of ετ,90% with increasing
dxdown, while l (Fig. 5b) and τm (Fig. 5c) decrease,
indicating a more rapid mixing at cloud edges.
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Figure 4: Correlations between properties at the edge
of 15 cumuli are given for: a) horizontal wind shear of
the vertical wind velocity (S2) and the normalized liquid
water content (LWCnorm = LWC

LWCad

), b) S2 and the 90%

percentile of the energy dissipation rate ετ,90% and c) min-
imum vertical wind velocity wmin and ετ,90%. The black
lines denote the regression lines.

The observations indicate that the mixing pro-
cess due to small-scale turbulence inside the in-cloud
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Figure 5: Correlations for the same 15 cumuli as in Fig.
4 are given between dxdown and a) ετ,90%, b) mean local
mixing length (l) and c) mean local mixing time (τm). The
black lines denote the regression lines.

shear region significantly influences the cloud region
where it leads to evaporation of cloud droplets and
negative buoyancy. Furthermore, we observe a re-
lationship between the in-cloud turbulence and the
width of the cloud-free shear region: an increased
width is observed for more intense in-cloud turbu-
lence.
It should be kept in mind, that many different mix-
ing processes do interact with each other and ”cause
and effect” may be difficult to distinguish with obser-
vations only. Numerical simulations might shed light
on this problem. Moreover, the analysis is only based
on cloud edges of 15 cumuli and further analysis is
needed to investigate small-scale turbulence at cloud
edges in more detail and more robust statistics.
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1. Introduction 
 
Clouds play an important role in the 
global radiation budget. Low level 
clouds have a special role in this context 
as they significantly reflect incoming 
solar radiation back to the space and 
produce the net cooling effect at the 
surface (Wood, 2012). These clouds 
mainly consist of liquid phase and occur 
in a range of spatial scales (Wood and 
Field, 2011). Apart from the radiation 
budget, they are also instrumental in 
regulating local thermodynamics and 
stability. In particular, our understanding 
of thin water clouds (TWC), processes 
governing their characteristics and their 
interactions with aerosols is limited in 
spite of their large coverage (Turner et 
al., 2007). The CALIOP-CALIPSO 
sensor allows their accurate 
characterization due to its high 
sensitivity to thin clouds.  
 
The present study attempts to 
investigate following two aspects of 
these clouds. 
a) Global and seasonal distribution. 
b) The spatial context for these clouds. 
Here we try to understand if these 
clouds are the edges of or open 
cells/holes/depressions in the existing 
thick stratus/stratocumulus decks or 
whether they are independent systems 
themselves. Which type of clouds 
surround TWC pixels and to what spatial 
extend?    
 
 

 
2. CALIPSO data and methodology 
 
We used the standard 5 km Cloud Layer 
Product for the period June 2006 
through May 2011 for the present study. 
The basic description of this data set 
along with algorithm theoretical basis for 
retrieving features, aerosol-cloud 
discrimination, optical depth, phase and 
cloud subtyping are explained in detail 
in various articles in the special issue of 
J. Atmos. Oceanic Tech. (2009) (Hu et 
al., 2009; Liu et al., 2009; Winker et al., 
2009; Young and Vaughan, 2009).  
 
We define thin water cloud (TWC) as a 
retrieval when a) cloud feature is 
retrieved with high confidence and b) 
cloud phase is deemed to be liquid, also 
with high confidence and c) layer optical 
depth is less than 3.0 and 4) CALIOP is 
able to fully penetrate cloud feature and 
5) all other retrieved values are within 
physical limits (e.g. layer heights etc).  
 
Once a TWC is detected, we further 
examine properties of other cloudy 
pixels along the distance of 100 km on 
the either side of the CALIPSO track to 
gain insights into its spatial context. We 
investigate following parameters as a 
function of distance from the TWC pixel; 
a) relative frequency of similar TWCs in 
the lowermost layer versus other cloud 
types, b) relative layer top height of 
neighbouring cloudy pixels, c) 
thermodynamic phase of neighbouring 
cloudy pixels, d) relative frequency of 
occurrence of cloud subtypes and e) 



layered structure of neighbouring 
clouds.  
 
 
3. Results and discussions 
 
Fig. 1 shows the absolute frequency of 
occurrence of TWCs and their 
seasonality based on five years of data 
for nighttime conditions. Seasonal 
distribution shows highest frequency of 
TWCs during the JJA months. These 
clouds are prevalent over the Southern 
Oceans during all seasons. The higher 
latitudes in the Northern Hemisphere 
show strongest seasonality with highest 
frequency of occurrence during the JJA 
months.  
 
It is clear from Fig. 2 that, whenever 
TWCs are encountered, in majority of 
the cases, neighbouring lowermost 
layers of clouds in the atmosphere are 
also of liquid phase and semi-
transparent in the range of 100 km 
studied here.  Fig. 3a further reveals 
that the majority of cloud top heights of 
neighbouring pixels lie within +/- 1 km 
relative to TWC top heights, although 
the tops are located at increasingly 
higher altitudes as the distance from the 
TWC pixel increases.  
Even at 100 km scale, more than 30% 
of cloud tops are still within +/- 1 km 
relative to TWC top heights. The 
overwhelming majority of neighbouring 
pixels are assigned cloud subtype 
categories of low and medium level 
transparent clouds. 
 
 

 
 
Fig. 1: Seasonal absolute frequency of TWCs. 
 

 
 
Fig. 2: Relative frequency of occurrence of 
neighbouring cloudy pixels from the lowermost 
layers as a function of distance from TWC for a) 
cloud phase and b) opacity. The study region is 
the Arctic (67N-82N, 180W-180E). 
 



 
Fig. 3: a) Frequency of occurrence of lowermost 
cloud layer top heights relative to TWC as 
function of horizontal distance, b) Relative 
distribution of various cloud subtypes.  1 – Low 
overcast transparent,  2 – low overcast 
opaque, 3 – Transition stratocumulus, 4 – Low 
broken cumulus, 5 – Altocumulus transparent, 6 
– Altocumulus opaque, 7 – Transparent cirrus, 8 
– Opaque deep convective. 
 
 
 
Due to brevity, only preliminary statistics 
for the Arctic region is currently 
presented in the extended abstract.  
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ABSTRACT 

The evaluation of multiphase chemistry 
versus overall tropospheric chemistry is 
challenging since microphysical and 
chemical processes occurring at different 
time scales within clouds are still poorly 
known. The coupled 3-D chemical 
transport model COSMO-MUSCAT was 
extended to consider cloud-chemical 
processes on the regional scale replacing 
the former aqueous phase 
parameterization. With the advanced 
model system, 2D-sensitivity-studies have 
been conducted for urban and remote 
environmental conditions. The comparison 
of two different mechanisms (simple 
inorganic and detailed organic mechanism 
CAPRAM) have revealed agreements but 
also interesting differences for important 
chemical subsystems. This is e.g. in the 
modelled HOx budget and pH whereas the 
simple mechanism leads to always less 
acidic cloud droplets than CAPRAM. The 
difference in pH is consequently 
responsible for different regimes for the 
S(IV). 

1. INTRODUCTION 

Clouds play a major role in the 
atmosphere due to their influence on the 
Earth’s radiative budget, on the hydrologic 
cycle and on the tropospheric chemical 
composition (e.g. Ramanathan et al., 
2001). Cloud lifetime is driven by the 
dynamics of the atmosphere at the 
synoptic scale and, in close interaction, by 
microphysical processes (e.g. nucleation 
of cloud droplets and ice crystals, 
condensation and evaporation, 
collision/coalescence processes, freezing, 
sedimentation of hydrometeor) on the 
small scale. These processes depend on 
the chemical composition of particles and 
cloud droplets. In addition, microphysical 
processes redistribute chemicals among 

the various reservoirs: gaseous, 
particulate, liquid and ice phases. Clouds 
favour the development of “multiphase 
chemistry” since they are an ideal reaction 
medium for this: (1) clouds support very 
efficient photochemical processes inside 
droplets; (2) certain homogeneous 
chemical reactions within clouds can be 
usually faster than the equivalent reactions 
in the gas phase, and reactions such as 
those involving ionic species, can be 
important; (3) finally, interactions between 
the aqueous and solid phase can 
contribute additionally to chemical 
processes in clouds (for example 
dissolution of soluble particulate species) 

The objective of the present study is, to 
enhance the 3D chemical transport model 
(CTM) COSMO-MUSCAT by 
implementation of cloud chemical 
processes. As this work is mainly model 
evaluation, only test simulations will be 
presented in the following. 

2. MODEL DESCRIPTION AND 
SETUP 

The model system COSMO-MUSCAT 
consists of the CTM MUSCAT (Wolke et 
al., 2004a) and the forecast model of the 
German Weather Service (DWD) COSMO 
(Schättler et al., 2008). Both models are 
coupled online where meteorological fields 
are provided by COSMO and are used by 
MUSCAT for transport and chemistry. The 
treatment of gas phase chemical 
processes and aqueous phase chemistry 
parameterization (by loss of certain 
gaseous compounds via wet scavenging) 
was already included. In this work, 
MUSCAT was extended to consider cloud-
chemical processes (chemical aqueous 
phase reactions and phase transfer 
processes) in a regional scale model. 
Routines that compute chemical aqueous 
phase reactions and phase transfer 



processes were implemented and 
integrated into MUSCAT replacing the 
former aqueous phase parameterization. 
Moreover, the numerical solver was 
adjusted to ensure numerical robustness 
and accuracy. 

In the present work, the new model 
environment was tested in 2D with a 
stand-alone and a coupled model version 
(i.e. homogenous in y-direction). For the 
stand-alone-version MUSCAT was used 
with prescribed time independent 
meteorology, i.e. without coupling to the 
meteorological model. In that case, the 
cloud is like a reactor since it is the only 
area, where aqueous phase chemistry is 
taking place. Due to the prescribed 
meteorology, vertical mixing is only 
caused by diffusion to prevent transport in 
one vertical direction only. In the coupled 
system, air streaming over a mountain 
was simulated, which leads to a cloud 
evolving at the top of that mountain. 
Because of difficulties with numerical 
stability due to variable and 
inhomogeneous liquid water content 
(LWC) in the coupled system, a minimum 
LWC (0.01 g/m3) was necessary. Figure 1 
shows the spatial distribution of liquid 
water content (LWC) in the integration 
area (height vs. horizontal) for both model 
versions at high noon. Note, that the 
spatial resolution is different. The number 
of the monodisperse cloud condensation 
nuclei (which only are activated in the 
cloud) is prescribed and held constant at 
300 cm-3 in the whole model area. Hence, 
the droplets are smaller at the edges of 

the clouds (and the "cloud-free" area with 
minimum LWC for the coupled system). 
The droplet radii vary from 2.0 to 7.5 µm. 
The photolysis rates are decreased up to 
60% of the clear sky value under the cloud 
because of shading (Chang et al., 1987). 
In the model, particles are initiated with a 
total mass and given initial composition. 
The initial concentrations are uniform in x-
direction. In z-direction the mixing ratio is 
held constant. During integration the initial 
composition of the air and the particles 
enter through the left boundary into the 
integration area and are transported by the 
wind field from the left to the right 
boundary. All simulations start at midnight 
at last 24 hours. To examine which 
differences the consideration of cloud 
chemical processes account for, the model 
runs have been performed using a gas-
phase mechanism (RACM-MIM2ext, see 
Tilgner and Herrmann, 2010) in 
combination with two different aqueous 
phase mechanisms of different complexity, 
i.e. CAPRAM 3.0 red (C3.0RED; 
Deguillaume et al., 2009; detailed 
description of the oxidation of inorganics 
and organics up to C4), and INORG (Sehili 
et al., 2005; focussing on production of 
sulphate, no organics are treated). To give 
information on the behaviour of the 
aqueous phase chemistry in different 
chemical regimes, model simulations were 
performed for two different chemical 
environmental conditions (remote 
continental background and urban 
polluted), which differ in initial 
concentrations.

 
Figure 1. Liquid water content in gm-3 at high noon for a) stand-alone-version and b) coupled 
version.  



 
Figure 2. Simulated gas phase concentration of H2O2 and OH in urban environment at high 
noon for the stand-alone-version in molec cm-3. The cloud passage is marked by the blue-
shaded area. 

 
Figure 3. Simulated pH using C3.0RED and difference of pH between C3.0RED and INORG 
in the urban environment for the coupled model system at high noon. 

 
Figure 4. Simulated sulphate mass (µg m-3) using C3.0RED and relative difference (%) of 
sulphate mass between C3.0RED and INORG in the urban environment for the coupled 
model system at midnight. 



3.    RESULTS AND DISCUSSION 

For comparison of the chemical 
mechanisms, important chemical 
subsystems and parameters were 
investigated including e.g. major oxidants, 
the pH and sulphate. Due to the required 
minimum LWC differences for the gas 
phase between in-cloud and cloud-free 
area have not been investigated for the 
coupled model system. In Figure 2, plots 
of the gas phase concentrations of OH 
and H2O2 vs. the width of the model area 
in flow direction 1250 m above ground at 
high noon are presented in the urban 
environment for both aqueous phase 
mechanisms and a run without aqueous 
phase chemistry. All gas phase radical 
concentrations are depleted by about 90 
% up to nearly 100 % during the cloud flow 
for the C3.0RED scenario in the urban 
environment. In the remote case, the 
reduction of radical concentrations is 
smaller (between 60 and 85 %). For 
INORG, there are higher radical 
concentrations in the gas phase (except 
for H2O2 in urban case). This is due to the 
fact, that their phase transfer and aqueous 
phase chemistry, especially the aqueous 
phase links between HOx and H2O2 and 
transition metal ion chemistry, is not 
treated there. Thus, only shading effects 
and a reduced H2O2 concentration result in 
lower OH and HO2 concentrations in the 
gas phase. After the cloud, new radicals 
are produced in the gas phase and are 
mixed by vertical diffusion. Even 8 km 
horizontally after the cloud, the 
concentration of OH and HO2 are about 5-
10% lower than in the pure gas phase run 
for both the urban and the remote 
environment for C3.0RED. In the INORG-
scenarios, the gas phase concentration 
after the cloud is a little higher than 
computed using C3.0RED. 

Hydrogen peroxide is strongly connected 
to OH and HO2, highly soluble and an 
important S(IV) oxidant. Because a main 
target of INORG is the description of S(VI) 
production, both multiphase chemistry 
mechanisms result in similar H2O2 
concentrations. The depletion in the gas 
phase in the cloud is 82% and nearly 
100% for the remote and the urban 
environment, respectively. After the cloud, 
H2O2 is with a reduction of about 75% 

(urban) and 20% (remote) on a 
considerably lower level than in the pure 
gas phase run. This might be one 
explanation for the lower HOx levels after 
the cloud. 

In MUSCAT, the pH is calculated explicitly, 
i.e. the H+ concentration is calculated 
directly from the dissociation equilibria 
assuming electron neutrality conditions. 
The importance of pH is its ability to 
balance the aqueous phase equilibria. 
Consequently, in urban and remote cases, 
with different pH, other reaction paths 
might be of interest. 

Figure 3 shows the pH for the urban 
environment in the coupled system (nearly 
same results for stand-alone-version) for 
C3.0RED. Additionally the difference 
between C3.0RED and INORG is plotted 
on the left of figure 3. The clouds with 
higher LWC have bigger droplets and 
hence higher pH. The average cloud pH 
for C3.0RED is about 2.8 and 5.5 in the 
urban and the remote environment, 
respectively. The INORG scenario is 
always less acidic. The average difference 
in pH between INORG and C3.0RED is 
0.7 for the urban and 0.3 for the remote 
environment. This additional acidification 
using C3.0RED seems to be caused by 
the production of organic acids. The 
discrepancy in pH is slightly different in the 
stand-alone-version with higher 
differences for the remote scenario. An 
explanation cannot be given up to now, 
because reaction fluxes have not been 
observed, yet. Due to the differences in pH 
between C3.0RED and INORG, they result 
in different regimes for e.g. the S(IV)-
oxidation.  

In comparison to INORG, C3.0RED 
considers more reaction pathways to 
oxidize S(IV) to S(VI). Figure 4 shows the 
sulphate mass at midnight for C3.0RED 
for the urban scenario and the difference 
between C3.0RED and INORG. The 
structure of the clouds has not changed 
since high noon, but the sulphate 
production has flattened. As can be seen, 
in some areas C3.0RED produces more in 
other areas less sulphate compared to 
INORG (+/- 10 %). In the stand-alone-
version, more sulphate was generally 
produced by INORG. However, these 
differences are smaller in the remote 



environment. It can be expected that this 
is mostly due to shifts in the S(IV)-
oxidation-regime caused by different cloud 
pH. But, also the minimum LWC restricts 
the interpretation of the simulated data. 
Future investigation of reaction fluxes will 
clarify these questions.  

4. CONCLUSION 

Aqueous phase chemical processes were 
implemented into the regional chemical 
transport model COSMO-MUSCAT. Test 
simulations were carried out in a stand-
alone and a coupled model version. 
Treating realistic meteorological dynamics 
vs. prescribed meteorology leads to 
differences for investigated target species 
and parameters, such as pH and S(VI). 
Besides that, also the complexity of the 
aqueous phase chemistry is responsible 
for such differences. The more simple 
inorganic mechanism is always less acidic 
(up to +0.7 in pH) than the complex 
organic mechanism. That difference 
causes shifted chemical regimes for sub-
mechanisms, which include dissociations, 
such as oxidation of S(IV) to S(VI). 
However, this shift in the S(IV)-oxidation is 
responsible for +/- 10% of total sulphate 
mass. No general difference occurs for 
sulphate between both observed 
mechanisms. Besides that, the behaviour 
of the major gas phase oxidants has been 
examined. When there is a cloud, gas 
phase concentrations of these species are 
depleted by 60 % up to 100 %, depending 
on the environmental conditions. For clean 
cases a bigger part of the oxidants 
remains in the gas phase. Interpretation of 
the data is difficult due to the complex 
chemistry and dynamical effects. 
Therefore, reaction studies will be 
investigated in the future work. 
Additionally, more sensitivity studies on 
chemical subsystems and numerical 
parameters will be conducted.  
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Abstract: The relationship between the 
shape of droplet size distributions (DSD) and 
the level of cloud air dilution (measured as the 
adiabatic fraction) is investigated using 
observations obtained during the field 
experiment CAIPEEX in India. It is shown that 
nearly adiabatic cloudy volumes reach high 
levels till heights of 7 km. Dilution caused by 
entrainment and mixing leads to the formation 
of DSD with shapes nearly similar to those in 
adiabatic parcels, but with proportional 
decrease in liquid water content (LWC) and 
droplet concentration. As a result, the values 
of radii of DSD peaks as well as effective radii 
remain nearly unchanged along horizontal 
traverses in spite of strong changes in drop 
concentration. Largest droplets form in nearly 
adiabatic cloudy volumes containing the 
maximum LWC and drop concentration. It is 
hypothesized that these "lucky" volumes are 
the source of the first raindrops. This 
hypothesis allows explaining recently reported 
linear dependence of the height of first 
raindrop formation on droplet concentration. 

1.Introduction  

Observational (e.g. Rosenfeld and 
Gutman, 1994; Freud et. al., 2008; Freud et 
al, 2011; Prabha et al 2011) and numerical 
(e.g. Pinsky and Khain, 2002; Benmoshe et al 
2012) studies show that rapid formation of 
raindrops in convective clouds begins when 
effective radius exceeds its threshold value 
ranged from about 11 to 15 m  depending 

on cloud type and droplet concentration. 
Freud and Rosenfeld (2011) found that 
dependence of the height of formation of first 
raindrops above cloud base   nearly linearly 
increases with increasing droplet 
concentration. In simulations with the parcel 
model, the height of first rain drop formation 
was identified by the values of the mean 

volume radii corresponding to the threshold 
values of rain water mixing ratio. The linear 
dependence was found in observations for 
different environment conditions and in such 
different geographical locations as India and 
Israel. It suggests that this linear dependence 
(or nearly linear) is of general feature of deep 
convective clouds. Note that according to 
Freud and Rosenfeld (2011), the values of 
effective radii in developing cumulus clouds at 
the non-precipitating stage are close to the 
adiabatic values. Note that the nearly linear 
dependence of the distance above cloud base 
at which mean volume radius reaches its 
threshold value on drop concentration directly 
follows from the theory of diffusion drop 
growth in an ascending adiabatic parcel.  
Indeed, as Pinsky et al (2012) showed that 
the height of formation of first raindrops above 

cloud base pD  depends on droplet 

concentration at the cloud base 
supersaturation maximum as: 

             
3

_~p v cD r N         (1)                                                      

The linear dependence (1) is strictly 
valid within the range of heights of about ~1 
km. At larger heights there is some deviation 
from the straight line because of temperature 
dependence of the proportionality coefficient 
on the thermodynamic parameters of air.  In 
this study we address the question; "What is 
the role of entrainment and mixing in the 
formation of first raindrops?"  by analyzing 
observational data during the Cloud Aerosol 
Interaction and Precipitation Enhancement 
Experiment (CAIPEEX). 

 Results of numerical simulations 
using spectral microphysics cloud model 
HUCM are presented to support observations.  



2. CAIPEEX Observations 

The details of measurements during 
CAIPEEX and instruments used are 
presented by Prabha et al (2011) and 
Kulkarni et al (2012) In the present study we 
used 11 observations of clouds in the very 
high polluted super continental conditions 
during premonsoon (especially in May) to the 
cleaner conditions during monsoon (June to 
September). Observations carried out over 
Pathankot (32.28 oN, 75.65 oE) on 24 and 28 
May, Hyderabad (17.45 oN, 78.46 oE) 15-17 
June, 20-22 June and Bareilly (28.22 oN, 
79.27 oE) during 23-28 August are used. Over 
Hyderabad and over Bareilly observations are 
taken during the polluted dry conditions to the 
relatively cleaner and wet monsoon 
conditions. 22 June and 28 August showed 
cleaner conditions above the boundary layer. 
The cloud droplet probe (CDP; Droplet 
Measurement Technologies DMT)  were used 
for cloud droplet size distributions  in 30 bins 
between 2  and 50 µm,  and  derived 
parameters include liquid water content 
(LWC), droplet effective radius, cloud droplet 
number concentrations (CDNC), mean 
volume radius, etc. Aircraft Integrated 
Meteorological Measurement System 
(AIMMS) is used to register air temperature, 
relative humidity, and winds. Cloud 
condensation nuclei (CCN) concentration is 
measured using DMT CCN counter and 
necessary pressure corrections were applied. 
The subcloud observations of CCN were 
carried out with three (0.2%, 0.4% and 0.6 %) 
supersaturation settings. Passive Cavity 
Aerosol Spectrometer Probe (PCASP) is used 
for aerosol measurements (size distribution, 
effective radius and concentration). Aerosol 
data is considered only outside of clouds 
(cloud droplet number concentration; CDNC < 
10 cm-3) and are averaged for every 100 m 
level. All measurements are carried out at 1 
Hz sampling frequency, i.e., averaged over 
approximately 100 m of horizontal distance. 
Cloud microphysics data during both ascent 
and descent through single deep convective 
clouds are used for the present analysis.  

 

Results and discussion 

Figure 1 shows the fraction of slightly 
diluted parcels (ADF>0.7) with height at each 
200 m height intervals in the 11 cases from 
CAIPEEX. In the monsoon cloud of 22 June 
(fitted line) we may note some increase in the 
percentage of slightly diluted parcels with 
height. This increase is supposedly related to 
full dissipation of the smallest highly diluted 
cloud volumes. These observations suggest 
that there is at least up to 30-40 % of slightly 
diluted parcels in these cumulus clouds.   

Figure 2 shows droplet concentration - 
mean volume radius relationships for air 
volumes with ADF > 0.7. Data is presented 
from 11 different cloud observations during 
CAIPEEX. These observations are taken from 
highly polluted conditions to the cleaner 
monsoon conditions during CAIPEEX.  
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Figure 1. Fractional occurrence of less diluted 
cloudy parcels with height above cloud base  

Accordingly, results of all flights combined 
together indicate that in these volumes 
droplet mass depends inversely on droplet 
concentration as in adiabatic parcels 
ascending from cloud base with different 
droplet concentrations. Thus, among a great 
number of diluted air volumes, there are 
slightly diluted volumes that indicate the 
behavior typical of adiabatic parcels 
ascending from cloud base. Based on these 
results, one may characterize three different 



regimes in the data, one with highly polluted 

pre-monsoon cases with 
3

vr < 500 
3m , the 

polluted and the relatively clean cases with 

higher 
3

vr .                             

3

vr  
Figure 2.  Relationship between cloud droplet 
number concentration (CDNC) and mean 
volume radius of highly polluted, polluted and 
less polluted conditions (legend shows date 
mm-dd) under conditions of ADF >0.7 %, 
excluding cloud base  to 1 km above cloud 
base observations. 
 

Figure 3 illustrates the relationship 
between the concentration of small (diameter 
less than 20 µm) droplets  and the minimal 
diameter of 10 largest droplets (D10) as 
measured at the tail of DSD. All cloud base 
data has been screened out from this analysis. 
The color map used is for the ADF. Figure 
shows different types of clouds, in the top panel 
premonsoon polluted, transition to monsoon 
observed in the Peninsular India. On the 
bottom panel, observations from the Himalayan 
foothills region with premonsoon cloud, 
transition to monsoon are presented. Several 
points may be noted; D10 and concentration of 
small droplets is high in the cloud volumes with 
high ADF. It may be noted that the DSDs in 
slightly diluted parcels contain larger number of 
smallest cloud droplets and have high D10 
(large droplets at the tail of DSD).  It is 
reasonable to assume that dilution (low 
adiabatic fraction; ADF) decreases 
concentration of small droplets by evaporation, 

which is prevalent in both the premonsoon and 
monsoon clouds. The decrease in 
concentration is not taking place in all cases, 
but in general, dilution is accompanied by 
decrease in concentration. It may also be noted 
that maximum dilution corresponds to minimum 
droplet concentration. For instance, in 
premonsoon case (Figure 3d), all parcels with 
CDNC <500 cm-3 are diluted.  It is reasonable 
to suppose that the minimum diameter of 10 
largest drops characterizes the tail of largest 
droplets. The larger the minimum diameter, the 
longer the tail. Figure 3c (monsoon) shows that 
DSD in parcels with very low concentrations 
contain only large droplets: indeed if CDNC 
=10 cm-3, all drops are large. These droplets 
may fall down by sedimentation like drizzle fall 
below cloud base through much diluted air. 

 

 

Figure 3. The relationship between minimum 
diameter of the 10 largest droplets in the DSD 
as measured in situ in premonsoon (a; 16 
June), transition (b; 21 June), monsoon (c; 22 
June), highly polluted premonsoon (d; 24 
May), polluted monsoon (e; 23 August) and 
clean monsoon (f; 25 August) . Color scale 
indicates value of adiabatic fraction: blue 
circles indicate low diluted volumes; red 
circles indicate highly diluted volumes. 
 

 
At higher droplet concentration DSD are 

narrower and D10 is small as the tail is 
shorter. Diluted volumes do not contain large 
drops. The tail is the largest (i.e. DSD has a 
long tail)  only in weakly diluted volumes 
(50%) or even 90% of adiabatic value. So, 



one can expect that the first raindrops form in 
these non-diluted parcels. For instance, at 
concentration of about 80 cm-3, the largest 
droplets exceed 40 µm in diameter. It seems 
to be natural that the  increase in 
concentration to 700 cm-3 (in non-diluted 
volumes)  leads to the decrease in the size of 
the largest droplets to 20-25 µm in diameter. 
Low concentration means strong dilution and 
evaporation of droplets. As a result, maximum 
droplet diameters in diluted parcels are low. 
Non-diluted cloudy volumes (close to 
adiabatic ones) have larger LWC and no 
evaporation of droplets takes place. It leads to 
the fact that namely in these parcels  droplets 
reach larger radii. 

 
We used 2-D Hebrew University Cloud 

Model (HUCM) with grid spacing of 50 m to 
simulate deep mixed-phase convective clouds 
with characteristics similar to those in 

CAIPEEX 22 June. The model microphysics 

is based on equation system for size 
distribution functions for water drops, three 
types of ice crystals, aggregates, graupel and 
hail. Each size distribution is defined on mass 
grid containing 43 bins with doubling mass 
from one bin to the next one. Size distribution 
of aerosols (CCN) contains 43 bins with 
maximum radius of dry CCN of 2 m .  

Turbulence is characterized by values of 
dissipation rate and the Taylor microscale 
Reynolds number. These parameters are 
calculated in course of model integration. 
Using these parameters, look-up tables of 
turbulent induced collision enhancement 
factors are applied to take into account effect 
of turbulence on collisions of cloud droplets. 
The detailed description of the model is 
presented in Benmoshe et al (2012). 

 
   Figure 4 shows fields of CWC, RWC, 

dissipation rate and mean volume radius near 
the top of developing convective cloud. Zone 
of cloud top contains three turrets. The mean 

volume radius reaches 9 m  in tops of the 

bubbles. Effective radius is equal to 9.8 m  

at this height, which is in agreement with the 
observations in premonsoon clouds (Prahba 

et al 2011). Note that ratio / 1.08 1.1eff vr r    

in the model simulations coincides with the 

result of analysis of in-situ measurements 
Figure 4. Fields of CWC, RWC, dissipation 
rate and mean volume radius near the top of 
the developing convective cloud simulated 
using HUCM. 

 
 

 (Freud and Rosenfeld 2011). Supplemental 
simulations of deep convective clouds under 
different aerosol conditions showed that this 
relationship between mean volume and 
effective radius is valid in deep cumulus 
clouds under wide range of aerosol loading. 

First raindrops form near the top of 
decaying bubble B where high LWC is 
accompanied by enhanced turbulence. This 
result agrees well with that reported by 
Benmoshe et al (2012) where the formation of 
first rain drops in turbulent clouds was 
investigated in detail. Analysis of the structure 
of turrets shows that at the developing stage 
the turrets contain slightly diluted cores with 

LWC of ~3.5-4  
3gm
 in the tops of these 

cores which reasonably agrees with the 
observations. In Fig. 4 turret A is developing, 
while turret B is decaying. The analysis of the 
history of formation and evolution of bubbles 
A, B and C shows that all bubbles begin 
developing from the same stream that starts 
developing from the cloud base. This stream 
then is separated giving raise to formation of 



different bubbles (plumes, jets). The existence 
of the common source leads to the effect that 
in each bubble (especially near top of the 
ascending bubbles) contains large CWC 
comparatively close to adiabatic value. Bubble 
B develops first and the first raindrops are 
produced in the top of this bubble.  First 
raindrops form in slightly diluted core near the 
top of developing turret A few minutes later 
(not shown) . After forming near cloud top, first 
rain drops spread along the edges of the 
bubbles where downdrafts take place. Thus, 
numerical simulations show that first raindrops 
form in slightly diluted zones near tops of 
turrets where turbulence is most intense and 
CWC is maximum. Since these zones are 
diluted only slightly, the drop concentration in 
these zones is larger than in the adjacent 
zones with lower CWC, but with the same 
mean volume or effective radii.  
   

The value of mean radius (or effective 
radius) alone cannot determine the rain drop 
formation. Indeed, at low cloud water content 
(CWC) and low droplet concentrations 
formation of raindrops by collisions is hardly 
possible. Thus, the formation of drop size 

distribution with  effr  (or vr ) equal or 

exceeding their threshold values is 
necessary, but not a sufficient condition for 
raindrop formation. As shown by Freud and 
Rosenfeld (2011) collision kernel is 

proportional to 
4.8

effr . As follows from the 

stochastic collision equation, the collision rate 
is proportional to the product of collision 
kernel and square of droplet concentration. 

Taking into account that effr  is nearly constant 

along the horizontal traverses (i.e. collision 
kernel is nearly the same), is natural to 
assume that efficient collisions with the first 
rain drops formation take place in air volumes 
with the maximum droplet concentration,  i.e. 
with maximum CWC. Note that the role of 
CWC in rain formation is well recognized and 
used in many bulk parameterization schemes, 
where the rate of rain drop formation is 
proportional to CWC (e.g., Kessler 1969). 
This assumption means that first raindrops 

should form in the undiluted or slightly diluted 
volumes. 

First raindrops form in a comparatively 
small number of "lucky" cloudy volumes 
(illustrated in Figure 3 from observations), 
several questions concerning the role of 
entrainment and mixing between cloudy and 
environment air should be addressed. Indeed, 
Figures 3 indicate that in the cloud 
experiencing mixing with environment, the 
largest droplets form in parcels with higher 
droplet concentration, which contradicts to the 
classical concept of aerosol effects on 
raindrop formation. The "classical" 
dependence of raindrop formation on aerosol 
concentration can be seen only by 
comparison of DSDs between undiluted (or 
between slightly diluted) volumes.  The 
obvious validity of classical concept means 
that mixing and entrainment play, supposedly, 
a secondary role in the formation of first 
raindrops. 
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Abstract: Cloud Aerosol and Precipitation 
Enhancement Experiment was conducted 
during 2009-2011 over the Indian 
subcontinent. Instrumented aircraft 
observations of cloud microphysics inside 
shallow and deep continental cumuli were 
conducted over different regions and with 
varying aerosol pollution. Significant 
downdrafts (with velocities exceeding 10 ms-
1) were found to be a common feature of the 
deep convective clouds. The drop spectrum 
evolution in the monsoon clouds showed 
characteristics of well mixed conditions with 
lower adiabatic fraction compared to the 
premonsoon conditions. There are less 
mixed regions, close to adiabatic regions 
inside these monsoon clouds, which showed 
small droplets and bimodal spectra. The drop 
spectrum evolution in these regions is 
investigated with the help of quasi-steady 
supersaturation. Liquid water within these 
clouds was highly variable at any specific 
level. 

Droplet size distributions in updrafts and 
downdrafts are compared. Droplets in the 
downdraft regions were found to be larger 
than those in the updraft regions. Among the 
possible mechanisms are: drop collisions 
and preferable settling of raindrops in cloud 
downdrafts. Another mechanism can be 
related to non-reversibility of 
diffusion/evaporation process during cloud 
volumes oscillation as suggested 
theoretically by Pinsky et al (2011). 

Introduction: Typically, drop spectrum 
distribution (DSD) broadening has been 
explained by incloud nucleation. Mixing with 
environment was usually considered as the 
mechanism of decreasing droplet 

concentration. But in principle, it can lead to 
appearance of small droplets as a result of 
partial evaporation. The vertical oscillations 
represent another mechanism of DSD 
formation. Several of the seminal writings of 
Telford (Telford 1999; Telford and Chai, 
1980; Telford and Wagner 1980; Telford and 
Wagner 1981; Telford et al., 1984) illustrated 
that such oscillations exist and considered 
those oscillations as a very important 
mechanism of DSD broadening. In these 
studies This mechanism was argued to be 
much more efficient as regards DSD 
broadening than "inhomogeneous" mixing.  
However, Telford supposed that air in 
downdrafts begins its sinking from cloud top 
with dry conditions above. According to 
Telford, the mixing and evaporation of 
droplets penetrated from the lateral 
boundaries to dry descending air lead to 
cooling and to further acceleration 
downward. 

Telford and Wagner (1980) showed how 
mixing of  dry air from cloud top may lead to 
oscillations inside the cloud through  ‘cycling 
of the air up and down in the cloud’, leading 
to depletion of cloud liquid water mixing ratio 
as droplets of all sizes are influenced. They 
proposed that mechanism can further lead to 
the formation of large drops as the particles 
ascent in the updrafts.  The changes in the 
DSD in such a case are less influenced by 
CCN, where they say that ‘maritime like DSD 
form in the continental cumuli’.  We analyze 
two different deep convective clouds 
observed during the monsoon conditions 
with contrasting CCN concentrations and 
moisture conditions.  
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Data and methods: The unique cloud 
microphysical observations of continental 
deep convective clouds over the Indian 
subcontinent during the Cloud Aerosol 
Interaction and Precipitation Enhancement 
Experiment (CAIPEEX) are used in this 
study. CAIPEEX was conducted in two 
phases during 2009-2011. The experiment 
mainly focused the continental clouds during 
the monsoon season (June to September). 
Instruments and other details are presented 
by Prabha et al (2011) and Kulkarni et al 
(2012). The cloud droplet probe (CDP; 
Droplet Measurement Technologies DMT)  
were used for cloud droplet size distributions  
in 30 bins between 2  and 50 µm,  and  
derived parameters include liquid water 
content (LWC), droplet effective radius, cloud 
droplet number concentrations (CDNC), etc. 
Aircraft Integrated Meteorological 
Measurement System (AIMMS) is used to 
register air temperature, relative humidity, 
and winds. Cloud condensation nuclei (CCN) 
concentration using DMT CCN counter (at 
0.2, 0.4 and 0.6 % supersaturation cycles) 
and aerosol concentration with DMT Passive 
Cavity Aerosol Spectrometer Probe (PCASP) 
were also measured. Supersaturation inside 
the cloud is not directly measured. We found 
quasi-steady supersaturation based on 
Squires (1952) and Korolev and Mazin 
(2003) in the horizontal cloud passes at 
several heights to illustrate the associated 
changes in the drop size distributions.  

Case studies: Cloud microphysics and 
AIMMS data during both ascent and descent 
through single deep convective clouds on 
horizontal transect at different heights are 
used for the present analysis.  Two different 
cases from monsoon are considered, where 
22nd June is a case from peninsular India 
after the monsoon onset over that region and 
25th August case is over the Ganges Valley 
during the monsoon. The cloud base for 22nd 
June is 1950 m and for 25th August is 730 m. 
The cloud base droplet number 
concentration is 64±45 and 232±180 cm-3 
and subcloud CCN concentration at 0.4% 
supersaturation is 469±133 and 2252±882 
cm-3 respectively for the June and August 

case. The CCN estimated from the observed 
CCN spectra at 1% supersaturation for the 
two cases are 1655 and 4668 cm-3 and slope 
of CCN spectra (k parameter in the relation 
NCCN=NoS

k) are 1.028 and 0.57. Both cases 
have moist and polluted boundary layer. The 
boundary layer water vapor mixing ratio was 
13.5 gkg-1 and 20 gkg-1, respectively for the 
two cases. Both cases are characterized by 
large-scale moisture transport associated 
with the monsoon flow over the region. 
Precipitable water in the 22nd June case is 
4.4 cm and for 25th August is 5 cm.  

Results  
 
Vertical velocity and adiabatic fraction: In 
Figure 1 we examine the near horizontal 
cloud passes at different heights in two of the 
monsoon clouds discussed earlier. Vertical 
velocity (Figure 1a color contour) for 22nd 
June shows that there are alternating regions 
in the cloud pass with updrafts and 
downdrafts which mimic the oscillatory 
nature described in Telford and Wagner 
(1980). This is seen throughout the cloud 
body, while the downdrafts are noted at the 
cloud top, they became stronger (up to -12 
ms-1) in the middle part of the cloud at 4.7 km 
(-1oC). It is to be noted that updrafts are 
weaker than the downdrafts, more so for the 
adiabatic regions of the cloud. In the warm 
part of the cloud, updrafts and downdrafts 
are of similar magnitude in a horizontal 
transect (see for example in Figure 1a  at  
3.7 km). The downdrafts are also noted 
down to 2.4 km, but the origin of these 
downdrafts could not discerned.  More 
adiabatic region (indicated by adiabatic 
fraction (ADF); contour line in Figure 1a) of 
the cloud is close to the centerline. The liquid 
water content in this region exceeded 2 gm-3 
and effective radius was above 13 µm 
(Figure 2a).   
 

In Figure 1b, the vertical velocity (with color 
contours) and ADF (contour line) for the 25 
August case is presented. The downdrafts 
are not widespread in this case and are seen 
especially in the cold regions of the cloud.  
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Figure 1. Incloud vertical velocity along horizontal cloud pass lengths inside monsoon cloud of 
22nd June over peninsular India (a) and 25th August 2009 (b) over Ganges valley and quasi-
steady supersaturation (c and d respectively) at different heights. Vertical (dash-dotted) line is 
approximate center of the cloud penetration. In (a) and (b), color contours are vertical velocity 
and black contour lines are adiabatic fraction (ADF). In (c) and (d) color contours are 
supersatuation and contour lines are for small droplet number concentration (<20 µm).  

Aerosol effects seem to dominate in the 
warm region of the cloud with higher droplet 
concentrations. Updrafts dominate in the 
warm regions (2.1-4.3 km except for a few 
occasions below 2.1 km). The downdrafts 
are prevalent in the upper part of the cloud, 
also they are more concentrated in the 
adiabatic regions of the cloud.  Unlike in the 

22nd June case, the cloud is slightly more 
diluted and the gradient in ADF is not strong 
at the boundaries. The lowest 3.9 km is more 
adiabatic than the 22nd June case. The cloud 
base is shallow and high concentration of 
large droplets is formed at a low level, 
leading to the increase in the LWC (Figure 
2b).   The high aerosol/CCN concentration in  
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Figure 2 Cloud droplet effective radius (in color contours) and  Liquid water content (in contour 
line) are indicated for 22nd June (a) and 25th August (b) case.   

 

this case explains higher droplet 
concentrations; meanwhile the depth of the 
layer where larger droplets are observed is 
also related high moisture content in the 
boundary layer and to the low cloud base.     

Quasi-steady supersaturation and small 
droplet number concentration: The quasi-
steady supersaturation (color contour) and 
the number concentration of small droplets 
(contour line) showed in Figure 1c and 1d for 
22nd June and 25 August indicates high 
concentration of small droplets in the 
supersaturated regions. In the 22nd June 
case, it may be noted especially at 3.7 km (6 
oC) and 5.8 km (-6 oC) levels, indicating the 
incloud nucleation as illustrated in Prabha et 
al (2011).  In the 25th August case, high 
supersaturation is more wide spread and that 
may also indicate isolated peaks in small 
droplet concentration at several places close 
to the center of cloud penetrations.   
 

Large droplet concentration and drop 
diameter of DSD peak: Largest droplets are 
noted in more adiabatic regions of the cloud 
(Figure 3). This is in contrast to the findings 
of Blyth and Lantham (1985). They showed 

from aircraft observations that ‘breadth of the 
DSD and the size of largest droplets in the 
spectrum were not systematically related to 
the degree of dilution’. We note that 
concentration of largest droplets (Figure 3a 
for 22nd June and Figure 3b for 25 July case) 
indeed occur at locations where adiabatic 
fraction is high (Figure 1a and Figure 1b 
contour lines) for respective cases. This 
indicated that external dry air mixing did not 
affect the growth of cloud droplets in these 
clouds significantly. The entrainment mixing 
of dry air was pertained to the cloud lateral 
boundaries, where there are strong gradients 
in the ADF.  

What mechanisms give rise to high 
concentrations of large droplets in the 
almost adiabatic supersaturated as well 
as subsaturated regions (negative 
supersaturation)? First probable 
mechanism is collisions of droplets in 
updrafts and successive downdrafts in the 
course of oscillations. Such mechanism was 
analyzed by Magaritz et al (2009, 2010) in 
parcel oscillations in stratocumulus clouds. 
 Second possible mechanism is related to 
process of diffusion growth/evaporation in  
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Figure 3 The concentration of cloud droplets in the 27-49 µm bins (in color contours) and the 
drop size in DSD peak (in contour line) are indicated for 22nd June (a) and 25th August (b) case.   

oscillating adiabatic parcels. Pinsky et al 
(2011) showed that in vertically oscillating 
adiabatic parcels drop size during 
subsidence is a few m  larger than at the 

ascending branch of parcel track. The 
difference in drop size increases with 
increase in the difference in vertical 
velocities and  toward the cloud base. 
Korolev et al (2012) showed that incloud 
mixing between DSD in descending and 
ascending branches may lead to efficient 
formation of large droplets. DSDs measured 
in updrafts and downdrafts at 5.4 km from 
22nd June are shown in Figure 4. 

Figure 4 shows a sample of horizontal flight 
pass through the convective cloud at 2 km 
above cloud base. The vertical velocity 
sampled with AIMMS probe at 1 Hz sampling 
interval, temperature, CDP effective radius 
and estimated quasi-steady supersaturation 
are shown. Droplet spectrum distribution 
(DSD) is also shown for the selected periods 
of updrafts and downdrafts. The DSD in the 
downdrafts show a bimodal distribution with 
8 and 30 µm peaks. In the updraft region all 
sized droplets are noted between this bins 
showed higher droplet concentration 
compared to those in the downdrafts.  

Note first that DSDs in updrafts and in 
downdrafts are quite similar. In both zones 

the DSD peaks are located at drop diameter 
of 31 m  (see also Figure 3a). In both zones 

CWC is linearly proportional to droplet 
concentration (Figure 5). Low statistics does 
not allow distinguishing the slopes in the 
relationships in updrafts and downdrafts. It 
seems that DSD in downdrafts contains 
larger mass of largest droplets. Figures 4 
and 5 show that volumes with lower rate of 
dilution (i.e. larger droplet concentration) 
have larger LWC. The DSDs in such slightly 
diluted volumes are favorable for rain drop 
formation. The similarity of DSD shapes in 
updrafts and downdrafts and a similar rate of 
dilution (adiabatic fraction) (seen also from 
similarity of mean volume radii) suggests that 
the observed oscillations are incloud ones, 
so that downdrafts do not contain extra 
environment air as compared to updrafts. 

The main difference in the DSD shapes in 
updrafts and downdrafts is in size range of 
small droplets. DSD in the updraft region 
contain a lot of small droplets forming, 
probably, due to incloud nucleation (see 
Prabha et al 2011 for more detail). Diffusion 
growth leading to faster growth of smaller 
droplets leads to formation of long smoothed 
tail in small droplet size range.  The updraft 
region may also contribute some droplets 
that are freshly nucleated. While in the 
downdrafts there appears to be partial/total 
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evaporation of droplets that leads to 
formation of peak with radius lower than 20 

m . These droplets can be just haze 

particles. The effective radius changed very 
little (small increase) in these downdraft 

regions. One important aspect to note that 
large (27-49 µm bins) droplet concentration 
increased in this region (see Figure 3a), 
indicating that large-large droplet collisions 
were more important.  
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Figure 4. The variation of vertical velocity, quasi-steady supersaturation, temperature and 
effective radius during a horizontal pass at 5.4 km. The drop spectrum distribution (DSD) in the 
updraft and downdraft regions are shown on the right. The time, flight altitude, droplet 
concentration, LWC, effective radius, vertical velocity, the quasi-steady supersaturation, 
temperature (oC) and relative humidity (%) along aircraft traverses are presented in the right 
panel. 
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Figure 5.  Relationships between LWC and 
concentration in updraft (black line) and 
downdrafts (red line). 

Discussion and Conclusions 

The unique measurements performed during 
the CAIPEEX allowed answer several 
important longstanding questions and to find 
new features in microphysical and dynamical 
structure of in deep convective clouds. 

First, it was found that such clouds contain 
cores in which cloudy air is diluted only 
slightly. It was found that namely in these 
slightly diluted volumes contain the widest 
DSD with the largest LWC and droplet 
concentration.  

Second, it was found that deep convective 
cloud  contains zones of cloud downdrafts 
with air velocities that can exceed those in 
updrafts. These downdrafts were observed 
all over the clouds including the cloud core. 
Significant similarity in DSDs in updrafts and 
downdrafts was revealed. These DSDs are 
centered at the same drop size, in both 

zones LWC and droplet concentration are 
linearly related; and slopes of these 
relationships are close. The rates of dilution 
(adiabatic fraction) are also similar. DSDs in 
downdrafts contain, possibly, little more large 
droplets that can be explained by droplet 
collisions and by the non-reversibility of 
diffusion growth and evaporation in 
oscillating air volumes. Such similarity in 
DSDs allows us to suggest that downdrafts 
represent part of process of vertical 
oscillations of large air masses within clouds. 
Similar adiabatic fractions in updrafts and 
downdrafts suggest that downdrafts do not 
involve more surrounding air via entrainment 
than updrafts. This finding does not agree 
with the concept of downdraft formation 
proposed by Telford who assumed that 
downdrafts arise as a result of evaporation of 
droplets penetrating dry air volumes 
entrained the cloud through the cloud top. 
Mechanisms leading to downdrafts observed 
in the CAIPEEX require further investigation.  

The role of downdrafts in the DSD 
broadening also requires special 
investigation. One can expect that 
downdrafts transport large drops toward 
cloud base. In case these downdrafts are 
replaced by updrafts, the large droplets will 
continue to grow, contributing to rain 
formation, and supposedly to formation of 
graupel. In studies by Telford important role 
of oscillations in clouds for rain formation 
was stressed.  

Note also that downdrafts decrease the 
cloud averaged vertical mass flux. It is well 
known that mass flux in clouds is the main 
parameter to be calculated in the schemes of 
convection parameterization. It seems that 
dynamical and microphysical effects of 
downdrafts should be taken into account in 
cloud and large scale models. 
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Abstract: Aerosol and cloud microphysical 
observations were conducted during the 
Cloud Aerosol and Precipitation 
Enhancement experiment (CAIPEEX) over 
the Indian subcontinent. The observations 
characterized highly polluted to clean aerosol 
regimes during the premonsoon dry 
conditions to moist monsoon conditions. 
These observations give a unique opportunity 
to investigate the role of pollution and 
humidity on the droplet spectral 
characteristics. A classification of data is 
carried out with the help of aerosol/cloud 
condensation nuclei concentration and water 
vapor mixing ratio in the boundary layer. 
Vertical variation of droplet concentration, 
liquid water content, spectral width and mean 
radius in widely varying pollution and 
thermodynamic environments during 
CAIPEEX is studied.  

It is noted that droplet spectra in the 
supercontinental dry conditions was narrow 
with much less variation in the spectral width. 
However, as the monsoon progressed, both 
the mean radius and the spectral width 
increased. Recently several studies illustrate 
that increasing aerosols decreased 
precipitation in the dry environments, while in 
the moist environments; there was increase in 
precipitation and precipitation intensity. 
CAIPEEX results illustrate that monsoon 
clouds are ‘marine like’, however influenced 
by continental aerosols. Most revealing result 
is illustrated with an investigation on the effect 
of mixing and how the vertical variation of 
different cloud microphysical parameters is 

influenced for different cloud types in different 
aerosol regimes. 

Introduction: Cloud Aerosol Interaction and 
Precipitation Enhancement Experiment 
(CAIPEEX) was the first campaign in India, 
focusing on the microphysics of premonsoon 
and monsoon clouds. An instrumented 
research aircraft was used in two phases 
during 2009-2011 monsoon seasons to 
document the aerosol and cloud microphysics 
with approximately 640 hours of in situ data. 
Details of the experiment and data and 
instruments can be found in (Prabha et al., 
2011, Kulkarni et al., 2012, Nair et al., 2012) 
and at http://www.tropmet.res.in/~caipeex/ 

 

Figure 1. CAIPEEX Phase I flights used in 
this study. 
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In Phase I (2009), main observations over 
several places in India (Figure1) focused 
characterization of different cloud types and 
their microphysics and aerosol environments. 
During Phase II (2010-2011) data was 
collected from in the Peninsular India mainly 
investigating the continental clouds over the 
semi-arid, rain shadow region. Cloud 
microphysics observations of deep convective 
clouds up to 6 km above cloud base were 
carried out. These are unique continental 
cloud observations in the aerosol laden 
tropical land area. Data used in this study are 
from the premonsoon dry conditions to the 
moist monsoon conditions.  

Results 

An overview of observations during 2009 is 
presented in Figure 1. The boundary layer v 
component velocity is used as a measure of 
continental or maritime airmass. During the 
monsoon, strong positive v component is 
associated with moisture transport from 
Arabian Sea. The modification of airmass 
characteristics occur mainly from the northern 
continental air intrusions which are associated 
with negative v component. The boundary 
layer aerosol concentration showed a strong 
relationship with v velocity. The relative 
dispersion (ratio of spectral width and mean 
radius) 1 km above cloud base is shown in 
Figure 2b. Relative dispersion is used to 
make comparison between different cases as 
a normalized variable. Relative dispersion 
showed a strong dependence on the airmass 
characteristics. The spectral width and mean 
radius has a more complex relation with the 
airmass characteristics. The high relative 
dispersion are associated with maritime like 
observations and lower relative dispersion 
correspond to the cases that have a 
continental origin, which have low spectral 
width and mean radius.  

The derived maximum reflectivity (dbZ) and 
average rain rate (mm/hour) are used to 
investigate the precipitation relationship with 
aerosols or moisture content in the boundary 
layer. It may be noted that the high aerosol 

dry regime is associated with widely varying 
maximum reflectivity and low rain rates.  
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Figure 2. The relationship between the mixed 
layer v component of velocity and aerosol and 
cloud droplet number concentration (a), v 
component of velocity with relative dispersion 
(b, color is spectral width in µm and size of 
symbol is mean radius both at 1 km above 
cloud base). The relationship of maximum 
reflectivity with aerosol concentration (c) with 
boundary layer water vapor (d). The rain rate 
is shown in color and mean radius at 1 km 
above cloud base shown with size of 
symbols.  
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Figure 3. Vertical variation of relative 
dispersion for cloud observations of 
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premonsoon dry conditions (a), wet monsoon 
conditions (b), and coastal clouds during 
monsoon (c) and active monsoon conditions 
over land with intermediate level aerosols and 
water vapor content (d) 

Wet, high aerosol regime showed higher (>25 
dbZ) reflectivity and less rain rate. Clean wet 
conditions corresponding to marine and wet 
monsoon conditions have reflectivity >30 
dbZ.The observations are classified to four 
categories depending on the moisture and 
aerosol conditions.  

Miles et al (2000) gives a comprehensive list 
of droplet dispersion in marine and 
continental clouds, but no such observations 
in the continental cumulus/deep convective 
clouds were available except for a few cases 
from Gulf of Mexico Atmospheric Composition 
and Climate Study (GoMACCS) (Lu et al 
2008) and the Large-Scale Biosphere-
Armosphere Experiment in Amazonia (LBA) 
experiment (Andrea  et al.,). Figure 3 shows 
vertical variation of relative dispersion in 
different classifications as pre-monsoon (a), 
monsoon wet conditions (b), coastal clouds 
during the monsoon (c) and active monsoon 
over land (d). Deep convective clouds up to a 
height of 6-7 km above the cloud base are 
presented. Relative dispersion (found from 
cloud droplet probe for 3-50 µm) was 
averaged at every 100 m height intervals and 
the standard deviation at each level is 
presented with error bars.  In the premonsoon 
dry conditions, typical behavior of relative 
dispersion is maximum near the cloud base 
and a gradual decrease in relative dispersion 
with height is noted. A few cases show near 
constant values of relative dispersion beyond 
1.5 km above cloud base.  
 
In the monsoon clouds (Figure 3b) with wet 
conditions, the relative dispersion is much 
higher and varies significantly with height. It is 
interesting to note that the relative dispersion 
increases at higher levels in the deep 
convective clouds. This is attributed to 
increase in the spectral width and a relatively 
less change in the mean radius at those 

locations. The spectral broadening is 
explained with various processes and the 
incloud nucleation and droplet evaporation 
seem to be important in contributing to higher 
spectral width and the relative dispersion 
(Prabha et al., 2011). However, higher 
relative dispersion in these monsoon 
conditions at very low levels (1 km above 
cloud base) is notable. This could also be 
attributed to the initiation of collision 
coalescence at lower elevations in the cleaner 
monsoon clouds. Phase II observations 
during 2010-2011 constituted multiple cloud 
droplet probes and provide unique opportunity 
to study the collision coalescence processes 
in monsoon clouds. A sample of particle size 
distribution is presented in Figure 4 from 
different probes.  
 
  

 
Figure 4. Droplet size distribution observed in 
a warm region of monsoon cloud at 3.7 km 
layer showing spectral broadening and 
precipitation formation within 1 km of the 
cloud base.   
 
In the coastal (marine line) cloud observations 
(Figure 3c), more variations in the relative 
dispersion is noted at any specific level. Over 
the land during active monsoon, relative 
dispersion varies between 0.3 and 0.4 and it 
showed a slight increase with height or near 
constant values.  
 
 A strong negative correlation (-0.87) between 
water vapor mixing ratio in the boundary layer 
and adiabatic fraction (Figure 5a) is noted. 
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This showed that under highly moist 
conditions, clouds are well mixed and dry 
conditions they are mode adiabatic.  There is 
some exceptions to these effects for clouds 
growing in highly polluted and moist 
environment. 
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Figure 5. Dependence of adiabatic fraction 
and water vapor mixing ratio (a) number 
concentration of aerosol particles, cloud 
droplets, relative dispersion (b)   
 
Figure 5b shows the dependence of various 
parameters and adiabatic fraction. It may be 
noted that less polluted clouds are highly 
mixed compared to the polluted clouds. This 
dependence is more due to strong 
relationship with the moisture content than the 
aerosol effect. The Phase II observations (not 
presented here) reconfirm these inferences. 
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Aerosol emissions impact the formation of cir-
rus and mixed phase clouds by modifying the
background concentration of ice nuclei (IN). In
this work a new cloud microphysics scheme,
including a novel ice nucleation framework, is
implemented within the NASA Goddard Earth
Observing System (GEOS-5) to study the ef-
fects of ice nuclei emissions on the global cli-
mate.

GEOS-5 is a state-of-the-art Earth system
model regularly used for decadal predictions
of climate, field campaign support, satellite
data assimilation, and weather forecast [1]. In
its current configuration GEOS-5 is capable of
running at spatial resolutions as high as 3 km
[2]. Recently a new microphysics cloud scheme
[3, 4] has been implemented in GEOS-5 to ac-
count for the effects of aerosol-cloud interac-
tions on climate. The new scheme links cloud
properties (i.e., cloud particle number and
effective size, condensate amount and cloud
fraction) to formation conditions and aerosol
characteristics using a two-moment (mass and
number) approach and state-of-the-art aerosol

∗Correspodence to: donifan.o.barahona@nasa.gov

activation and ice crystal formation parameter-
izations [5]. Activation of cloud condensation
nuclei (CCN) is described using an analytical,
physically-based parameterization [6]. Aerosol
emissions and transport are modeled using the
GOCART aerosol model [7]. Sea-salt, sulfate
and organics are assumed to be CCN active.

1 ICE NUCLEATION FRAME-

WORK

Along with the new microphysics and CCN
activation schemes, a new physically-based
ice nucleation framework was implemented in
GEOS-5 [8, 9]. This scheme predicts the for-
mation of ice crystals from homogeneous and
heterogeneous ice nucleation accounting for
subgrid scale dynamics, aerosol abundance and
composition. Heterogeneous ice nucleation is
described using the ice nucleation spectrum,
which describes the formation of ice crystals by
immersion, deliquesced-heterogeneous freezing
(DHF), and deposition modes, and accounts
for particle surface area and composition (and
their variability across the aerosol population),
droplet volume, supersaturation and tempera-



ture.
Theoretical prediction of the ice nucleation

spectrum from physical principles is typically
challenging. Thus, empirical and semiempir-
ical correlations that represent the main fac-
tors defining the ice crystal concentration are
often used [9, 10, 11, 12]. This approach ne-
glects the variability in ice nucleation proper-
ties within single aerosol species. Here a dif-
ferent, physically-based route is taken based on
the ice nucleation probability dispersion theory
[5]. Rather than trying to find the distribution
of surface-specific properties like contact angle
and active site density in an aerosol popula-
tion, the theory defines an ice nucleation prob-
ability dispersion function (NPDF) describing
the deviation in the number of ice germs per
particle from the average of the population.
The ice crystal concentration, Nc, is then

given by

Nc =
NT∑

i=1

Na,i

MT∑

k=1

αi,k [1−Ni,k(ϕ̄i,k, σϕi,k)]

(1)
where Na is the aerosol number concentration,
N (ϕ̄, σϕ) the Laplace transform of the NPDF,
ϕ̄, is the average number of ice germs per par-
ticle and, σϕ, the ice nucleation dispersion co-
efficient in the population. The subscripts i

and k indicate the i-th aerosol population and
k-th nucleation mode, respectively. The factor
αi,k is used to discriminate between ice nucle-
ation modes. For example, above water satura-
tion only immersion freezing is considered and
αi,imm = 1, and αi,dep = αi,dhf = 0. For water
subsaturated regimes αi,imm = 0 and a linear
RH ramp is used to determine αi,dep and αi,dhf ,
i.e., at low RH deposition dominates whereas
for RH→ 100%, αi,dhf → 1. N (ϕ̄, σϕ) typ-
ically follows a error function [5], however if
more than one mechanism is involved in ice
nucleation it may be a compositition of several
functions. ϕ̄ is calculated following classical

Figure 1: Spatial distribution (weighted by cloud
fraction) of immersion IN from the GEOS-5 model

nucleation theory,

ϕ̄i,k = Jhet,i,kτnucsp,i (2)

where Jhet is the heterogeneous nucleation rate
coefficient calculated at the mean aerosol prop-
erties, sp the particle mean surface area, and
τnuc the nucleation timescale [5]. The new
scheme is applied to describe ice nucleation on
dust and soot IN for cirrus and mixed-phase
regimes. The dispersion coefficients for each
population and ice nucleation mode are ob-
tained fitting laboratory and literature data.

2 RESULTS AND CONCLUSIONS

GEOS-5 was run for five years using a spatial
resolution of 2◦ by 2.5◦ to assess the impact
of dust and black carbon IN emissions on the
formation of cirrus and mixed-phase clouds. It
was found that in the cirrus regime dust IN
emissions acting in the deposition mode domi-



nate ice crystal production in the midlatitudes
of the Northern Hemisphere. In the Tropical
regions soot deposition IN significantly affect
the cirrus ice crystal concentration. At mixed-
phase levels in the Northern Hemisphere soot
and dust IN equally affect the freezing of cloud
droplets. In fact, soot emissions make about
50% of the total immersion IN in the Trop-
ics. The nucleation spectrum of soot however
indicates that only a minor fraction of soot
particles (below 1 in a 1000) freeze at mixed-
phase levels but increases for lower tempera-
ture. This shows the importance of account-
ing for variability in ice nucleation properties
within atmospheric models.

The effects of soot IN emissions on precipi-
tation were also analyzed. Reducing soot emis-
sions by 50% resulted in an increase in super-
cooled cloud fraction and a slight increase in
precipitation due to increased accretion rates.
The largest absolute change in precipitation
occurred around the ITCZ likely from changes
in global circulation brought about by changes
in latent heat released at the mixed-phase lev-
els. In a relative sense, precipitation near the
source regions, i.e., North and South America,
south east Asia and north Africa, was strongly
affected. These changes resulted mostly from
reduction in immersion freezing IN indicating
that a physically-based treatment of ice nucle-
ation variability may be required for reliable
prediction of aerosol effects on ice clouds and
climate.
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1. INTRODUCTION

Small cloud droplets grow efficiently by the dif-
fusion of water vapor. They are able to grow ef-
ficiently by gravitational collisions only after their
radius reaches a few tens of microns (Pruppacher
and Klett 1997). In general, it is difficult to ex-
plain the rapid growth of cloud droplets in the
size range from 15 to 50 µm in radius for which
neither the diffusional mechanism nor the gravita-
tional collision-coalescence mechanism is effective
(i.e. the condensation-coalescence bottleneck). An
open question is what drives the droplet growth
through the bottleneck size range. The onset of
drizzle-size drops (∼ 100 µm) is still poorly under-
stood, and this issue is regarded as one of unre-
solved problems of cloud physics. A related issue
is the discrepancy between the width of observed
and simulated size distributions of cloud droplets
(Brenguier and Chaumat 2001). Several mecha-
nisms have been proposed to explain the rapid de-
velopment of rain in shallow convective clouds, in-
cluding entrainment of dry environmental air into
the cloud, effects of giant aerosol particles, tur-
bulent fluctuations of the water vapor supersatu-
ration, and turbulent collision-coalescence (Prup-
pacher and Klett 1997; Xue et al. 2008).
Here we focus on the effects of air turbu-

lence on the growth of cloud droplets by collision-
coalescence. The central issue is the magnitude of
the enhancement of the gravitational collection ker-
nel due to the air turbulence, and whether the en-
hancement can significantly impact rain initiation.

2. TURBULENT ENHANCEMENT OF THE
COLLISION KERNEL

In this study, the impact of turbulent collisions
on warm rain initiation is evaluated by compar-
ing results obtained using the turbulent collec-
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tion kernel and the traditional gravitational ker-
nel. We apply the bin microphysics scheme as
described in Grabowski and Wang (2009) and
Grabowski et al. (2011) with 112 bins. Activation
of cloud droplets follows Twomey’s approach, see
Grabowski et al. (2011) for details. The concen-
tration of activated cloud droplets N is given by
N = NoS

b, where S is the supersaturation, and No

and b are prescribed parameters selected to rep-
resent pristine CCN conditions (cf. Grabowski et
al. 2011 and Wyszogrodzki et al. 2011).

The gravitational kernel without effects of turbu-
lence is given by:

Kij = Eg
ij π (ri + rj)

2 |vti − vtj | , (1)

where Eg
ij is the collision efficiency of droplets with

radii ri and rj in a quiescent background air, and vti
and vtj are their sedimentation (terminal) velocities.
The gravitational kernel applies tabulated collision
efficiencies given in Hall (1980) and terminal veloc-
ities of Beard (1976) as given by Pruppacher and
Klett (1997).

The turbulent collection kernel combines the
analytic parameterization of turbulent geometric
collection kernel of Ayala et al. (2008b) with
the collision-efficiency enhancement factor obtained
from a hybrid direct numerical simulation (Wang
et al. 2008). The turbulent collection kernel is ex-
pressed as

Kij = K0

ij Eg
ij ηE , (2)

where the turbulent geometric collection kernel K0

ij

is obtained when droplet-droplet local aerodynamic
interaction is not considered, in which case the dis-
turbance flows induced by other droplets are ex-
cluded when the motion of a given droplet is solved.
The collision efficiency of droplets in a quiescent
background air Eg

ij is the same as in (1). The ra-
tio of turbulent collision efficiency to Eg

ij is repre-
sented by the relative enhancement factor ηE , see
Wang et al. (2005). The geometric collection kernel



K0

ij is given by the following kinematic formulation
(Wang et al. 2005)

K0

ij = 2πR2 〈|wr(r = R)|〉 gij(r = R) , (3)

where the radial relative velocity wr is defined in
terms of the center-to-center separation vector r

(pointing from a droplet of radius rj to a droplet of
radius ri), the velocity Vi of the ri droplet, and the
velocity Vj of the rj droplet as wr = r·(Vi−Vj)/r
with r = |r|. R ≡ ri + rj is the geometric colli-
sion radius. The additional factor gij is the radial
distribution function which measures the effect of
preferential concentration on the pair number den-
sity at separation r = R. Both 〈|wr|〉 and gij in (3)
are computed without local aerodynamic interac-
tion. The kinematic formulations (2) and (3) have
been validated against dynamic collision rates from
direct numerical simulations (DNS), for both ghost
droplets and aerodynamically-interacting droplets
in a turbulent air flow, see Wang et al. (2005) and
Ayala et al. (2008a).
Ayala et al. (2008b) developed parameteriza-

tions for both 〈|wr|〉 and gij , guided by data from
DNS. It should be noted that their parameteriza-
tions consider the effects of flow Reynolds number
which cannot be fully represented by the hybrid
DNS. For example, the parameterization for 〈|wr|〉
makes use of velocity correlations that are valid
for both the dissipation subrange and the energy-
containing subrange of turbulence. The intermit-
tency of small-scale turbulent fluctuations was in-
corporated into the model for gij following Chun et
al. (2005). The detailed expression for K0

ij can be
found in Ayala et al. (2008b). The enhancement
factor ηE is interpolated from the hybrid DNS re-
sults reported in Wang et al. (2008) and depends
on the flow dissipation rate.
Overall, the turbulent collection kernel depends

of two parameters: the dissipation rate of the tur-
bulent kinetic energy (TKE) ǫ and the root mean
square (rms) fluctuation velocity U ′. When ap-
plied locally in large eddy simulation (LES) model,
the two have to be derived from model-predicted
variables, the TKE in particular. In simulations
discussed here, ǫ = cǫE

3/2/L (where E is TKE;
L = (∆x + ∆y + ∆z)/3 with ∆x, ∆y, ∆z denot-
ing grid increments; and cǫ = 0.845), and U ′ =
2.02(ǫ/4.0 × 10−2)1/3 (SI units). The latter for-
mula comes from assuming U ′ = 2.02 m s−1 for
ǫ = 400 cm2 s−3 and applying inertial range scal-
ing for other values of ǫ. It is important to point
out that derivation of the turbulent collection ker-
nel based on local conditions makes the LES code
run slower than in the case of the gravitational ker-

nel. This is because the gravitational kernel can
be precomputed during model initiation and used
during model run. In contrast, the turbulent ker-
nel needs to be derived at each model gridpoint and
each model timestep.

Examples of the enhancement over the gravita-
tional kernel were provided in previous publica-
tions and will not be shown here (see, for instance,
Fig. 3 in Wang and Grabowski 2009 or Fig. 2 in
Grabowski and Wang 2009). The impact on the
drizzle/rain development assuming an initial spec-
trum of cloud droplets was previously documented
in simulations of the evolution of the drop spectrum
(e.g., Fig. 4 in Wang and Grabowski 2009) and in
idealized rising parcel simulations of Grabowski and
Wang (2009). Before applying the turbulent kernel
in realistic LES cloud field simulations, an addi-
tional issue needs to be investigated. The problem
is in the disparity of spatial scales represented in
DNS and LES models. The DNS model, with the
computational domain typically a small fraction of
a cubic meter, simulates effects of small-scale tur-
bulence only. The LES model, on the other hand,
has the gridbox typically between 103 and 106 cu-
bic meters and incorporates the effects of signifi-
cantly larger range of scales. Because TKE dissi-
pation rate is highly intermittent, the disparity be-
tween DNS domain size and LES gridbox needs to
be accounted for. In a nutshell, the local (i.e., sin-
gle gridbox) TKE dissipation rate predicted by the
LES model corresponds to a large spectrum of dis-
sipation rates at scales corresponding to the DNS
domain size. However, an investigation of this issue
documents that the dissipation rate intermittency
leads to only minor modification of the mean kernel
within the LES gridbox. In other words, applying
the local LES dissipation rate gives approximately
correct prediction of the turbulent kernel even if the
effects of the small-scale dissipation rate intermit-
tency are included.

3. CLOUD SIMULATIONS WITH TURBULENT
COLLISION KERNEL

The model used in this study is the anelas-
tic semi-Lagrangian/Eulerian model EULAG doc-
umented in Smolarkiewicz and Margolin (1997;
model dynamics), Grabowski and Smolarkiewicz
(1996; model thermodynamics), and Margolin et
al. (1999; SGS turbulent mixing); see Prusa et
al. (2008) for a recent review with comprehensive
list of references. Implementation of the bin micro-
physics in EULAG was discussed in Wyszogrodzki
et al. (2011), although only CCN activation and



condensational growth of cloud droplets was con-
sidered there.
As an initial example, we compare results from

2D simulations of a rising precipitating thermal
as in Grabowski et al. (2010) applying either the
gravitational collection kernel or the turbulent ker-
nel corresponding to a constant dissipation rate of
ǫ = 100 cm2 s−3. In these simulations, the initially
spherical bubble rises in the stably-stratified envi-
ronment, produces cloud water as a result of water
vapor condensation, and eventually drizzle and rain
due to collisional growth of cloud droplets. Figure 1
compares evolutions of the averaged surface pre-
cipitation rate and surface rain accumulation from
the two simulations. The figure shows that rain
reaches the surface several minutes earlier in the
case of the turbulent kernel. Moreover, the total
rain accumulation is also significantly higher in the
turbulent case. The former is anticipated because
turbulence does lead to a faster formation of drizzle
drops and thus more rapid development of precipi-
tation as documented in bin simulations mentioned
above. The latter effect is perhaps more surpris-
ing. Arguably, it can be understood as the effect
of faster formation of drizzle drops in the turbulent
case leading to washout of cloud condensate ear-
lier in the cloud lifecycle, before the cloud starts to
dissipate.

Figure 1: Evolution of the surface mean rain rate
(left panel) and the total surface rain accumulation
(right panel) in simulations of the 2D rising pre-
cipitating thermal. Solid and dashed lines are for
turbulent and gravitational kernel, respectively.

The assumption of a constant in space and time
dissipation rate in the rising thermal simulation dis-
cussed above is not realistic. Figure 2 compares re-
sults from three simulations of a cloud field follow-
ing the shallow convection case based on BOMEX
observations (Siebesma et al. 2003). In the first
simulation, the collision-coalescence is excluded
and only diffusional growth is considered as in Wys-
zogrodzki et al. (2011). The second simulation fea-
tures growth by collision-coalescence applying the
gravitational collection kernel. Finally, the third

simulation applies turbulent kernel with the en-
hancement of droplet collisions based on local cloud
conditions as described above. The figure com-
pares CFADs (Contoured Frequency by Altitude
Diagrams) of drop sizes in simulated clouds. With-
out collision-coalescence, CFAD of droplet sizes is
relatively narrow, with the mean drop size increas-
ing with height as expected. Including gravitation
collision leads to a significant broadening of the
CFAD in the upper parts of the cloud field as well as
a shift towards larger radii. These are significantly
enhanced when effects of turbulence are included in
the third simulation.

Figure 2: CFADs of the droplet radii in simula-
tions of BOMEX shallow convective clouds. The
left panel shows results from simulations without
collision-coalescence. The middle and right pan-
els show results from simulations applying gravita-
tional and turbulent kernel, respectively.

4. SUMMARY

This paper presents preliminary results from sen-
sitivity simulations that consider effects of cloud
turbulence on the formation of drizzle and rain in
shallow convective clouds. More extensive discus-
sion of these results will be presented at the con-
ference.
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1. INTRODUCTION 
 
     The Saharan desert is the world’s 
largest dust source and it is believed that it 
accounts for about half of the Aeolian 
material supplied to the world’s oceans 
[Goudie and Middleton, 2003]. Desert dust 
particles in the atmosphere have a lifetime 
of hours to weeks, which allows long-
range transport over thousands of 
kilometers [Jickells et al., 2005]. Saharan 
dust is well known to cross primarily the 
Atlantic Ocean and arrive to North America 
and the Caribbean [Usher et al., 2003].  
     Mineral dust is known to have both a 
direct and indirect effect on the climate 
system. Dust particles interfere directly 
with the radiative energy (scattering and/or 
absorbing incoming solar light), and 
indirectly by acting as cloud condensation 
nuclei (CCN) that can affect cloud 
processes [Seinfeld and Pandis, 2006; 
IPCC, 2007]. The magnitude of the effect 
mineral dust aerosols have on Earth’s 
energy budget is still uncertain [IPCC, 
2007]. Mineral dust uncertainties regarding 
their radiative forcing are still very large, 
and in order to quantify mineral dust 
impact on Earth’s climate and ecosystems, 
it is essential to physically and chemically 
characterize those mineral dust particles. 
Several studies have focused on African 
dust close to the source; however, the 
small number of studies related to long-
range transported African dust (LRTAD) 

only provided a limited understanding of 
LRTAD physical-chemical properties, how 
it might change during transport, and its 
possible impacts, for example, on climate, 
ecosystem, and public health.  
     Of special interest in our study is the 
impact LRTAD might have on climate. 
Coastal tropical regions and tropical 
islands are highly vulnerable to the Earth’s 
changing climate [IPCC, 2007]. The 
Caribbean is an ideal place for this type of 
study since it receives African dust mainly 
during the summer months and it 
represents a grossly under-sampled 
region of great importance for tropical and 
global climate. In particular, the Caribbean 
island of Puerto Rico is desirable location 
for such a study since it harbors tropical 
montane cloud forests (TMCFs) exposed 
to the trade winds that may directly 
respond to dust inputs and changes in 
cloud and fog conditions. Measurements 
at the TMCF will allow the study of dust-
cloud-climate interactions.  
     As part of the Puerto Rico African Dust 
and Clouds Study (PRADACS), 
collaborators from the USA and Europe 
aimed to test the hypothesis that if cloud 
properties are significantly modified by the 
presence of LRTAD events. Here we 
present preliminary results of our findings 
from measurements performed in summer 
2011.  During the summer of 2011, 
measurements of cloud properties such as 
liquid water content (LWC), droplet 



effective radius (Re), cloud droplet size 
distribution, pH, conductivity, and bulk 
chemical composition were performed.  
  
2. METHODOLOGY 
 
2.1 Sampling Site 
 
     LRTAD were sampled at Pico del Este 
(PE) (18°16' N, 65°45' W), in the Luquillo 
Experimental Forest (LEF), and part of El 
Yunque National Forest (EYNF). The LEF, 
administered by the USDA Forest Service 
and located in the windward eastern 
portion of the island, is one of the wettest 
areas on the island and in the region. PE, 
a TMCF at 1051 masl, is located 20 km 
southwest downwind of our control site at 
the natural reserve of Cabezas de San 
Juan, CSJ (18°22.85’ N, 65°37.07’ W) 
(Figure 1). PE’s elevation sits above the 
cloud condensation level thus facilitating 
the study of clouds without the need for 
aircraft and the related complexity and 
costs. The mean annual precipitation at 
PE is > 5000 mm/yr. 
 

 
 
Figure 1: Image schematically showing 
the air carrying African dust across the 
Atlantic Ocean and arriving to Puerto Rico. 
A zoom of northeastern Puerto Rico is 
shown to see the air mass arriving at CSJ 
first, and then traveling downwind to PE, 
the site under study. 
 
2.2 Sampling and Analysis 
 
     A series of online and offline 
instruments were used to determine the 
chemical, physical, and optical properties 
of the aerosols, cloud water, and rain 
water. With HYSPLIT back-trajectory 
analysis and SAL images, the origin of air 
masses at PE was determined in order to 
identify dust and non-dust events. 

     Cloud-water samples were collected 
using an aluminum version of the single-
stage Caltech Active Strand Cloud Water 
Collector Version 2 (Al-CASCC2), and a 
size fractionating 2-stage collector (sf-
CASCC). Rain water was collected using 
two rain samplers (bulk rain collector and a 
time-resolved automated precipitation 
collector).  
     All the samples for cloud and rain water 
were split for different analyses for the 
measurement of total organic carbon 
(TOC), total nitrogen (TN), dissolved 
organic carbon (DOC), proton nuclear 
magnetic resonance (1H-NMR), ion 
chromatography (IC), inductively coupled 
plasma (ICP), S(IV), H2O2, and CH2O.The 
details of  sample handling and chemical 
analysis were adapted from previous work 
performed in our research laboratory 
[Gioda et al., 2008a; Gioda et al., 2008b; 
Reyes et al., 2009]. 
 
3. RESULTS AND DISCUSSION 
 
3.1. pH and Conductivity 
 
     Both cloud water pH (Figure 2A) and 
conductivity (Figure 2B) are higher in the 
presence of dust showing its impact on 
cloud chemistry. The values of pH and 
conductivity in the 1st stage of the size 
fractionating cloud collector, relative to the 
2nd stage, indicate a higher content of dust, 
which is consistent with the larger sizes of 
these particles and their reduced 
hygroscopicity; in effect requiring more 
water to serve as CCN. The concentration 
of the water-soluble ions is reduced for 
rain water compared to cloud water 
because rain droplets are larger and dilute 
the sample. This, in turn, translates to 
higher pH and lower conductivity than for 
the cloud water samples. 
 



 
 

 
 

Figure 2(A-B): A) pH and B) conductivity of 
cloud water collected with the 2-stage sf-
CASCC and the Al-CASCC2 (bulk), and 
rain water during the field measurements. 
 
3.2 FM-100 DROPLET SPECTROMETER 
 
     Measurements of cloud properties such 
as liquid water content (LWC), droplet 
effective radius (Re), and cloud droplet 
size distribution were performed with an 
FM-100 Fog Monitor from Droplet 
Measurement Technologies (Boulder, CO, 
USA). This instrument resolves the 
droplets in the range of 2 to 50 um in 40 
size bins, from which the LWC and Re can 
be computed. Results from the FM-100 
suggest that long range transported dust 
can lead to more numerous, but smaller 
cloud droplets (around 8 um in average) in 
the TMCF at Pico del Este. However, total 
LWC appeared to be unaffected by this 
shift of droplet sizes. Hence, the effect of 
African dust on clouds appears to be 
similar to the anthropogenic aerosol effect; 
however, a detailed analysis of the aerosol 
data collected is needed to better 
understand the aerosol-cloud interactions. 
 

3.3 PARTICLE MASS SPECTROMETRY 
 
     Online particle chemical analysis via 
particle mass spectrometry (Aircraft based 
Laser Ablation Mass Spectrometer - 
ALABAMA, and Aerosol Mass 
Spectrometer - AMS) were performed by 
collaborators from Germany. Single-
particle size and chemistry of insoluble 
cloud residues was measured using 
aerosol time-of-flight mass spectrometry 
(ATOFMS). Sea-salt particles (Na+, ss-
Ca2+) and dust particles (Fe, Ti, Mg, nss-
Ca2+) were detected. Anthropogenic 
influence was also detected as the 
presence of EC, a tracer for combustion 
processes.  
      Non-decreasing particle absorption of 
the drop residues was observed, although 
residual particle number decreased 
substantially during the dust event, 
implying that the absorption does not 
come from black carbon. 
 
3.5 ICE-T 
 
     The potential of LRTAD as a source of 
ice nuclei was also studied during the Ice 
in Clouds – Tropical (ICE‐T) experiment, 

with a goal of understanding ice formation 
processes in tropical cumuli. Real‐time, 

aircraft‐based measurements during ICE‐T 

documented the structure of transported 
African aerosol layers and revealed a 
strong correlation between ice nuclei 
concentrations and dust. These were 
compared to those obtained on ground at 
PE. 
 

4. CONCLUSIONS 
 
     Overall, differences in the studied 
physicochemical properties of aerosols 
and clouds during dust and non-dust 
events were observed. Our preliminary 
results show that LRTAD have an impact 
on the chemical and physical properties of 
aerosols and clouds at the tropical 
montane cloud forest of Pico del Este. 
Therefore, this type of study can develop a 
better understanding of the impact of 
African dust particles on clouds and 
climate to reduce the uncertainties in 
terms of their radiative forcing. 
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1. INTRODUCTION 

The next-generation Global Precipitation 
Measurement (GPM) mission will offer a 
global view of precipitation systems and 
enable accurate measurement of frozen 
precipitation and light rainfall. Analysis of 
mixed-phase precipitation structure 
including a melting layer is one of the 
important topics. The development of 
synthetic GPM simulator was proposed to 
support development of the retrieval 
algorithm that can handle multi-signals by 
the GPM core-satellite instruments. The 
synthetic GPM simulator is composed of 1) 
the instruments simulator, 2) ground 
validation (GV) measurements, and 3) 
GV-constrained cloud resolving simulation 
with spectral-bin microphysics (SBM). 
These three components are independently 
as well as dependently supporting various 
aspects of pre-launch GPM algorithm 
developments. 

This presentation addresses GV- 
constrained simulations upon the Light 
Precipitation Validation Experiment (LPVEx) 
field campaign. This campaign was took 
place at the site in the vicinity of Helsinki, 
Finland during the autumn of 2010. 
Generally mixed-phase stratiform clouds 
with low-level melting layer were dominant 
over the area in the season. Two light 
rainfall events on Sep. 21 and Oct. 20, 2010 

were simulated by the Weather Research 
and Forecasting (WRF) model coupled with 
SBM.  

 
2. MODEL DESCRIPTION 

The Advanced Research WRF 
(WRF-ARW) ver. 3.1.1 was coupled with the 
SBM part of the Hebrew University Cloud 
Model (HUCM) (Khain et al., 2011; Iguchi et 
al., 2012, submitted). The WRF-SBM was 
employed in 36-hours real-time simulations 
covering the targeted days using online 
2-way grid nesting configuration for the two 
domains with the horizontal resolutions of 3 
and 1 km. 

The WRF-SBM explicitly provides three- 
dimensional prognostic fields of 
hydrometeor particle size distributions 
(PSD) and melting fraction of precipitable 
ice hydrometeors. Our GV simulator based 
on the Goddard Satellite Data Simulator 
Unit (G-SDSU) (Matsui et al., 2009) can 
translate the simulation output into various 
GV measurements, including multi- 
frequency radar reflectivities, disdrometors, 
and aircraft-based microphysics 
measurements.  
 
3. RESULT 

The C-polarization radar measurement 
during the field campaign provides the 
three-dimensional structure of clouds and 



precipitation around the site (D. Moisseev, 
personal communication). The data can be 
used to evaluate the overall result of the 
WRF-SBM simulation through a direct 
comparison using the GV simulator. Figure 
1 shows an example in the form of the 
contoured frequency diagram of the 
maximum radar reflecitivity (Zmax) and 0 dB 
echo-top height (Het). The observed 0 dB 
echo-top height ranges from 3 to 7 km, 
whereas the simulated height ranges from 
1.5 to 2.5 km and from 3 to 6 km. The 
simulated structure tends to be lower than 
that in the observation. The simulation 
overestimates Zmax by approximately 5 dB. 

We plan to offer a discussion of 
mixed-phase microphysics of the light 
rainfall events also with reference to aircraft 
and ground-based measurements. 
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Fig. 1. Contoured frequency diagram of 
maximum radar reflectivity and 0dB 
echo-top height derived from (a) C-Pol radar 
measurement and (b) WRF-SBM simulation.

REFERENCE 
Iguchi et al. (2012), Numerical analysis 

using WRF-SBM for the cloud 
microphysical structures in the C3VP field 
campaign: Impacts of supercooled 
droplets and resultant riming on snow 
microphysics. J. Geophys. Res., 
submitted. 

Khain et al. (2011), The role of CCN in 

precipitation and hail in a mid-latitude 
storm as seen in simulations using a 
spectral (bin) microphysics model in a 2D 
dynamic frame, Atmos. Res., 99, 129-146. 

Matsui et al. (2007), Evaluation of long-term 
cloud-resolving model simulations using 
satellite radiance observations and 
multifrequency satellite simulators. J. 
Atmos. Oceanic. Technol, 26, 1261-1274. 



UNDERSTANDING THE ELETRIFICATION PROCESS 
 

Carlos A. Morales1, Moacir Lacerda2, Evandro M. Anselmo1, João R. Neves1, Rachel I. 
Albrecht3 

1-Universidade de São Paulo, morales@model.iag.usp.br 
2-Universidade Federal do Mato Grosso do Sul 

3-Instituto Nacional de Pesquisas Espaciais 
 

1. INTRODUCTION 
 
According to the lightning distribution 
observed in South America by STARNET 
(Sferics Timing And Ranging NETwork, 
Morales et al., 2011), Brazil shows a 
diverse thunderstorm activity in its 
territorial extent. The onset of 
thunderstorm follows the summer time 
period in most of the southeast and central 
region, but in some northern regions it is 
possible to find two active periods, i.e., 
during the transition period (dry to wet 
season) and at the end of the raining 
season, Figure 1.  
 

 
Figure 1. Mean seasonal lightning 
distribution (sferics/km2) as observed by 
STARNET during 2009 through 2011. 
 
These lightning features reveal regions 
that have more than 30 days per year with 
thunderstorm activity to more than 300 
days and the lightning flash rate varies 
from 0.1 to more than 50 sferics/ km2/year. 
In analyzing these maps, we find regions 
with higher thunderstorm activity that are 
not necessarily very electrically activate. 
For example Belém (northern part of 
Brazil) area presents than 250 days with 
thunderstorms but less than 10 

sferics/km2/year, Fortaleza (northeast 
coast) has less than 50 days in a year with 
thunderstorms and a density less than 1 
sferics/km2/year. São Paulo area though 
has around 100 days with thunderstorms 
but more than 16 sferics/km2/year. Thus 
this electrification behavior is most likely 
associated with the cloud and precipitation 
physics complexity among the different 
precipitation systems observed in Brazil.  
 
In order to understand these particular 
characteristics, this study will focus on the 
precipitation measurements taken during 
the CHUVA field campaign in 2011 to 
explore some features that might aloud a 
better understanding of charging 
mechanisms. 
 
2. CHUVA PROJECT and DATA SET 
 
CHUVA (Cloud processes of tHe main 
precipitation systems in Brazil: A 
contribUtion to cloud resolVing modeling 
and to the GPM - GlobAl  Precipitation 
Measurement) is a research project that 
aims to build a database that can describe 
the cloud processes of the main 
precipitating system in Brazil, in order to 
improve the satellite rainfall estimation. 
Moreover, this project is seeking to answer 
the following questions: 
 
• How to estimate rainfall from warm 
clouds? 
• What is the contribution of rain from 
warm clouds to the total precipitation in 
different regions of Brazil? 
• How to improve both space and time 
precipitation estimation of rainfall over the 
continent for the GPM constellation? 
• What are the average characteristics (3D 
- cloud processes) of the main regimes of 
precipitation in Brazil? 
• What is the contribution of the aerosol in 
the process of formation of precipitation? 
• What are the main surface and boundary 
layer processes in the formation and 



maintenance of clouds? 
• How cloud microphysics and 
electrification processes evolve during the 
cloud life cycle? 
• How to improve precipitation estimation 
and cloud microphysics description by 
using conventional and polarimetric radar? 
 
To elaborate the precipitation database 
that can answer these points, CHUVA 
prepared a series of 7 field campaigns that 
will be able to depict the main precipitating 
systems observed in Brazil, i.e., warm 
raining clouds, local convection, MCS, 
MCC, instability lines, and frontal systems. 
 
Until the present moment, 3 field 
experiments have been realized: Fortaleza 
(April/2011), Belém (June/2011) and 
VALE-GLM (November-December/2011). 
Fortaleza is characterized mainly by warm 
rain process and maritime precipitating 
systems, Belém, maritime systems that 
trigger instability lines, while Vale do 
Paraíba (VALE-GLM) we find frontal 
systems, local convection, orographic 
systems and instability lines. 
 
For this study, the thunderstorms are 
identified by the lightning measurements 
of STARNET while the electrical properties 
are done with the use of field mills that are 
measuring the vertical electrical field. The 
precipitation features are diagnosed by the 
Dual Polarimetric X-Band measurements 
performed during the 3 CHUVA field 
campaigns. 
 
3. RESULTS 
 
The daily and hourly lightning distributions 
along the 3 experiments are shown on 
Figure 2. It is possible to note that most of 
the thunderstorms were concentrated 
during 15-22 UTC, except in Fortaleza that 
had some episodes during night and early 
evenings. This daily cycle points to the 
influence of local convection in the 
thunderstorm triggering.  
 
For the daily accumulations though, each 
location presented some different 
frequencies. Fortaleza, had less than 150 
sferics per day, except the first lightning 
burst with almost 300 sferics per day. 
Belém in contrast was between 200 and 

600 sferics per days and in Vale do 
Paraiba between 300 and 400 sferics/day.  
These results are intriguing since one 
would expect more lightning flashes at 
VALE than Belém due to its oceanic 
proximity and influence. 
 

Figure 2. Hourly (left) and daily sferics 
accumulation during the 3 CHUVA field 
campaigns: Fortaleza (April/2011), Belém 
(June/2011) and VALE-GLM (November-
December/2011). 
  
In order to understand these differences, 
we selected some RHIs during the 
maximum lightning activity during the 
campaigns. Thus, Figures 3, 4 and 5 show 
radar reflectivity RHIs over specific 
azimuths where CHUVA had its super 
sites for Fortaleza, Belém and VALE-GLM 
field campaigns respectively. Those cross 
sections provide detailed information 
about the vertical structure of the storms 
sampled and will be used here as 
examples to understand the differences 
between the thunderstorms in each field 
campaign. Detailed analyses require other 
polarimetric variables and the match 
between lightning and field mill 
measurements.  
 
Despite that, these RHIs can be used to 
seek some features among those 
thunderstorms. The time of these images 
correspond to the periods of maximum 
lightning activity. In all thunderstorms it is 
possible to see radar reflectivity values 
above 35 dBZ between the 5 and 7 km 
height, roughly the isotherm of 0 and -25 



oC). These values might indicate the 
presence of graupel, super cooled water 
droplets and other ice particles [Petersen 
et al. 2002] that are the ingredients for the 
non inductive charging process 
[Takahashi, 1978 ; Saunders and Brooks, 
1992] 
 
Although we find vertical developed towers 
at Fortaleza and Belém (14-15 km 
echotops) in comparison to VALE-GLM (< 
12 km), the later had around 300 
sferics/day against the others with less 
than 200 sferics/day. In contrast, the 
vertical electrical at Belém (~3 kV/m) is 
more intense than VALE (2 kV/m), which 
is a paradox when we compare to the 
frequency of lightning strokes. As 
STARNET measures mainly cloud to 
ground (CG) lightning, this result might 
indicate that Belém had more intra-cloud 
lightning than VALE.   
 
As the electrical field depends on the 
magnitude of the charges and it is 
inversely proportional to the distance 
square, we would expect more charged 
particle at Belém than VALE. By looking 
the RHI cross sections (Figure 3-5), Belém 
and Fortaleza show much more liquid and 
ice content than VALE due to higher 
reflectivity values and vertical extend, thus 
higher electrical field. Due to these 
characteristics, we would expect several 
charge centers in the vertical among the 
maritime storms than the more continental 
storm that might be better represented by 
a dipole. The charge centers are highly 
dependent of hydrometeors development 
and interactions, and depending on the 
temperature and the terminal velocity 
(graupel, ice particles and super cooled 
water droplets), the hydrometeors might 
gain positive or negative charges. 
[Takahashi, 1978; Saunders and Brooks, 
1992, Pereyra et al. 200].  So more charge 
regions would imply in more competition, 
thus more IC [MacGorman and Nielsen, 
1991] opposite to a more defined dipole-
tripole that might have more CGs. 
 
In order to understand these mechanisms 
and the presence of different types of 
hydrometeors, polarimetric and Doppler 
measurements are required to evaluate 

the cloud microphysics and perhaps its 
temporal evolution. 
 

 
Figure 3. Radar reflectivity RHI for 
Fortaleza during April 12th at 03:11 UTC 
 

 
Figure 4. Radar reflectivity RHI for Belém 
during June 19th at 23:20 UTC 
 

 
Figure 5. Radar reflectivity RHI for VALE-
GLM during November 28th at 19:09 UTC. 
 
 

Figure 6. Electrical vertical field at June 
19, 2011 in Belém 



 

Figure 7. Vertical electrical field at 
November 28th in Vale do Paraíba.  
 
 
4. CONCLUSIONS 
 
This study presented a preliminary 
analysis of some thunderstorms that 
developed in Brazil and were observed 
during the CHUVA field campaigns. The 
main interesting features found were: a) 
the vertical extent of the maritime (Belém 
and Fortaleza) thunderstorms that 
produced high electrical field (> 3 kV/m) 
but few lightning, the opposite to VALE-
GLM storm that was shallower, had more 
lightning and the vertical electrical field 
was under 2 kV/m.  
 
Although we only used radar reflectivity 
values, it seems that a competition 
between the charge regions might be 
responsible for the low frequency of CG at 
Belém and Fortaleza than at VALE. 
 
Later studies will concentrate on the 
analyses of polarimetric and Doppler 
measurements to seek the hydrometeor 
identification and vertical movements, 
because the collision between graupel and 
ice particles on the presence of super 
cooled water droplets is the key 
mechanism for cloud electrification. 
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1. INTRODUCTION

Collision-coalescence of cloud droplets is a necessary
step for the development of warm rain, namely, the trans-
formation of small cloud droplets into rain drops. Research
in recent years has demonstrated that small-scale turbulent
motion can enhance the collision rate of droplets by either
enhancing the relative velocity and collision efficiency orby
inertia-induced droplet clustering. Quantitative description
of the effects of air turbulence remains challenging due to
experimental difficulties in probing statistics at dropletscales
and computational difficulties in simulating all relevant scales
of the turbulent flow. In this study, we first address compu-
tational issues related to direct numerical simulations (DNS)
of turbulent collision-coalescence. We continue to develop a
hybrid DNS approach incorporating DNS of air turbulence,
disturbance flows due to droplets, and droplet equation of
motion, to quantify turbulent collision rate and collision
efficiency of sedimenting inertial droplets. Highly scalable
hybrid DNS simulations are developed to increase the range
of scales or size of the computation domain so that most tur-
bulence scales affecting droplet pair statistics can be faithfully
represented. This makes it possible to perform simulations
with background-flow Taylor microscale Reynolds number
up to 500 and with up to 10 million droplets. We present
results of dynamic and kinematic collision statistics (i.e.,
radial distribution function and relative velocity) from these
high-resolution simulations. A key issue to be discussed is
how these statistics vary with droplet size and flow Reynolds
number.

2. METHODOLOGY

In recent years, direct numerical simulations (DNS) of
multiphase flows have emerged as an important tool for
studying collision-coalescence of cloud droplets. Spectral-
based DNS provides accurate and quantitative representation
of small-scale physical processes occurring in clouds. The
rapid progress in both the numerical methods and availability
of high-performance supercomputers allows DNS to address
flows at a somewhat wider range of Reynolds numbers, thus

∗Corresponding author: Department of Mechanical Engineering, 126
Spencer Laboratory, University of Delaware, Newark, Delaware 19716-
3140. Phone: (302) 831-8160; Fax: (302) 831-3619; Electronic mail:
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its relevance to applications continues to grow.
The earlier DNS implementations for particle-laden tur-

bulent flows were single-threaded applications designed for
vector computers [1, 2]. They are limited to low Taylor-
microscale flow Reynolds numbers (typically less than 100).
As a result, only the dissipation ranges of energy spectra were
adequately represented in the simulations. In addition, mem-
ory constraints did not allow tracking of a large number of
particles, consequently collision statistics had large numerical
and physical uncertainties.

The emergence of multiprocessor computers with shared
memory model opens up new opportunities for developing
multi-threaded codes. They allow higher grid resolutions to
be handled at a reasonable wall-clock time. To develop multi-
threaded codes, standard OpenMP parallel programming li-
braries must be employed. An important goal in this approach
is to distribute uniformly tasks among different computing
nodes. Assigning particular tasks to a processor is performed
by loop splitting. Although the combination of shared mem-
ory computers with OpenMP libraries has a substantial advan-
tage in code development, there are also several limitations.
Firstly, both memory and number of processors are strictly
dependent on machines and very limited. For example, each
node in IBM Power 575 cluster (4064 POWER6 processors
running at 4.7 GHz) has 32 processors and a maximum of
64GB memory. Secondly, the codes cannot scale well due to
a bottleneck in CPU-to-memory connection. In terms of prob-
lem size, parallelization with OpenMP could efficiently han-
dle problems up to 1283 flow grid points withO(105) droplets,
yielding a maximum Reynolds number ofRλ ∼ 75 [10].

Since 2003, clock frequencies of CPUs begun to stagnate
or even decrease (due to energy constraints). The number
of cores per CPU started to double every two to three years.
Therefore, it was necessary to develop a new implementation
suitable for computers with architecture based on distributed
memory. The main difficulty in developing such codes is uni-
form distribution of tasks among processing units. In the sim-
ulation of droplet collision-coalescence in a turbulent flow,
one must deal with two different approaches in a single simu-
lation: Eulerian grid for turbulent flow and Lagrangian move-
ment of droplets (particle tracking). Our first DNS imple-
mentation on a supercomputers with distributed memory was
based on 1D domain decomposition and used MPI (Message
Passing Interface) library for data communication. Scalability
of the code (without droplet-droplet aerodynamic interaction)
up toO(100) cores has been presented in [4, 5]. This imple-
mentation was a significant step forward. It allowed utilizing a
larger number of processors (up to the number of grid points in



the decomposed direction), large memory size, and improved
cache utilization, leading to a higher overall computational ef-
ficiency. In this paper we present an improved version of the
code, which is based on two-dimensional (2D) domain de-
composition (DD). The 2D DD implementation scales further
the needed data communication, by employing a larger num-
ber of processors, and makes it possible to perform simula-
tions at higher flow Reynolds numbers.

Figure 1 illustrates the concepts of 1D and 2D domain
decompositions. The computational domain is decomposed
along the directions perpendicular to gravity in order to min-
imize the number of droplets crossing the subdomain bound-
aries, MPI is used to communicate between the subdomains
whenever the solution or data collection procedure requires
data from non-local processors.

FIG. 1: Two spatial domain decompositions. Left: 8 subdomains
in 1D decomposition, Right: 16 subdomains in 2D decomposition.
Fluid nodes and droplets in each subdomain are assigned to anindi-
vidual processor. In this figure 4 and 8 divisions are used forillustra-
tion purpose.

The basic ideas and algorithms for the hybrid DNS ap-
proach have been presented in [6]. Therefore, only a brief
description of the approach is given here.

2.1 Flow simulation

The first step of the multiphase numerical simulation is
to develop homogenous turbulent flow in a cubic domain
with periodic boundary conditions. The flow is modeled by
solving incompressible Navier-Stokes (N-S) equations:

∂U
∂t

= U×ω−∇
(P

ρ
+

1
2

U2
)

+ ν∇2U+ f(x,t), (1)

∇ ·U(x,t) = 0. (2)

Here ω ≡ ∇×U is the vorticity vector,P is the pressure,
ρ is fluid density andν is fluid kinematic viscosity (in our
simulationsν is the air viscosity). To achieve a stationary
turbulence, the flow is driven by the forcing termf(x,t) which
is nonzero only for a few low-wave-number modes in Fourier
space. Discretization of the domain is carried out by uniform
division of the domain intoN3 grid points, whereN is the
number of grid points in each direction and takes the values

of 2n, n being a positive integer. The restrictions onN comes
from the use of the fast Fourier transform (FFT) algorithm.
At these grid points, the turbulent fluid velocity is computed
in spectral space yielding the physical fluid velocity by
inverse Fourier transform. Further mathematical details of the
pseudo-spectral method is given in [1]. The use of spectral
methods for HDNS has several advantages, such as the
simplicity of forcing the turbulent flow and imposing periodic
boundary conditions, and high computational accuracy. On
the other hand, use of the spectral method involves significant
computational complexity, and in the case of a parallel
implementation, intense communication between processes
due to FFT. So far, only a few 3D FFT implementations for
distributed memory computers have been documented in the
literature. For our previous DNS code based on 1D domain
decomposition we used algorithm developed by Dmitruket
al. (2001) [8]. The new 2D DD implementation code utilizes
a 2D DD implementation of 3D FFT. This new algorithm
is based on standard FFTW (www.fftw.org) and sequence of
parallel transpositions. Details of the new FFT algorithm are
presented in [9].

2.2 Droplet tracking

Droplet tracking starts from the moment when the flow
becomes statistically stationary. Droplets are initiallyintro-
duced to the flow at random locations. To achieve a truly
random distribution of their location, a single core creates
random locations for all droplets in the domain. Then, the
coordinates of the droplets are broadcasted to their host
domains. This task is performed at the onset of the simulation
and the cost is negligible compared to the full simulation.

Once the undisturbed fluid velocityU(Y(k)(t),t) is com-
puted, droplets are advanced by solving their equation of mo-
tion which for thek−th droplet becomes:

dV(k)(t)
dt

= −
V(k)(t)−

(

U(Y(k)(t),t)+u(k)
)

τ(k)
p

+g (3)

dY(k)(t)
dt

= V(k)(t) (4)

where τ(k)
p = 2ρp(a(k))2/9µ is the Stokes inertial response

time of thek-th droplet,µ is the air dynamic viscosity,g is
the gravitational acceleration andu(k) is the air perturbation
velocity originating from the motion of surrounding droplets.

Two additional tasks have to be completed before equations
3 and 4 can be integrated. First, interpolation of the fluid
velocity from the regular grid to the location of the droplets
must be performed. Second, Stokes disturbance velocities
u(k) must be solved. The location and velocity of each droplet
are advanced by integrating the equation of motion, with a
fourth-order Adams-Moulton scheme (chapt. 16.7 in [12]) for
droplet velocity and a fourth-order Adams-Bashforth scheme
(chapt. 16.7 in [12]) for droplet location.



2.3 Velocity interpolation

Interpolation of the fluid velocity from the regular grid
points to the droplet centers requires substantial computa-
tional effort. The interpolation is done for a large number
of droplets at every time step. For parallel implementations
based on spatial domain decomposition, the interpolation
algorithm requires intensive communication between pro-
cesses in order to obtain data from a sufficiently large volume
surrounding every droplet. Therefore, optimization of this
task is essential to obtain high computational efficiency. The
size of the interpolation volume (and the number of grid
points within) determines the cost of the interpolation. The
size of the interpolation volume is specified by the order (thus
the precision) of the interpolation method. Several different
interpolation techniques have been developed in past, see a
brief review of the commonly employed methods in [4].

We use 6-point Lagrangian interpolation in each spatial di-
rection. For grid points near subdomain boundary, fluid veloc-
ities at 3 grid layers from right and top (or 2 grid layers from
left and bottom) are required. As illustrated in Figure 2, data

FIG. 2: Two different communication strategy for fluid velocity in-
terpolation. Red lines show the layers of grid velocity datato be
communicated. Left panel: Indirect communication. First,all sub-
domains communicate to right and left subdomains. The data of the
corner subdomains is extracted and padded to the beginning and the
end of local buffer matrix in the north and south subdomains.The
buffered data is communicated form north and south subdomains al-
together. Right panel: Direct communication. All data is communi-
cated to and from 8 neighboring subdomains directly.

communication could be achieved in two different manners.
The left panel shows an indirect (or successive) communica-
tion scheme where the grid velocity data is first communi-
cated to the right and left. After the first communication is
completed, the data of corner subdomains are extracted and
buffered along with north and south subdomain data. The fi-
nal communication step from north and south completes the
data transfer. This scheme requires blocking in the first stage
of communication. On the other hand, in the right panel of
Figure 2, we show a direct communication scheme which is
achieved by communicating data directly to and from neigh-
boring subdomains. In this way all the communication could
be performed at the same time without blocking.

Our experiments show that for the range of parameters and
decomposition size we are interested in, there is only∼ 1%
run-time difference between the two schemes. This shows
that the communication overhead of the direct method com-
pensates the blocking and extra copy time required for indi-
rect scheme. In the rest of this paper, we will make use of the
direct communication scheme (right panel of Figure 2) as we
found its performance to be less machine dependent.

Halo zone in the 6-point Lagrangian interpolation method
has similar or even larger thickness than the halo zones in
other interpolation methods with comparable precision. Size
of the halo has significant impact on computational efficiency.
For algorithms with large halo, more time is consumed to
transfer the data between nodes. The use of the Lagrangian
interpolation in the new code is beneficial in the sense that
our new results can be directly compared to the results
obtain from the previous implementations in which the same
interpolation method was used.

2.4 Aerodynamic interaction between droplets

If Stokes disturbance velocities of allNp droplets in the
system are superposed appropriately [7, 11], we will have a
linear system for disturbance velocitiesu(k) felt by thek−th
droplet:

u(k) =
Np

∑
m=1
︸︷︷︸

m6=k

uS

(

Y(k)(t)−Y(m)(t);a(m) ,V(m) −U(Y(m),t)−u(m)
)

k = 1,2, ...,Np

(5)

where Stokes disturbance flow of thek−th droplet is:

uS(r
(k);a(k) ,Vp

(k)) =




3
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Vp
(k). (6)

Here particles with indexm will be all particles neighboring
the target particle with indexk. In this paper, the terms par-
ticles and droplets are used interchangeably. The disturbance
velocity acting on a given droplet depends on the background
turbulent flow, as well as positions and velocities of all other
droplets in the system. It is important to note that periodicity
of the domain holds for particles and disturbance velocityu(k)

as well as for the flow.
Givena(k),V(k), Y(k) andU(Y(k),t) at a specified timet, (5)

is a system of equations of 3Np unknowns for the three com-
ponents of the disturbance velocitiesu(k) of the Np droplets.
The disturbance velocity at the location of each droplet is cou-
pled with the disturbance velocities of all other droplets and
the three spatial components of the disturbance velocity can-
not be separated to form three independent smaller linear sys-
tems. Therefore, system (5) must be solved as a whole to yield
the disturbance velocitiesu(k). In our simulations, we use an
efficient iterative scheme known as the generalized minimum
residual algorithm GMRES [12] with pre-computation of co-
efficients to solve the system (5).



The solution of (5) could be significantly accelerated by
truncating the aerodynamic disturbance flow of a droplet (with
radiusa) to some optimal distanceHtrunc×a(k). Htrunc is non-
dimensional value, which could be determined by analysis of
the statistical data from previous numerical experiments.As
far as collision statistics are concerned, Ayalaet al. (2007)
[6] showed that one could truncate the summation in (5) and
restrict the radius of influence of the disturbance flow. Their
experiments showed that the computed collision efficiency is
insensitive toHtrunc if Htrunc > 35. In the new implementa-
tion the truncation radius is set toHtrunc = 50 which is more
conservative thanHtrunc = 35.

To limit the data communication to the nearest neighbor
subdomains, we assume that the truncation sphere of any in-
dividual droplet at most covers a volume belonging to imme-
diate neighboring subdomains. Since, the droplet radii arein
the range of 10 to 60µmand are much smaller than the Kol-
mogorov length of the undisturbed flow, this assumption does
not pose a severe restriction on the maximum number of cores.
This assumption amounts to the upper bound on the number
of subdomains in each decomposed direction, as:

Nsubd1 ≤

[
Lbox

Htrunc×amax

]

(7)

whereNsubd1 is the number of subdomains in a single decom-
posed direction,amax is the maximum radius of the droplets
in the system,Lbox is the domain size in the decomposed
direction and[.] denotes the integer part of a real number.

2.5 Parallel implementation of droplet tracking

In our implementation, communication of data associ-
ated with droplets is implemented by proper use of droplet
indices and careful rearrangement of droplet data when
droplets are leaving or entering a subdomain. As shown in
Figure 3, we have made data communication effective by
creating a halo layer around each subdomain. The thickness
of this halo region is preset based on the maximum truncation
radius. At each time step, the required data of the droplets
in this halo zone are communicated between neighboring
subdomains to make data available to a host subdomain.

In order to efficiently locate the droplets and their imme-
diate neighboring droplets inside the truncation sphere, we
make use of cell-index method and the concept of linked lists
[13]. This is numerically implemented by dividing the do-
main into small cells and keeping track of droplet indices in-
side each cell. This speeds up the process of finding neigh-
bor droplets, without affecting the final results. To be ableto
track a specific particle over the whole domain, we also intro-
duce the droplet global index. This global index is unique to
each droplet and will be passed to host subdomain if droplet
changes subdomain. The index also has another useful func-
tion, namely, it facilitates trajectory tracking of any selected
droplet.

Particle motion between subdomains requires the transfer
of migrating particle’s data from the source subdomain to host
subdomain. At each time step, after advancing the particle
location, particles that need to migrate are detected, and their

FIG. 3: Dark region around subdomain 9 shows the “halo region”
in 2D domain decomposition. Particles’ data in this region is made
available for subdomain 9 via communications from 8 neighboring
subdomains. Arrows indicate the direction of data communication.

data are stored in 8 different buffers depending on where their
new location is. Then the buffered lists are communicated
between source and host subdomains. Departed particles
are removed from local particle list and arrived particles are
added. In this step we take care of periodicity of the particles,
so that particles which are moving the domain on one side
are brought back to their host domain on the other side of the
computational box. At this stage, another cell-index sorting
is performed to locate and relate particles to their host cells.

3. PARALLEL PERFORMANCE

The scaling performance of different tasks in 1D and
2D decompositions are shown in Figure 4. The timing
measurements are carried out for a benchmark problem of
2× 106 droplets of radii 20 and 40 microns at 5123 grid
resolution. All measurements are carried out on NCAR’s
Bluefire machine with identical compiler and optimization
settings. Measurements are averaged over 1000 time-steps of
simulation.

We observed following behavior for 1D decomposition. All
simulation tasks have an almost ideal scaling with the number
of cores for small number of processors, but quickly start to
saturate at aboutNproc = 64. This suggests that 1D decom-
position will not be the method of choice for larger problem
sizes.

On the other hand, the 2D decomposition does not show
any symptom of saturation up to 1024 cores suggesting that
the 2D implementation is highly scalable. We note that the
2D domain decomposition code could not be run on small
number of cores due to memory requirements. Unlike 1D
decomposition, in 2D decomposition flow simulation is
the bottleneck of computation. This is mainly the result
of high cost of 3D FFT for large number of cores on a 2D
decomposed domain.



FIG. 4: Scalability of the major tasks in the HDNS code in terms of
the total execution time

4. SIMULATION RESULTS

In this section, we report the DNS results based on the
2D DD implementation. The results include characteristics
of the background turbulent flow field, and kinematic and
dynamic statistics related to collision-coalescence of nonin-
teracting droplets. The numerical experiments are limitedto
self-collision (collision of the same-size droplets).

4.1 Background turbulent flow

The DNS simulation of the background turbulent flow,
has been performed for the periodic box withN = 2563

uniformly distributed grid points. To initialize the isotropic
velocity field we used random phase algorithm with pre-
scribed energy spectrum as in [14] (equation 2.5). Statistically
stationary state is obtained by integrating the N-S equation
and continuous injection of the kinetic energy to large-scale
motions. To apply the energy we employ deterministic
forcing scheme adopted from [15]. In this scheme, the energy
levels of two inner shells (0.5< |k|< 1.5 and 1.5< |k|< 2.5)
are specified as constants and equalE(1) = 0.309556 and
E(2) = 0.356409, respectively. The time step was chosen
to ensure numerical stability, accuracy and high numerical
performance. The spatial resolution of the simulation was
monitored by the valuekmaxη, which should be greater than
unity. On the other hand, this parameter (kmaxη) should be
kept close to unity in order to maximize turbulent Reynolds
numberRλ. Table I lists the average values of key flow
parameters obtained from the benchmark simulation.

In order to validate the new DNS code, one-dimensional
energy spectrum has been computed and compared with ref-

TABLE I: Flow parameters after reaching statistically stationary state
(DNS units, grid size 2563)

r.m.s fluctuating velocity 0.942± 0.012
Energy dissipation rate 0.398± 0.030
Reynolds numberRλ 151.4± 3.3
Resolution 1.091± 0.020
Skewness -0.506± 0.006
Flatness 5.631± 0.178
Kolmogorov lengthη (8.628± 0.162)×10−3

Kolmogorov timeτ (5.727± 0.215)×10−2

Kolmogorov velocityυ 0.150± 0.003
Transverse Taylor microscale 0.209± 0.006
Longitudinal int. length scale 1.059± 0.017
Eddy turnover time Te 2.241± 0.125
CFL 0.228± 0.016

erence simulations. Figure 5 shows the normalized energy
spectrum computed in the current simulation and the spec-
tra from the simulations performed using older version of
the MPI code (1D domain decomposition). Additionally, the
spectra from DNS are compared with experimental data mea-
sured in three different wind tunnel experiments [16–18]. In
each of these experiments the turbulence was generated by
specially designed grids. The measurement stations were lo-
cated far from the turbulence-inducing grids, at the places
where the flow was homogenous and isotropic. We chose
the one-dimensional energy spectrum for comparison because
this quantity can be directly measured in the wind tunnel.
Moreover, 1D energy spectrum can be more accurately com-
puted than for example the three-dimensional spectra, since
the modes are more evenly distributed [1].

We conclude that, in the inertial subrange, all the exper-
imental data agree very well with curves from numerical
simulations.

4.2 Radial distribution function and relative veloc-
ity

Radial distribution function (RDF) is a measure of pref-
erential concentration of droplets carried by the turbulent
flow. Numerous efforts using different approaches, i.e.,
analytical [19, 20], numerical [21–26] and experimental [24],
have been made in past to compute or measure the RDF. Most
of the studies claim that the RDF satisfies power law

g(r) = c0(η/r) f (St), (8)

where the exponentf (St) depends on the particles Stokes
number.

The RDF together with radial relative velocity evaluated at
contact, i.e., for nearly touching particles (r = R, R= a1+a2)
yields the kinematic collision kernelΓK .

ΓK
12 = 2πR2〈|wr |(r = R)〉g12(r = R), (9)

where the radial relative velocitywr is defined in terms of the



FIG. 5: Normalized 1D energy spectra of the simulated flows with
different viscosity. The blue line corresponds to the simulation per-
formed using the new (2D MPI) implementation. The figure displays
also data from the three different wind tunnel experiments [16–18].

relative velocityw between two droplets with separation vec-
tor r aswr ≡ w · r/|r |, with r ≡ |r |.

The convenient method to compute the RDF on the fly in
DNS simulations was proposed in [27, 28]. In the method, the
RDF at contact (r = R) is computed directly from the defini-
tion

gii (r; t) =
Npairs/Vs

Ni(Ni −1)/VB
, (10)

wherei = 1 or 2 andNpairs is the total number of pairs detected
with separation distance (r) falling in a spherical shell of inner
radius equal toR− δ and outer radius equal toR+ δ. Hereδ
is small fraction (1%) ofR [27, 28]. Vs is the volume of the
spherical shell,Vs = 4π[(R+ δ)3− (R− δ)3]/3. Ni is the total
numbers ofai droplets, used in the simulation,VB is the size of
computational domain.gii (r; t) is further averaged over time
to obtaingii (r = R). This method is relatively efficient and
simple to implement but for very small droplets is not accu-
rate. This, is due to the small number of events in which the
droplets are located close to each other. Consequently the sta-
tistical uncertainty is large. Therefore, in this study we com-
puted the RDF atr = R using a more accurate method. In
the first step, the RDF is computed in the usual manner as in
[27] but for different separation distances. In the second step
we fit the curve described by equation 8 to the discrete data.
In order to perform the first step, we have to generalize def-
inition of the RDF (equation 10) by new variable shell size,

namely, the inner radius equal tor − δ and outer radius equal
to r + δ wherer ∈ [R,10R] is discretized into 180 equal-size
bins. Although, the maximum ofr can choose any arbitrary
value larger thanR, but computational restrictions (related to
domain decomposition and amount of data to be sent and re-
ceived between processes in parallel MPI code) do not allowr
to be larger than a specific value. Ultimately, in our simulation
r is restricted to[R,10R].

Similar to the RDF, relative velocity between droplet pairs
has been computed.

In Figures 6 and 7 the radial distribution function and the
relative velocity as a function of separation distance are pre-
sented. The kinematic parameters have been determined with
10 million droplets.

FIG. 6: Radial distribution function as a function of separation dis-
tance. Black lines represent the best exponential fit to the data.

The monodisperse pair statistics of nearly touching par-
ticles are shown in Figs. 8 and 9, along with results at
other flow Reynolds numbers. For larger droplets, the pair
statistics increase with the flow Reynolds number. However,
for any given droplet size, there is a tendency of saturation,
namely, the pair statistics eventually become insensitiveto
flow Reynolds number. This saturation for smaller droplets
is reached at smaller flow Reynolds number, since the range
of flow scales affecting the pair statistics is more limited for
smaller droplets due to their smaller Stokes number.

Direct comparison of the three-dimensional RDF with the
RDF measured in a wind tunnel is problematic. It is more con-
venient to measure experimentally the one-dimensional repre-
sentation of the RDF function (assuming Taylor’s hypothesis
of frozen turbulence [17]). Therefore, in order to compare
the RDF from two different approaches (numerical and exper-
imental) special 1D version of the RDF has been computed.
The methodology of computing the 1D RDF along with rela-
tionships between 1D and 3D representations is described in



FIG. 7: Radial relative velocity as a function of separationdistance.
Black lines represent the best fit to the DNS data.

FIG. 8: Radial distribution function at contact (r = R) for monodis-
perse pairs as a function of droplet size for different values of flow
Reynolds number. Dashed lines represent theoretical prediction from
[29]. All simulations have been performed for energy dissipationε =
400 cm2/s3.

[30]. In order to avoid problems typical for MPI codes such
as the distribution of data in different memory blocks the most
convenient way was to perform these calculations in a sepa-
rate post-processing code.

Figure 10 shows that there is a quantitative agreement
between 1D RDF computed in the numerical simulation and

FIG. 9: Radial relative velocity normalized by Kolmogorov velocity
at contact r = R for monodisperse pairs as a function of droplet size
for different values of Reynolds number. Dashed lines represent the-
oretical prediction from formulas developed in [29]. All simulations
have been performed for energy dissipationε = 400 cm2/s3.

FIG. 10: 1D Radial distribution function computed in DNS. Black
line represent 1D RDF measured in the wind tunnel [17]

measured in wind tunnel. The comparison shows that the
RDF, has a large peak at distances below the Kolmogorov
length η of turbulence. At large separations relative to the
integral length, the RDF shows slow decay to a unit value
expected for a random distribution.



4.3 Dynamic and kinematic collision kernels

Here we demonstrate that the kinematic formulation of
the collision kernel eq. 9, is consistent with the dynamic
formulation. In the computation of the dynamic collision ker-
nel, we employed the same method as in [10]. The collision
events were detected during the simulation and the number
of collisions was recorded in each time step. The mean and
statistical uncertainty of the dynamic collision kernel were
evaluated at the post-processing stage. The comparison has
been performed for monodisperse collisions of sedimenting
droplets with no aerodynamic interactions. For sedimenting
inertial droplets the radial relative velocity and RDF are no
longer spherically symmetric. Figure 11 presents comparison
of kinematic and dynamic collision kernels computed in
simulations at different Reynolds numbers and using different
implementations. Clearly, the kinematic formulation agrees
well with the dynamic kernel in all cases. We also conclude
that the newly developed results agree with previous DNS,
within statistical uncertainties. Additionally, the numerical

FIG. 11: Comparison of dynamic and kinematic collision kernels.
The figure shows the results from different implementations.

values of kinematic collision kernel in cm3s−1, are tabulated
in Table II. These tabulated values could be used to guide
the development of theoretical parameterization of turbulent
collision kernel.

5. SUMMARY AND CONCLUSIONS

In this paper, we reported on our recent efforts in devel-
oping high-resolution simulation of turbulent collision of
cloud droplets. In order to perform high-resolution simula-
tions, we have developed a novel parallel implementation
of hybrid DNS, based on 2D domain decomposition. This

new development enables us to conduct hybrid DNS with
flow field solved at grid resolutions up to 10243 while
simultaneously track up to∼ 107 aerodynamically-interacting
droplets.

Using the 2D domain-decomposition hybrid DNS code, we
then examined several important aspects of the DNS concern-
ing turbulent collision-coalescence of cloud droplets. First,
we showed that the structure of the background turbulent flow
agree well both with previous DNS and experimental data.
Then we computed radial distribution function and relativeve-
locity for nearly touching particles. For these parameterswe
achieved good agreement with previous simulations and the
theoretical prediction. Additionally, 1D RDF has been com-
puted for a monodisperse system. Finally, kinematic and dy-
namic formulation of the collision kernel were shown to be
consistent for sedimenting droplets.
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1. INTRODUCTION1

Water clouds, ice clouds and mixed 
phase clouds have different microphysical 
and radiative properties. It is well known that 
most precipitation in middle and high lati-
tudes comes through cold rain process, 
where ice particles play an important role. 
The activation of ice nuclei is a dominant 
mechanism to produce ice particles in 
clouds. The understanding of spatial and 
temporal distributions and activation 
processes of natural ice nuclei are important 
for the improvement on precipitation forecast 
and climate change projection. 

 

We have been conducting the experi-
mental research by using Continuous Flow 
Diffusion Chamber type Ice Nucleus Coun-
ters (CFDC-INC) for identifying and quanti-
fying the ice formation mechanisms as a part 
of the study on the indirect effects of aerosol 
particles on clouds and precipitation.  

This paper describes the performance of 
CFDC-INC. We made a direct observation of 
cloud droplet formation immediately down-
stream of the growth section, and report on 
the accuracy of water saturation setting in 
the sample air. We also made a direct 
measurement of the interior surface tem-
perature of the outer cylinder in the evapo-
ration section, and report on valid ranges of 
the interior surface temperature of the eva-
poration section outer cylinder for IN mea-
surements with CFDC-INC taking into ac-
count the theoretical consideration based on 
1-D simulation of ice nucleation, growth and 
sublimation in the CFDC-INC.  
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2. APPARATUS DESCRIPTION1

We built two Continuous Flow Diffusion 
Chamber type Ice Nucleus Counters 
(CFDC-INC) based on the design of Rogers 
et al. (1988, 2001) at Colorado State Uni-
versity, USA and improved them to operate 
automatically; one is for ground-based ob-
servation and another is for aircraft observa-
tion. Main improvements are 

 

1) Decrease in heat inertia of inner cylinder, 
which makes more quick wall temperature 
control possible. 
2) Automatic measurement of temperature 
and supersaturation spectrum of ice nuclei 
activation. 
3) Automatic procedure to ice cylinder walls, 
which makes a fully-automated IN mea-
surement possible. 

Figure 1 shows a rack mount arrange-
ment of MRI-CFDC1 instrument. 

The Continuous Flow Diffusion Chamber 
(107cm in total length), which has the vo-
lume between two ice-coated concentric 
cylinders, are made of two sections; one is 
the growth section (49cm) occupying the 
upper part of chamber and another is the 
evaporation section (33cm) occupying the 
lower part of chamber. In the growth section 
it is possible to set temperature and humidity 
of the sample air by controlling two 
ice-coated wall temperatures, separately. 
Aerosol particles included in the sample air 
are activated as droplets and ice crystals 
and grow up further. In the evaporation sec-
tion the outer cylinder has no-ice on the wall 
and is kept its temperature as close as 
possible to that in the growth section. This 
change in the boundary conditions makes 
the relative humidity in sample air lower than 
water saturation, forcing water droplets to 
evaporate. Ice crystals that survive the 
evaporation section are detected by optical 
particle counter at the outlet end of the 
chamber and counted as ice nuclei. 
 



3. PERFORMANCE CALIBRATIONS 
Because the chamber of CFDC-INC is 

made of two ice-coated concentric copper 
cylinders, we cannot observe inside of the 
chamber directly. Therefore the acquisition 
of the data, which are used to check the 
performance of CFDC-INC, has been diffi-
cult until now. 

In our experimental procedures to meas-
ure IN activation spectrum in terms of su-
persaturation, we change wall temperatures 
of the inner and outer cylinders rather 
quickly. Therefore, it has been our concerns 
how rather quick change in wall tempera-
tures influences the performance of the 
growth section and the evaporation section 
and IN measurement accuracy. 

In addition, the possibility that ice crystals 
evaporate excessively due to the tempera-
ture rise in the evaporation section caused 
by heat invasion from the environment has 
been our another concern for a long time.  

 
• GROWTH SECTION 

To improve the quality of IN measure-
ments, we re-examined a water saturation 
point in the sample airflow using an outer 
cylinder of evaporation section specialized 
for calibration purpose. The configuration of 
CFDC-INC with the outer cylinder is shown 
in figure 2. The water saturation point was 
examined by detecting the initial droplet 
formation in the sample airflow during an 
increase of saturation ratio. Figure 3 shows 
the relationship among temperature, SSi 
and SSw in sample air as a function of the 
warm and cold wall temperatures. The 
change in the position of sample air (the 
velocity profile of sample and sheath air) 
between the two cylinders were calculated 
by Rogers(1988) in consideration of viscos-
ity, pressure, temperature and buoyancy. 
The cross marks indicate measurements of 
wall temperatures at the time when the initial 
droplet formation was detected from the 
observation window during the increase of 
saturation ratio.  

The cross marks are distributed on the 
line of SSw=0 % or higher SSw up to sev-
eral %. Taking into consideration a rather 
quick change in SSw (2-3 % min-1) during 
the calibration procedure and a time delay 
in the detection of droplet formation, it may 
be said that the water saturation point 

produced in the real sample air is almost in 
agreement with that expected theoretically. 
 
• EVAPORATION SECTION 

We made a direct measurement of the 
interior surface temperature of the evapora-
tion section. Figure 4 shows the temperature 
difference between the interior surface of the 
growth section outer cylinder and that of the 
evaporation section outer cylinder at differ-
ent distance from the border of the growth 
and evaporation sections at different tem-
perature settings at the ice saturation setting 
(left) and the water saturation setting (right). 
Because the temperature of the evaporation 
section outer cylinder is not controlled, but 
insulated from an environment to some ex-
tent, it was revealed that the interior surface 
temperature was higher than that of the 
growth section outer cylinder to a large ex-
tent. This suggested the possibility for ice 
crystals to evaporate in the evaporation sec-
tion excessively. 

We calculated the temperature and hu-
midity fields in the evaporation section and 
growth/evaporation of droplets and ice 
crystals in CFDC-INC with the modified 
Rogers’s model (1988) using the measured 
temperatures on the interior surface of 
evaporation section outer cylinder as a 
boundary condition. Figure 5 shows the 
changes in the temperature, SSi, SSw of the 
sample air and the ice crystal size that is 
calculated through growth and evaporation 
of activated particle. If there was a further 
temperature rise in the evaporation section, 
the ice crystal would evaporate much faster 
and become smaller than 2 μm and could 
not be detected as ice crystal.  

We also examined the effect of the abrupt 
change in sample air temperature at the 
border of the growth and evaporation sec-
tions. The abrupt temperature change would 
produce a temporal increase (a few % at 
most) of relative humidity in sample air. The 
temporal increase of relative humidity in 
sample air could be suppressed by assum-
ing a transient time of the abrupt tempera-
ture change to be 0.3 sec. or more. 

Table 1 shows valid temperature ranges of 
the evaporation section outer cylinder to 
detect ice crystals activated through deposi-
tion nucleation mode with particle size de-
tection threshold of 2μm when the initial ice 
crystal size and the transient time of the 
abrupt temperature change are assumed to 



be 10-2μm and 0.3 seconds. In addition, Ta-
ble 2 shows valid temperature ranges to 
detect ice crystals activated through con-
densation-freezing nucleation mode under 
the same conditions as those in Table 1. It is 
seen that excessive evaporation of ice 
crystals does not occur by appropriately 
controlling the temperature of the evapora-
tion section outer cylinder made of the poly-
vinyl chloride. 

 
4. CONCLUSIONS 

The water saturation point was examined 
by detecting the initial droplet formation in 
the sample airflow during the increase of 
saturation ratio. It appears that the water 
saturation point produced in the real sample 
air almost agreed with that expected theo-
retically. 

With the temperature rise in the evapo-
ration section, its influence on the evapora-
tion of ice crystals is examined. The valid 
temperature ranges of the evaporation sec-
tion outer cylinder for appropriate IN mea-
surements with CFDC-INC are estimated 
theoretically and some improvement on the 
evaporation section is proposed. 
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Figure 1. Rack mount arrangement for MRI-CFDC1 instrument. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Photo of the CFDC INC with the evaporation section outer cylinder for the 
water saturation point calibration (left) and horizontal cross-section of the outer cylinder 
for the calibration (right). 
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Figure 3. Relationship among temperature (line contour), SSi (shade contour) and SSw 
(line contour) in sample air as a function of the warm and cold wall temperatures. The 
cross marks indicate measurements of the wall temperatures at the time when cloud 
droplet formation was detected.  
 
 
 
 
 
 
 
 
 
Figure 4. Temperature difference between the interior surface of the growth section 
outer cylinder and that of the evaporation section outer cylinder at different distance  
from the border of the growth and evaporation sections at the ice saturation setting (left) 
and the water saturation setting (right). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Temperature, SSi and SSw of the sample air and the ice crystal size as a 
function of travel time or distance from the top of the growth section (Target temperature 
and SSw are -35℃ and -5%). 
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Table 1. Valid temperature ranges of the evaporation section to detect ice crystals acti-
vated through deposition mode with particle size detection threshold of 2μm when the 
initial ice crystal size and the transient time are assumed to be 10-2μm and 0.3 seconds,. 

 
※a valid temperature range of outer wall of evaporation section(upper), 

a setting temperature of outer wall of growth section(middle), 
a setting temperature of inner wall of growth section(bottom) 

 
 
Table 2. Same as Table 1 except for ice crystals activated through condensa-
tion-freezing mode. 
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1. INTRODUCTION1 
 

It is an urgent issue to unravel the 
entanglement of ice formation processes 
through multiple pathways and the 
susceptibility of ice nucleation associated 
with the variability of atmospheric aerosol 
components in mid-level mixed-phased 
clouds and upper-tropospheric ice clouds. 
The object at the outset of this study is to 
examine the ice formation ability of 
surrogates for atmospheric soot and 
mineral dust particles as heterogeneous 
and homogeneous ice nuclei (IN) in the 
temperature range of -15 to -50°C. At 
advanced stage, we will have 
comprehensive study to identify where 
ice crystals originate with their external 
mixing state. 

MRI cloud simulation chamber is used 
to seize ice initiation and subsequent 
growth scenes for a variety of aerosol 
particles and atmospheric circumstances, 
and to quantify the activated fraction. 
Since the immersion and condensation 
freezing occur only after droplet formation 
has started, it is essential to know the 
ability of  aerosol particles acting as 
cloud condensation nuclei (CCN) as well 
as IN to sufficiently realize the ice 
formation mechanism under conditions 
relevant to the atmosphere. The results 
on the potential role of these particles as 
CCN will be also reported in the 
companion presentation by Yamashita et 
al. at the conference (see details in 
extended abstracts on P. 10.6). 
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2. OVERVIEW OF THE STUDY 
 

A schematic explanation of the key 
physical links between aerosol and 
cloud microphysical processes is 
depicted in Fig. 1. A quantitative 
description of the relation between 
physicochemical properties of aerosol 
particles and their ability to initiate cloud 
particles is a crucial subject for an 
improvement of numerical cloud model. 
To overcome the current lack of 
understanding on aerosol-cloud-precipitation 
interactions and to reduce the 
uncertainty in estimates of the aerosol 
indirect effects, we need to develop and 
propose novel physics-based equations 
that link aerosol particles and cloud 
particles from the experimental approaches. 

Some of the nucleation mechanisms 
have been investigated with numerical 
models (e.g., Khain et al., 1999). 
According to Hoose et al. (2010), 
immersion freezing by mineral dust is 
found to be the dominant ice formation 
process, followed by immersion and 
contact freezing by soot from a global 
climate model implemented with an ice 
nucleation parameterization based on 
classical nucleation theory. 

The outcome of numerical model 
simulations may provide insights into the 
functional aspects of the aerosol indirect 
effects; nevertheless many of the 
fundamental processes are still unclear. 
To reach better understanding on the 
immersion and condensation freezing of 
soot and mineral dust, the first 
necessary step is to get the ability of 
sample aerosol particles as not only IN 
but also CCN.  



From the above view points, the 
experimental apparatus and techniques 
in a variety of types are put into this study 
as shown in Fig. 2. In the laboratory, we 
have been investigating both CCN and IN 
ability by using the Cloud Condensation 
Nucleus Counter (DMT-CCNC) and the 
Continuous-Flow Diffusion-Chamber type 
Ice Nucleus Counter (CFDC-INC) 
developed at MRI (see extended 
abstracts of this conference on P. 10.7). 
Size distribution, activated fraction of 
CCN as a function of supersaturation with 
respect to water (SSw), hygroscopicity 
parameter (k), activated fraction of IN as 
a function of temperature and 
supersaturation with respect to ice (SSi) 
are available to evaluate the potential role 
of sample particles as IN. Then, for 
well-characterized particles from our own 
measurements, the experiments of ice 
formation using the MRI chamber can be 

conducted in each intensive experimental 
period. Detailed information of the MRI 
chamber for ice nucleation studies is 
described in detail by Tajiri et al. (2006). 
We will try to collect residual particles of 
ice crystals during the chamber 
experiments by operating the pumped 
counterflow virtual impactor (e.g., Matsuki 
et al., 2010) and the automated aerosol 
sampler (AAS-001WT, ARIOS) in near 
future. 
 
3. EXPERIMENTAL  METHODS  
 

The soot particle was produced by a 
commercial graphite spark type generator 
(GNP2000, PALAS). The morphology, 
organic carbon to elemental carbon ratio, 
and optical properties of soot particles 
produced by such type of generator were 
comprehensively analyzed in AIDA 
studies (Saathoff et al., 2003; Schnaiter 

Fig. 1. Schematic diagram of aerosol-cloud-precipitation interactions. 
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et al., 2003). We also tested Arizona Test 
Dust (ATD; Powder Technology Inc., 
Minnesota, USA) as a reference dust 
material, which can be used in other labs 
for comparison of results and methods of 
IN measurements. Detailed information 
was presented in Möhler et al. (2006). 
The dust particle was dispersed using the 
rotating brush type generator (RBG1000, 
PALAS) in dry synthetic air. 

At the aerosol preparation and 
characterization, all aerosol samples 
were originally put into an aerosol buffer 
tank (4m3 volume) via two cyclones (50% 
cutoff diameters of 2.5 µm and 1.0 µm; 
URG), and then supplied to aerosol, CCN 
and IN measurement instruments. The 
Scanning Mobility Particle Sizer 
spectrometer (SMPS; MODEL3936, TSI) 
and the optical particle counter (KC-01E, 
RION) were used for monitoring dry 
particle size distributions (PSDs) and 
number concentrations. The activated 
fraction of IN (the ratio of Nin/Ncn) was 
calculated from the CN concentrations 
(Ncn) measured with Condensation 
Particle Counter (CPC) and IN 
concentrations (Nin) measured with 
CFDC-INC as a function of temperature 
and SSw. 

In the MRI chamber experiment, test 
aerosols stored in the buffer tank were 
introduced into the cloud chamber (1.4m3 
experimental volume) to attain a desired 
concentration followed by preconditioning 
of sample air in terms of temperature and 
humidity. At least during the 
pre-expansion initialization period, dry 
particle size distributions and number 
concentrations of test particles were 
measured by another SMPS and the 
Cloud Aerosol Spectrometer, which has a 
function to measure the forward and 
backward scattering particle by particle 
(CAS, DMT). In addition, the Welas OPC 
(Promo2000, PALAS) can detect 
particles as small as 1.0 µm. 

Pre-set parameters such as the initial 
pressure, temperature and dewpoint 
temperature can be determined arbitrarily. 

The cloud formation experiments are 
performed on the principle of adiabatic 
expansions by synchronously controlling 
air pressure and wall temperature. The 
air pressure in the chamber can be 
decreased down to below 30hPa with a 
vacuum rate corresponding to updraft 
velocities of 0 to 30 m s-1. The wall 
temperature, which has to catch up with 
the sample air temperature to minimize 
heat exchange, is capable to be cooled 
down to -100°C by circulating the coolant. 
The experimental difficulty is to continue 
cloud formations throughout a cloud layer 
(the entire duration of the ascent) without 
sedimentation of the hydrometeors to the 
bottom of the vessel and condensation of 
water vapor onto the chamber wall. We 
need to consider that accurate adiabatic 
expansions are realized for rather short 
time due to such effects. 

The temperature control shifts from 
dry to moist adiabatic lapse rate after 
passing the Lifting Condensation Level 
(LCL), which are estimated from initial 
temperature, dewpoint temperature and 
pressure in advance. The actual LCL is 
optimally specified by comparing the key 
observational variables (temperature, 
relative humidity, mixing ratio, PSD, cloud 
droplets concentration, etc.) that are 
always monitored during the expansion.  

The initial formation of cloud droplet 
(CCN activation) and the development of 
their size distribution (DSD) are properly 
measured by using the CAS, Welas OPC, 
Cloud Particle Imager probe (CPI, SPEC) 
and the laser scattering and 
depolarization measuring system 
(LSDMS, MRI). These devices for 
sensing cloud particles are also served to 
investigate the ice nucleation processes, 
so that Nin/Ncn of sample particles can 
be inferred from the cloud expansion 
experiments on performance basis. 

In this paper, we mainly show the 
analyzed results of experimental data 
obtained from the CPI and the CAS, 
which provide us with the identification of 
IN activation, predominant temperature 



zones of the initial ice crystal growth and 
the activated fraction of IN and a clue to 
discriminate the principal ice nucleation 
mode operating in each experiment. 
 
4. RESULTS AND DISCUSSION 
 

The PSDs of the sample particles 
inside the aerosol buffer tank are shown 
in Fig. 3. The soot and ATD particles 
prepared for the present experiments 
have peak diameters of 100 and 300 nm, 
respectively. 

The activation spectra of pure soot 
and ATD from the CFDC-INC 
measurements are plotted in Fig. 4. At 
higher SSw region, larger fractions of the 
soot and ATD particles activate as IN and 
form ice crystals. No evidence has been 
found of any significant fraction of the 
soot activating above -38°C. Ice 
formation was detected only above water 
saturation at -38°C. Although the 
maximum activated fraction reached 
nearly 10-1, homogeneous freezing 
assumably occurs above water saturation 
at lowest temperature so that it is not 
clear whether the immersion freezing 
nucleation on soot particles acts as 
efficient mechanism. ATD particles tend 
to induce ice nucleation at lower SSi. 
Differences, up to 10-1, in the onset SSi 
have been observed at -38°C. The onsets 
of ice formation at temperatures up to 
-30°C occur on ATD through deposition 
nucleation below water saturation as 
seen in the activation spectra, thereafter 
the activated fractions in this temperature 
range were sharply and continuously 
increasing beyond water saturation. 
Condensation freezing is likely to 
attribute such change in the fractions 
above water saturation. But the 
discrimination of condensation freezing 
and deposition nucleation above water 
saturation is intractable in this 
measurement. Above -30°C, ice 
nucleation surely occurs above water 
saturation. At –20°C and -15°C, ice 
nucleation signals cannot be 

unambiguously distinguished. It might be 
thought that the measured activated 
fraction at high temperatures tends to be 
underestimated due to a possible 
evaporation of ice crystals in the lower 
part of IN counter. 

A series of expansion experiments for 
soot particles was performed in order to 
acquire a dataset of their ice nucleating 
ability and to compare with the activation 
spectra from CFDC-INC measurements. 
The initial values of pressure and air 
temperature were set to 1000 hPa and 
15°C respectively, and then the initial 
dewpoint temperature is varied from 
–10°C to -30°C. Pre-set adiabatic ascent 
rate was 5 m s-1 and was kept down to 
below -50°C. The activated fractions 

Fig. 4. Activation spectra of a) soot and b) 
ATD (activated fraction vs. SSw) for 
temperatures from −15°C to −38°C. 

Fig. 3. PSDs of the soot and ATD particles 
measured with SMPS. 



obtained from the expansion experiments 
are depicted in Fig. 5. The numbers on 
the figure denote the programmed onset 
temperatures of cloud formation, i.e., the 
preset LCL temperatures (Tlcl-20, Tlcl-30, 
Tlcl-40), which usually deviate from the 
measured ones mostly due to an 
expense of water vapor onto the wall 
(frost formation). Delay of the actual 
condensation point (LCL) increases with 
decreasing the dewpoint temperature 
(typically a few degrees at dewpoint 
temperatures below –25°C). The 
expansion control doesn't always 
succeed in reaching the LCL due to the 
depletion of excess water vapor through 
depositional growth of ice crystals 
activated below water saturation and 
rather slow production of excess water 
vapor through the expansion, especially 
below -30°C. The activated fraction of 
soot particles measured with the CPI 
shows a three-step-like activation pattern 
at around –26°C, -33°C and -40°C for 
Tlcl-20 case (Fig. 5). The first step of ice 
nucleation did not significantly contribute 
to the activated fraction, but produced ice 
crystals whose number concentration 
barely exceeds the minimum detection 
limit. The droplet freezing may occur in 
this step, although cloud droplet 
formation and its interaction with soot 
particles are not clear yet. The next step 
is indicated more distinctly from the CPI 
and the CAS measurements. A possible 
interpretation of the second step ice 
nucleation is the deposition nucleation 
because uncoated soot particles act as 
deposition nuclei at low ice saturation 
ratios between 1.1 and 1.3 at this 
temperature range (e.g., Möhler et al., 
2005). The last step is thought to 
correspond to the onset of immersion 
freezing nucleation, since the saturated 
fraction measured with the CAS is very 
close to that for the Tlcl-40 case. For the 
Tlcl-40 case, the expansion was 
conducted below water saturation so that 
homogeneous freezing could not be 
realized. The onset of ice formation for 

the Tlcl-30 case was well below -35°C. 
The highest value of the activated 
fractions among 3 cases might result 
from homogeneous freezing of droplets 
formed on soot particles. 

For ATD particles, we also carried out 
the sensitivity experiments in a similar 
way (Fig. 6). A remarkable feature is the 
similarity in the saturation of the activated 
fractions at colder temperatures, although 
the onset temperatures of ice formation 
and the contributions of individual 
mechanisms to the activated fractions are 
certainly different for different cases. 
According to the CFDC-INC 
measurements, at temperatures above 
-30°C, the ice initiation occurred only 
through the condensation freezing 
nucleation. Except for the Tlcl-20 case, 

Fig. 6. Same as fig. 5., but for ATD. 

Fig. 5. Activated fraction of soot particles 
(activated fraction vs. temperature)  



the activated fractions above -25°C are 
higher than those from CFDC-INC 
measurements and increase with 
increasing Tlcl. Therefore it is speculated 
that pre-existing droplets had affected ice 
nucleation in some way. The activated 
fractions abruptly increased at around 
-35°C except for the Tlcl-2 case, and 
gradually approached 10-2 beyond -35°C, 
which is comparable to the values 
obtained from the CFDC-INC 
measurements (about 10-1 of ATD 
particles activated). The result implies 
that ATD particles also act as the 
deposition nuclei. 
 
5. SUMMARY 
 

The cloud expansion experiments 
were conducted to examine the ice 
nucleation ability of pure soot and ATD 
particles as heterogeneous and 
homogeneous ice nuclei (IN) under 
conditions relevant to the atmosphere at 
temperatures between -15°C and -50°C. 
The ice initiation processes were 
examined in the air with the vacuum rate 
corresponding to the ascent rate of 5 m s-1 
with different initial dewpoint 
temperatures (preset Tlcl). To identify the 
mechanism of ice initiation and to assess 
the IN ability of particles, the activated 
fractions of soot and ATD particles from 
the expansion experiments were 
compared with those from CFDC-INC 
measurements. 

No evidence has been found of any 
significant fraction of the soot particles 
activating above -38°C from the 
CFDC-INC measurements although the 
cloud chamber experiments showed very 
low values of the activated fraction above 
-38°C. Ice formation was detected only 
above water saturation and at -38°C from 
the CFDC-INC measurements, which 
strongly suggests that homogeneous 
freezing occurred. However it is not clear 
whether the immersion/condensation 
freezing nucleation on soot particles acts 
as efficient mechanism at or slightly 

above water saturation and at 
temperatures warmer than -38°C. 

Above -30°C, immersion/condensation 
freezing was the dominant ice nucleation 
mode for ATD particles at water 
saturation or slightly above water 
saturation. More than 10-3 of ATD 
particles activated. Below -30°C, ATD 
particles also act as deposition nuclei 
below water saturation. 
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H. Naumann, H. Saathoff, and O. W. 
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Abstract: By employing the three-aircraft 
measurements combined with radar and 
satellite images, the microphysical structures 
of a precipitus stratiform cloud caused by a 
westerly trough in Zhangjiakou City, Hebei 
Province on May 1, 2009 are analyzed in this 
paper, focusing on vertical distribution of PSD 
(particle size distribution) and the 2D imagery 
at a variety of altitudes and temperatures. In 
a closer examination of the shift in PSD, ice 
particle habits in the 2D imagery, and water 
content and number concentration of 
supercooled liquid droplet. The PSD 
generally appeared to conform to an 
exponential size distribution, with 
well-correlated linear fits between the log of 
the number concentration and particle 
diameter. Analyses of PSD parameters N0 
and λ show that three stages of particle 
growth according to the spectral trajectory is 
similar to previous studies. However, the 
positive shift in both N0 and λ at temperature 
warmer than -8 ℃ in our study was likely 
caused by extension of supercooled droplet 
spectra.  
 
Key words: Stratiform cloud, PMS, PSD, 
Ice crystal multiplication 
 
1. Introduction 

In the 1930s, Bergeron (1935), and 
Wegener and Findeisen (1938) proposed 
that when ice crystals and supercooled 
droplets coexist in a cloud, different super 
saturation rates near the surface of ice and 
liquid phase hydrometeor will lead to the 

preferential growth of ice particles by 
consuming supercooled droplets and further 
to the formation of precipitation particles. 
Since then, interest in ice particles in clouds 
has centered around three topics: their 
origins, their concentrations and their growth 
(Hobbs 1985). Precipitation formation 
mechanisms in different locations may differ 
dramatically from each other. When the cloud 
top reaches temperature lower than 0 ℃, ice 
develops and precipitation can develop 
through different microphysical processes; 
and the number concentration and size 
spectra of particles, both of which are key 
factors of cloud seeding with AgI, also vary 
dramatically at different synoptic 
backgrounds (Bruintjes 1999). Based on 
Braham (1986), the factors that hinder the 
research mainly lie in two aspects: the large 
scale variability and an incomplete 
understanding of the physical processes 
involved. The investigation thus should 
concentrate on microphysical processes of 
precipitation formation.  

In last decades, airborne probes have 
been applied to facilitate the measurement of 
precipitation processes throughout storm 
systems, which can be found in many studies 
(Herzegh and Hobbs 1980, Lo and Passarelli 
1982, Field 1999, and Heymsfield et.al 2002) 
where it is confirmed that the size spectra of 
particles change to adjust to such 
microphysical processes as deposition 
growth and aggregation, at various altitudes 
and temperatures within the precipitation 
system. Besides, it is shown in these studies 



that between particle size spectra and 
temperatures there exist correlations. In 
addition to information on particle size 
distribution, the 2D imagery probes (Lawson 
and Jensen 1998) also provide a further 
insight into particle shapes and habits. 

In this paper, we investigate PSD 
collected by probes installed in three aircrafts 
manufactured by PMS and DMT Inc., in a 
westerly trough precipitation system in 
Zhangjiakou City, Hebei Province on May 1, 
2009, during the field study of R&D of Key 
Technology and Equipment for Weather 
Modification.  

In the subsequent sections, we will 
investigate the following aspects of precipitus 
stratiform: the vertical and horizontal 
distribution of size spectra of both liquid and 

ice/snow particles; the relationship between 
temperatures and ice crystal habits; the 
influences of different secondary ice 
enhancement processes; and the 
relationship between the concentration of ice 
particles and supercooled liquid particles. We 
also compare our findings with those prior 
investigations of spectra changes and particle 
imagery.  

 
2. Synoptic situation 

The observation data used in this section 
mainly involve surface rainfall and radar 
reflectivity, among which the surface rainfall 
was collected during the field study, and the 
observed radar reflectivity originally provided by 
LACS (Laboratory of Cloud-Precipitation 
Physics and Severe Storms, Institute of 

Fig.1. Synoptic conditions over North China on 1 May, 2009: (A) 500 hPa map for 0200 LST; (B) 850 hPa map for 

0800 LST; (C) 500 hPa map for 0200 LST; (D) 850hPa map for 0800 LST. Heights of pressure surfaces in 

geopotential meters (solid line), shade areas for relative humidity >90% 



Atmospheric Physics) was derived from base 
reflectivity scans of the vehicle-carried X-band 
Doppler weather radar located in the suburbs 
of Zhangbei City. The resulting products were 
binned into 5-dBZ intervals and the synoptic 
map was based on the NCAR reanalysis 
dataset with 1×1 grid resolution.  

The synoptic situation on 1 May, 2009 
over Zhangjiakou City was primarily 
influenced by a shallow upper level trough. 
This northeast-southwest oriented trough 
appeared in west Baikal Lake, mid Inner 
Mongolia and Hetao area on 500 hPa map 
for 0200 (all times LST). On the 850 hPa 
synoptic analysis for 0200LST in Fig.1b, 
water vapour was transported by the south 

warm wet airflow from Indo-China Peninsula 
to the westerly trough system. Influenced by 
a strong west wind back of the trough and 
northward subhigh displacement, the trough 
advanced through north Inner Mongolia and 
North China. At 0800 LST the 850 hPa chart 
depicts a closed cyclonic feature lying to 
North China (N45º, E128º), and Fig.1d 
unveils the orientation of the trough at 0800 
LST. 

As the 850-hPa westerly trough moved 
forward (Fig 1 D), satellite imagery in Fig.2 
showed a broad cloud shield associated with 
this system, extending from Central China to 
Pacific coast. Most parts of Eastern China at 
0000 LST were covered by a cloud band 

Fig.2. Visible cloud imagery from FY-2 satellite: (A) at 0000 LST; (B) at 0080 LST 

Beijing

Fig.3. Plan position indicator (PPI) radar scan of reflectivity (dBZ) from X band vehicle-carried Doppler weather radar 

located in the suburbs of Zhangbei City on 1 May, 2009, black cycle indicate the radar location and the double cycle 

represent Zhangjiakou city: (a) at 0838 LST; (b) at 0911 LST; (c) at 0959 LST 



along the Inner Mongolia – Central China and 
the relative humidity exceeded 90% on 850 
hPa map. At 0800 LST, the cloud band 
moved to Northeast China – North China.  

Fig.3 reveals the observed plan position 
indicator (PPI) of radar intensity from X-band 
vehicle-carried Doppler weather radar located 
in the suburbs of Zhangbei City on 1 May, 2009, 
during the period of 0838~0959 LST. It is quite 
obvious that the rainband was approximately 
parallel and oriented to axis SSW to NNE and 
moving at speed of 7.78 m·s-1 perpendicular to 
the rain band. And the considerable 
substructures contained in the rainband are 
cores with radar reflectivity exceeding 30 dBZ. 
This rain band, which was forced by a cloud 
front, play a significant role in producing 
precipitation over the study field from 

approximately 0800 LST 30 April until 1130 
LST 1 May.  

From 30 April, 2009 to 1 May, 2009 the  
precipitation rates were measured with rain 
gauges at 232 stations in Zhangjiakou City, 
among which the accumulated precipitation 
from 176 stations were greater than 5 mm 
and 78 stations exceeded 10 mm, with an 
average precipitation of 8 mm and the 
maximum of 13.6 mm in Chongli County. 
 
3. Field study and instrumentation 

R&D of Key Technology and Equipment 
for Weather Modification is mainly aimed to 
study microphysical processes of straitiform 
cloud in North China and build datasets for 
improvement of weather modification 
technologies. As is shown in Fig.4, the field 
study area covers：N 40º35', E 113º35'; N 
40º35', E 115º30'; N 41º40', E 115º30'; N 
41º40', E 113º50'. The field study made use 
of a full compliment of ground-based 
instrumentation (including radar 
measurements and precipitation 
measurements) to measure and investigate 
the precipitation system passing through the 
field study area. During the field study the 
aircrafts and instruments belonging to three 
different organizations are listed in TABLE 1. 
To study the precipitation growth at various 
levels within the stratiform cloud, the flight 
pattern within the precipitation event was 
designed to consist of vertical stacks of 
horizontal flight legs ranging from 50~120 km 
horizontally, 1~6 km in altitude, and 17~-19 

 in temperature. Detailed flight legs of three ℃

aircrafts are illustrated in Fig.4 and Fig.5. 
On board instrumentation provided  

measurements of basic-state parameters 
(e.g. pressure, temperature and humidity) 
and important microphysical quantities (e.g. 
cloud liquid water content, ice particle 
concentration, particle size spectra, and 
particle imagery). In our study, The Hebei 
Y-12 equipped with a Particle Measuring 

Aircraft      Instrument   Notes 

Shanxi Y-12   DMT CDP 2~50μm  

   DMT CIP  25~1550μm; 2D grey 

 DMT LWC-100 
Liquid water content 

0.01~3.0 g m-3 

 DMT PIP 
100~6200μm; 2D 

grey 

 DMT CCN 0.75~10μm  

 AIMMS20 

Air speed, 

temperature and 

pressure 

Beijing Y-12 DMT CAS 0.51~50μm 

 DMT CIP  

 DMT PIP  

 DMT CCN  

 PCASP-100X 0.1~3.0μm 

 AIMMS20  

Hebei 

Cheyenne-ⅢA 

PMS 

FSSP-100-ER 
Selectable 1~95μm 

 PMS OAPDGA-2 25~1550μm 

 PMS OAPDGB-2 100~6200μm 

 DMT CCN 0.75~10μm 

 PCASP-100X 0.10~3.0μm 

TABLE 1 Aircrafts operated during the field study and 

the on board instruments 

 



System. Inc.(PMS) Forward Scattering 
Spectrometer Probe (Fssp100; Knollenberg 
1976), which sampled concentration and 
spectrum of cloud droplets with 2 <D< 47 μm, 
and PMS OAPDGA-2 (2DC) PMS 
OAPDGB-2 (2DP) probes for imaging 
particles with size range of 25~1550 μm and 
100~6 200 μm respectively. The Shanxi Y-12 
carried a Droplet Measurement Technologies. 

Inc. CIP probe (25~1550 μm) and PIP probe 
(100~6200 μm) for providing 2D-imageries, 
(DMT) CDP probe (2~50 μm) for cloud 
droplets. The Beijing Y-12 equipped with 
DMT PIP (100~6200 μm), and DMT Cloud, 
Aerosol and Precipitation Spectrometer  
(CAPS) which is a combination of CAS 
(0.51~50μm) and CIP (25~1550μm) probes. 
All the instruments with their arms vertically 

Fig.4. Field study area on 1 May, 2009: (a) study area in North China, the solid box for the region sampled by aircrafts; 

(b) flight tracks of three aircrafts 

Zhangjiakou

BeijingDatong

Beijing Cheyenne-3A
Shan Xi Y-12
He Bei Y-12

(b)(a)

Fig.5. Variation of heights and temperatures with time from three aircrafts during field study 



aligned to allow imaging of particles (e.g. 
plates) oriented in the horizontal plane. 

The aircrafts and instruments listed in 
TABLE 1 were provided by the following 
three organizations: 

• Weather Modification Office, Beijing 
meteorology Bureau 

• Weather Modification Office, Shanxi 
meteorology Bureau, Datong City, Shanxi 
Province  

• Weather Modification Office, Hebei 
meteorology Bureau, Zhangjiakou City, Hebei  
Province 
 
 
4. Methodology 

Particle size spectra were collected by 
two Y-12s and Cheyenne-IIIA at each level 
during the field study on 1 May, 2009. The 
CAS measurements were analyzed over a 
size range from 2 to 50 μm in order to 
eliminate aerosol particles. The sample 
volume of the instruments was calculated by 
employing the reconstruction technique in 
Heymsfield and Parrish (1978). And to 
estimate LWC by the probe-derived particle 

size distribution of FSSP, CAS and CDP in 
our study it requires a summation of the form 
    LWC=π/6 × ρ × ∑Di

3 × n(Di),   (1) 
Where i is the number of discrete size bins in 
the particle size spectrum, n(Di) is the particle 
concentration in the ith bin, Di is the mean 
diameter for each bin, and ρ is the density of 
water. Particles with 2<D<50 μm were 
considered as spherical liquid water.  
 Sample volume is defined as  

V=SE × TAS × T,           (2) 
where TAS is true air speed, T is the sample 
time, and SE is for the sample area. 

The number concentration of particles is 
presented as 

N=∑n (Di),                 (3) 
The particle size distribution is presented 

as 
        N (Di) = n(Di)/V × Δdi,            (4) 
 Calculating the number concentration 
and size spectrum from imaging instruments 
like CIP and PIP is different than calculating it 
from light scattering instruments like the CDP 
and CAS, this is because sample volume 
used to derived particle concentration 
depend on the particle size whereas it is 

Fig.6. CIP and PIP images from Shanxi Province and Beijing City Y-12 (See TABLE 1) at different altitudes (the 

vertical bars for each CIP and PIP image are 1 550 μm and 6 200 μm respectively) 



constant in scattering probes. The final 
calculation for sample volume of imaging 
probes is as follows: 
V= DOFi × TAS ×T ×(63-i) ×[probe resolution], 

(5) 
Where the DOFi represents depth of field, 
which depends on mean radius of particles of 
size ith bin, the incident wavelength and an 
adjustment factor. 
 
 
5. Microphysical structure of clouds 
5.1 Cloud liquid water 

For the 1 May 2009 case study, we use 
three sources (as mentioned in Section 2) for 
CLW measurements in situ measurements in 
the cloud band. The measurements of liquid 
water content (Fig.10), those plots show that 
the lower layers contained significant 
amounts of liquid water from penetration of 
cloud deck. Much lower liquid water values 

were observed at the top of the cloud (Hebei 
aircraft), exhibit considerable ranging from 
0~0.01 g m-3. 
 
5.2 Ice particle images analysis 

Recently, by analyzing a large dataset of 
particle imagery and particle size spectra 
collected by aircraft flying through stratiform 
precipitation system near the British Isles with 
Lagrangian descents, it is demonstrated in 
Field et al. (2000) that depositional growth 
alone is not responsible for the observed 
evolution, and the process of aggregation is 
chiefly responsible for the large-particle mode 
of bimodal ice size spectra. 

In our study, for each flight level, CIP and 
PIP particle images were examined, and 
particles (both single crystals and components  



of aggregates) were classified by visual 
inspection (Wood 2008), and our observations 

of ice (snow) particles with 2D imagining 
airborne probes is that the vast of majority of 

Fig.7. Spectra with CAS, CDP, CIP and PIP combined from Shanxi Province and Beijing City Y-12 (see TABLE 1); 

Particle size spectra normalized by bin-width are arranged vertically in terms of altitude and the altitudes.  

Fig 8 Ice particle size spectra parameters No (a) and λ (b) as a function of temperature  



ice particles are identifiable as some regular 
type according to established classification 
schemes, such as Magono and Lee (1966).  

Fig.6 shows CIP and PIP images obtained 
at different temperatures and altitudes from 
three aircrafts are similar to those in Field (1999, 
2000) with a different Lagrangian descent. 
Particles become bigger as the temperature 
increases and eventually form rain drops under 
0℃ isotherm of the cloud (not shown).  

Along the upper flight legs (-18 ~14 ℃), 
OAP2DGA particle imageries indicated the cold 
type habit (ie. sectors, column, side planes) in 
the upper region of the rain band. Along the 
warmer level legs ( -10 ~-8 ℃ in lower altitude), 
warm habit, such as transmit form (sector 
growing to dendritic form), dendritic crystals, 
aggregations of dendrites and some 
needle-like crystals, were observed in both CIP 
and PIP probes. Additionally, it appears that 
most of the images are irregular and not 
pristine in nature between the temperatures of 
0~-8℃. Aggregation of dendrites; heavily rimed 
ice particle and spheres were observed. The 
apparent absence of pristine particles (e.g. 
columns, bullet rosettes or highly symmetrical 
crystals) suggests that aggregation and the 
riming process are the dominant growth 
mechanisms for ice particles in this 
temperature range.  
 
5.3 Particle size distributions analysises 

In the early study of the size distribution of 
natural snowflakes by Gunn and Marshall 
(1958), it was deduced from ground 
observation of snowflakes that the particle size 
distribution followed an exponential form: 

        Ns (D) =Noexp(-λD),     (5) 
where D is the diameter of a snowflake, and 
both No and λ depend on precipitation rate. 
Based on the dataset of Gunn and Marshall 
(1958), Sekhon and Srivastava (1970) did a 
further analysis along with other snowflake size 
distribution measurements and drew the 
conclusion that the exponential form 

adequately described the measurement, which 
is apparently crucial since it allows snow size 
distribution parameters to be represented in a 
relatively simple way in bulk microphysical 
schemes. 

In previous studies (Lo and Passarelli 1982; 
Field and Heymsfield 2003) of wintertime 
precipitation, plots of N0 and λ have been 
constructed, and it is found that the changing of 
spectra along altitude or temperature 
represents the adjustment to microphysical 
processes within the precipitation band. 
Following Lo and Passarelli (1982) particle 
growth falls into three stages according to 
spectral trajectory. In stage 1, deposition 
growth results in increase in N0 and decrease in 
λ in values, as mass is added at all sizes 
across original size spectrum. Evolutions of 
spectra caused by aggregation leads to 
decrease in both intercept and slope in stage 2. 
This results from mass shifting from small to 
large sizes in the absence of additional growth. 
And collisional breakup is the mechanism for 
increase in both N0 and λ in stage 3. Indicating 
a simultaneous increase in the number of small 
particles and decrease in the number of large 
particles.  

Because our target clouds were 
precipitating, the typical size spectra of ice 
particles (ie, typical size mode varing from 
several hundred to several thousand 
micrometers) can’t be well sampled by 
OAP2DGC or CIP alone, OAP2DGB and PIP 
was often more sensitive to the presence the 
large particle than was the OAP2DGA and CIP. 
In those situations, to ensure that the 
2D-imagery probes provided the accurate size 
spectra, the ice PSDs was estimated from 
combination of probes with different sizing 
range. The ice concentrations from the two 
probes cross over each other at a critical 
diameters typically at 1 000 µm. In estimate the 
PSDs, the OAP2DGA (CIP)/OAP2DGB (PIP) 
PSD was used for diameters that were 
less/greater than the critical diameter, providing 



a smooth and continuous PSD that is more 
accurate than using the OAP2DGA or CIP 
alone. Fig 7 shows the PSD from field study 
using the different probes measurements 
shows good agreements between the particles 
smaller that 1 mm measured by the OAP2DGA 
and CIP, and the particle larger than 1 mm 
measured by OAP2DGB and PIP.  

Fig.7 is the combined spectra from the 
Shanxi and Beijing Y-12s and shows a 

satisfying coherence (within the limits of 
uncertainty) among the three probes at the 
interface. It is found that the in situ size spectra 
were well represented by an exponential fit of 
the form given by (5). According to Woods et.al 
(2008), the best fit line is defined here as |r| > 
0.95 (r represents the relative coeffecience) 
within the size interval 200~6200 µm. 

In accordance with Lo and Passarelli (1982), 
the changes of spectra in Fig.8 suggest 

Fig.9. Average concentration (L-1) and diameters (µm) of particles from CIP, square indicating the data collected by 

Shanxi Y-12, rectangles for Beijing Y-12 and black arrows for the two maximum concentrations from CIP 

-1

Fig.10. Average concentration (L-1) of droplets with D>24 µm measured by Shanxi Province and Beijing City Y-12, 

shaded region indicating the occurrence of the rime-splintering process  



deposition growth is the primary mechanism 
that affects precipitation within -15~-10 ℃ 
although there are also some additional 
collisonal breakups indicated by the 
appearance of light rimed ice particles and low 
number concentration and water content of 
supercooled droplets. Within -10~-6.4 ℃ the 
ice/snow spectra change in a path similar to 
stage 2 growth in Lo and Passarelli (1982), 
which leads to decrease in both N0 and λ. A 
closer examination of the shift in spectra within 
-6~-1.5 ℃ combined with the microphysical 
measurements of cloud water concentration 
and ice particle habit identification reveals the 
probability that secondary ice production 
through rime splintering is responsible for the 
simultaneous increase in N0 and decrease in λ. 
The presence of both cloud droplets with D>24 
µm (Fig.10) and heavy rimed graupels (Fig.6) 
further proves the probability that the spectra 
shift was caused by secondary ice production 
rather than by particle breakup since particles 
with D<1000 µm increase without the decrease 
in the number of large particles. Further 
discussion on those secondary ice production 
mechanisms will be covered in the next 
section. 

Based on the analysis of the measurements 
taken by aircraft Piper-Aztec of France during 
the experiment of the Precipitation 
Enhancement Project organized by WMO in 
Spain in 1981, the study of Liu (1986) showed 
that in precipitation cloud the maximum 
concentration of ice particles occurred not only 
in the region of -3~-7 ℃ but also in the regions 
of -9~-12 ℃ and -16~-19. In our case, the two 
maximum concentrations existed in the regions 
of -10~-15 ℃ and -3~-5 ℃, which shares the 
same implication of different ice multiplication 
mechanisms within different temperature 
ranges as Liu (1986).  
 
6. Horizontal distribution of particles and 
possible causes 
However, the focus of our study mainly lies in 

secondary ice production mechanisms, 
including riming splinter and collisonal ice-ice 
breakup which are based on theories from 
laboratory studies (Vardiman 1978, Hallet 
1976, Mossop 1978, Goldsmith 1976). And 
those theories can only be checked against 
field data indirectly by comparing theoretical 
predictions with measurable parameters (e.g. 
the required droplet size spectra, 
temperature, and presence of graupels) 
since the initial secondary ice particles 
produced by riming or collisonal breakup are 
too small to be detected in natural clouds. 
 
 
6.1 Fragmentation of ice crystal in -10~-15 
℃ temperature region 

The quantity of fragments generated by 
crystal collisions in cloud depends on the 
number of fragments produced per collision 
and collision frequency. Brewer and Palmer 
(1949) and Vardiman (1978) proposed that the 
fragmentation of delicate ice crystals may have 
an impact on the increase of ice particle 
concentrations in clouds. And Vardiman (1978) 
pointed out some interesting facts: (1) For 
plane dendrites, the greater the degree of rime, 
the greater the fragmentation; (2) 
Light-moderate rimed spatial crystals are the 
most effective crystal studies for generating 
fragments; (3) Graupels are surprisingly 
ineffective in generating fragment. Although 
unlike the riming-splinter mechanism, the 
criteria for ice enhancement by crystal 
fragmentation are less quantified in the 
laboratory, there are still some evidence of the 
contribution of ice fragment to ice enhancement 
in clouds (Hobbs, 1985, Liu 1986 and Chen 
1987). For instance, Hobbs (1985) found that 
ice crystals were predominant near the top of 
stratiform clouds, and as the distance from the 
cloud top increases, the number of crystal 
fragments and aggregates grows with the 
maximum reaching 5 times of those measured 
near cloud top.   



In our study, the shifting of particle spectra 
and the 2D imagery share the similar results to 
the theoretical studies of Vardiman (1978). In 
Fig.11 point C (I > 5 L-1) and D (I <1 L-1) in 
-10~-15 ℃ respectively represent the areas 
where the collision breakup mechanism is 
more sufficient and suppressive, and the 
combined spectra in vicinity of 300~400 µm 
show a greater growth at point C than that of 

point D. From the CIP 2D imagery (Fig.13) it 
can be seen that at point C there are mainly 
plane assemblages of sector and their 
aggregations which are lightly rimed, and 
needle-like ice particles which may be 
produced by secondary ice production, 
whereas at point D there are chiefly heavily 
rimed particles and graupels with 
undistinguished boundaries.  

Fig.12. The combined size spectra of particles at the six points of A, B, C, D, E and F indicated in Fig.10
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Fig.11. 30 sec average of LWC, number concentration of water droplet measured by FSSP, CAS and CDP; ice particles 

from on board probes including OAP2DGA and CIP, during 0930 LST and 1030 LST 



As mentioned above, the collision breakup 
mainly depends on the riming degree of ice 
crystals and ice habits. Measuring the average 
size distribution of accreted droplets for each of 
the five different crystal shapes from 84 single 
snow crystals, with different crystal shapes 
taken as the measured on photographs, 
Mosimann (1994) pointed out that two 
separated modes for planner and long 
colummar crystals peak at diameters of 20 and 
60 µm. Ono (1969) and Harimaya (1975) found 
that the rimed spectrum for plate, broad branch 
and dendrite crystals is much narrower than 
that for colummar crystals, about 80% of the 
accreted droplets with D < 25 µm.  

 Since in our study the 2DC and 2DP 
suggested the planner ice particle was 
predominant in the region of -10~-15 ℃, and 
encouraged by the laboratory studies of 
Mosimann (1994), we attempt to unveil the 
relationship between intensity of ice-ice 
collision breakup and the riming degree by 
comparing ice crystals with water droplets with 

D<25 µm, and the comparison with the 
previous research is restricted for lack of 
studies on the number of accreted cloud 
droplets and fragments. In Fig.14 the 
relationship between number concentration of 
ice crystals and water droplets with D<25 µm, 
which is based on the finding of Mosimann 
(1994), indicates that when the concentration of 
cloud droplets with D<25µm is less than 1 cm-3, 
the concentration of ice particles is directly 
proportional to the concentration of cloud 
droplets at this size range, and when the 
concentration of cloud droplets with D<25µm is 
more than 100 cm-3, they are inversely 
proportional. However when the cloud droplet 
concentration with D<25µm is in the range of 
1~100 cm-3 the relationship still remains 
uncertain for lacking sufficient data.  
 
6.2  Ice splinter production during riming 
in -3 ~ -8 ℃ temperature region 

Following the investigation of ice splinter 
production during riming by Macklin et al (1960), 

Fig.13. Two-dimensional cloud probe imagery of particles at the four points of A, B, C and D indicated in Fig.11 



Latham and Mason (1961) and Hallett and 
Mossop (1974), Hallett and Mossop (1978) 
further consolidated the mechanism for ice 
enhancement and indicated that small ice 
splinters are produced when supercooled 
droplets approximately > 23 μm in diameter 
impact at speeds > 1.4 m s-1 onto an ice 
surface at air temperature within -3~-8 ℃. The 

dataset of our horizontal flight during 0930 to 
1030 LST proves the variation of ice particles 
and supercooled water droplets satisfies the 
original Hallett-Mossop criteria within 3~-8 ℃. 
Fig.11 A and B present the average cloud 
droplet spectra for low and high ice production 
areas, and high ice producers have broader 
droplet spectra than those of the low ones. For 

Fig.15. The ice concentration versus the concentration of cloud droplets with D>20 μm within temperatures of -3~-8 

℃, measured by Beijing City Y-12, the dash line indicating best fit line in cumulus clouds of Hobbs (1985), and the 

solid line representing the one in our study 

Fig.14. Ice concentration versus the concentration of cloud drops with D<25 μm within temperatures of

-10~-15 ℃, measured by Shanxi Province Y-12; the shade area indicating the uncertain relationship 

between ice particles and water droplets  



example, the number concentration of droplets 
with D>23 μm at point A is much greater than 
that at point B. The CIP 2D imagery (Fig.13), 
which shows heavy rimed ice particles, 
graupels and large droplets at point B, also 
suggests the riming splinter process could be 
invoked in the area. Gordon and Marwitz (1986) 
introduced the possibility of secondary 
production by rime splintering as a potential 
reason for an increase in Ns and the relatively 
steady value of λ, implying that precipitation 
growth occurred equally at all particle sizes, 
and Fig.12 provides more obvious evidence of 
such shifts in ice particle size spectra. 

Fig.15 unveils the relationship between 
ice particles and water droplets with D>20 μm. 
Since this plot isolates the dependence of ice 
particles on large cloud droplets, the slope in 
Fig.15 indicates that the production rate is 
proportional to the concentration of such 
droplets. According to Hobbs (1985), the 
effect of large droplets on ice concentration 
can also be proved by seeking correlations 
between I (ice particle concentration) and the 
concentration of cloud droplets exceeding a 
certain diameter. With the quantity (C20) 
expressed in the unit of cubic centimeter and 
Imax in per liter, the best fit relationship 
between ice concentration and cloud droplets 
(D>20 μm) is 

Imax = a (C20)b,   (6) 
in our study a=3.61, b=0.464 and the 
correlation coefficient r=0.641. Compared with 
the findings of Hobbs and Rango (1985), and 
Harris-Hobbs and Cooper (1987), on one hand, 
they share the similar relationship between ice 
crystal concentration and large droplets in 
cumuliform cloud, on the other hand, it is 
probable that as a result of less turbulence 
within the stratiform cloud, ice particles are less 
dependent on large cloud droplets in our case 
than in the mature and aging cumuliform cloud 
studied by Hobbs (1985) with coefficients 
a=2.25, b=0.79 with r=0.89 within cumulus. 
Compared with stratiform cloud, convective 

cloud has several features (e.g. higher collision 
frequency and more forceful collisions) that 
could make them very efficient in generating 
secondary particles by mechanical fracturing. 
 
7. Conclusion 
This study presents analysis of the size 
distribution and the 2D imagery observed by 
three air crafts fly horizontal legs at a variety of 
altitudes in a westerly wind trough precipitation 
system occurring in the field study of R&D of 
Key Technology and Equipment for Weather 
Modification. Based on the results, we can 
draw the conclusions that 
(1). Similar to the study results of the 
precipitous stratiform cloud in Liu (1986), in our 
case it can be seen from the particle size 
distribution shift, the CIP and PIP 2D imagery 
and the ice particle concentration at different 
temperatures, the two maximum ice 
concentration regions (-10~-15 ℃ and -2~-5 ℃) 
could be invoked by two different ice 
multiplication mechanisms (i.e. collision 
breakup and H-M process). 
(2). In the region of -10~-15 , the main ℃

secondary ice production mechanism is 
planner crystal-crystal collision breakup, which 
leads to an increase in vicinity of 300～400 µm. 
The relationship between ice concentration and 
cloud droplets with D<25 µm unfolds two 
distinctive tendencies, i.e. when the 
concentration of cloud droplets with D<25 µm is 
less than 1 cm-3, the concentration of ice 
particles is directly proportional to that of cloud 
droplets, and when the cloud droplet 
concentration is more than 100 cm-3, the 
secondary ice production rate is suppressed. 
However when the cloud droplet concentration 
is in the range of 1~100 cm-3 the relationship 
still remains uncertain for lacking sufficient data.  
(3). In our study, within the region of -3~-8 ℃, 
the riming splinter process is mainly 
responsible for secondary ice production. 
Compared with the findings in convective cloud, 
stratiform cloud in our study shares a similar 



relationship between ice particle concentration 
and water droplets with D>20 μm. However, 
the number concentration of ice particles is less 
dependent on that of large water droplets than 
in cumulus cloud, and it is probably caused by 
less turbulence, lower collision frequency and 
less forceful collisions.  
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1.  INTRODUCTION 

Aerosol particles, which act as ice nuclei, 

determine ice crystal concentrations and 

affect precipitation forecast through 

precipitation efficiency. Also from the 

viewpoint of climate change study, it is 

pointed out that ice nuclei as well as cloud 

condensation nuclei modulate the coverage 

and life of clouds and precipitation distribution 

through radiation properties and precipitation 

efficiency, and affect climate projection 100 

years later through consequent modulation of 

global energy and water cycle.  

Studies on ice nuclei have been carried 

out for more than half a century. However 

there are many things to remain unsolved 

because of huge complexity in activation 

mechanisms of ice nuclei unlike a single 

process of CCN activation. 

Dust particles has been thought to be 

representative ice nuclei for a long time. Ice 

nucleation ability of montmorillonite, kaolinite 

and volcanic ashes as well as dust particles 

have been investigated. As for dust particles 

from inland of Chine, Isono et al. (1959) 

investigated chemical and physical 

characteristics and ice nucleation ability by 

using electron microscopic techniques and 

filter method. 

DeMott et al. (2003) measured ice 

nucleation ability of Saharan dust particles 

using CFDC IN counter and Sassen et al. 

(2003) observed clouds in dust storm by using 

depolarization lidar. Recently ice nucleation 

ability of dust particles have also been studied 

in AIDA chamber (Field et al., 2006; Möhler et 

al., 2006; Möhler et al., 2008a).  

Possibility of internal mixing of dust 

particles with sea salt or sulfate particles 

during their transport is also suggested 

through electron microscopic analysis of dust 

particles fallen over the western part of Japan. 

But there are no in-situ measurements of 

microphysical structures of clouds during dust 

storms. In this paper, effectiveness of Asian 

dust particles as ice nuclei is investigated 

through a modulation of ice crystal 

concentrations in orographic snow clouds 

observed by an instrumented aircraft, 

airborne measurements of ice nuclei 

concentrations and dynamic cloud chamber 

experiments of ice nucleation on dust 

particles. 

 

2.  AIRBORNE IN-SITU MESUREMENTS 

OF OROGRAPHIC SNOW CLOUDS 

DURING HEAVY DUST STORM 

Field campaigns on orographic snow 

cloud study had been carried out around the 
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Echigo Mountains in the central part of Japan. 

We had flown an instrumented aircraft for the 

consequent 6 winter seasons (Feb.-Mar. 1998, 

Feb.-Mar. 1999, Feb.-Mar. 2000, Feb.-Mar. 

2001, Dec. 2001, and Dec. 2002) over the 

study area. 

The instrumented aircraft was equipped 

with various kinds of cloud microphysics and 

ordinary meteorological instruments, including 

a gust probe to measure three components of 

wind relative to the ground, on the wing tip 

pylons and fuselage. Cloud microphysics 

instruments included FSSP, 2D-C, 2D-P, 

CAPS, PVM-100 and two KLWC-5 probes.  

We had a dust storm event for two days in 

series (March 5 and 6, 2000). The typical 

concentration of aerosol particles larger than 

2 m during dust storms was several particles 

cm-3 and was 2 to 3 orders of magnitude 

greater than background concentrations 

ranging from 10-1 to 10-2 particles cm-3. 

The maximum concentrations of ice 

crystals during the heavy dust storm were 

about 100 particles L-1 in orographic clouds 

with top temperature of -20 C on the both 

days, which is half order of magnitude higher 

than the mean values of those for usual days 

without dust storm. Although the data points 

from the both days are located near the upper 

boundary of scattered data points, there are 

several data points from clouds without dust 

storm effects that show number 

concentrations as high as those on the dust 

event days (Fig.1). 

This observation result suggests that dust 

particles act as efficient IN, and some 

particles other than dust particles also act as 

good IN.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The total concentrations of dust particles 

may have been at least one order of 

magnitude higher than the observed 

concentrations of particles larger than 2 m 

according to the past studies on Asian dust 

particles. 

This means that one particle out of 100 to 

1,000 particles is activated in orographic 

clouds during dust storm, which is much less 

effective as compared with experimental 

results by DeMott et al. (2003). 

 

3. AIRCRAFT MEASUREMENTS OF IN 

CONCENTRATIONS 

Recently we built an aircraft-version of 

CFDC IN counter and collected data in 

summer and winter seasons.  

The results of aircraft measurements of IN 

concentrations made on March 5th, 2009 are 

presented as an example. Aircraft observation 

was made behind the extratropical low (Fig. 

Fig. 1  Relation between the maximum

number concentration of ice crystals and

cloud top temperature obtained from aircraft

observation data for 6 winter seasons from

1998 through 2003.  
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2a). IN measurements were made at -25 C 

and at water saturation or slightly water 

supersaturation. 

We had a moderate dust storm, especially 

from 3 to 5 km. The concentrations of dust 

particles larger than 2 m (measured with 

FSSP) were several tenths cm-3 and IN 

concentrations were about 100 particles L-1 

(Fig. 2b). 

Activated fraction of aerosol particles 

larger than 0.5 and 0.01m were 10-1 to 10-2 

and 10-3 to 10-4, respectively (Fig. 2c). 

 

4. DYNAMIC CLOUD CHAMBER 

EXPERIMENTS OF ICE NUCLEATION ON 

DUST PARTICLES 

The MRI cloud chamber was designed as 

an adiabatic-expansion-type cloud chamber, 

similar to CSU dynamic cloud chamber. We 

use the rotating brush disperser to generate 

dust particles and two-stage cyclones to 

remove large-size particles. 

Figure 3 shows an example of 

experimental results; from top to bottom, time 

series of air pressure, wall and air 

temperatures and dewpoint temperature, 

relative humidity, particle concentrations 

measured with CAS, laser scattering intensity, 

and depolarization ratio. Two vertical dashed 

lines indicate the onset of cloud droplet 

formation and ice crystal formation. Ice 

nucleation started to occur at around -17 C. 

Figure 4 shows number concentrations of 

large droplets (a) and ice crystals (b) 

measured  with CPI, and number fractions of 

ATD larger than 0.5m activated as IN (c) as 

a function of air temperature. Very few 

particles already start to activate at around  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

-10 C, but significant fractions (10-2 to 10-3) 

of ATD activate at around -17 C or colder 

temperatures.  

Activated fractions are also dependent on 

Fig. 2  Surface weather map at 0900 JST on 

5 Mar. 2009 (a), vertical profiles of particle 

concentrations (b) and activated fractions of 

aerosol particles larger than 0.01 and 0.5 m

(c).  
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dewpoint temperature, namely temperatures 

of lifting condensation level, which determine 

the mean diameter of cloud droplets, and 

updraft velocity. 

 

5.  ACTIVATED FRACTION OF ATD AND 

ASIAN DUST 

Figure 5 shows the relation between 

number concentrations of dust particles larger 

than 0.5m and IN concentrations. IN 

concentrations obtained from aircraft 

observations during moderate and light dust 

storms range from one to a few hundreds 

particles L-1 at -25 C, and the activated 

fractions of Asian dust particles are 10-3 to 

10-1. On the other hand, the activated 

fractions of ATD particles obtained from MRI 

chamber experiments and IN counter 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3  Time series of air pressure, wall and

air temperatures and dewpoint temperature,

relative humidity, particle concentrations

measured with CAS, laser scattering intensity,

and depolarization ratio.  

Table 1 Initial conditions and ascent rate  

Fig. 4  Number concentrations of large

droplets (a) and ice crystals (b) measured with

CPI, and (c) activated fractions of ATD larger

than 0.5m as a function of air temperature. 
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measurements are almost the same and are 

10-3 at -25 C to 10-1 at -35 C. 

 

6.  CONCLUSION 

Aircraft observations of orographic snow 

clouds during heavy dust storms showed that 

ice crystal concentrations were ~100 particles 

L-1 in clouds with top temperature of -20 C, 

which is half order of magnitude higher than 

concentrations on no dust storm days. This 

observation result shows that dust particles 

indeed act as effective ice nuclei (IN), but 

some particles other than dust may also act 

as good IN. Activated fractions of Asian dust 

particles larger than 2 m (measured with 

FSSP) were on the order of 10-2. Activated 

fraction of Asian dust larger than 0.5 m was 

estimated to be on the order of 10-3 assuming 

typical size distribution of dust particles over 

Japan. 

Resent aircraft measurements of IN 

concentrations during light and moderate dust 

storms and MRI cloud chamber experiments 

on IN ability of Asian and Arizona Test Dust 

particles showed that activated fraction of 

particles larger than 0.5 m ranged from 10-3 

to 10-1 at -20 ~ -25 C, which is consistent with 

the maximum ice crystal concentrations 

observed by the instrumented aircraft during 

the heavy dust storm. 
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1. INTRODUCTION 

     Biological matter is found in the 
atmosphere in the form of living or “dead” 
organisms. These aerosol particles of 
biological origin (ABO) represent about 
one fourth of the total aerosol particle 
number (Jaenicke, 2005). Some are 
known to be good ice nuclei like some 
bacteria species (Szyrmer and Zawadzki, 
1997) and thereby may influence the life 
cycle of clouds and their precipitation. The 
focus of the collaborative French-German 
project BIOCLOUDS is to investigate and 
quantify the role of ABO particles in 
tropospheric clouds. Combining the 
partners’ expertise in microbiology, 
aerosol-cloud microphysics, meteorology, 
and cloud modelling, the project aimed to 
(1) identify relevant species in cloud and 
precipitation water and, for comparison, in 
the aerosol outside clouds, (2) extract and 
culture relevant samples for laboratory 
investigations of CCN and IN properties, 
and, (3) make use of the new experimental 
results as input to cloud models in order to 
improve the formulation of microphysical 
processes for ABO in models and to more 
accurately assess the potential importance 
of these processes for cloud evolution. 

     Here, we present the first modelling 
studies, which investigate the critical ABO 
concentrations with IN capabilities to 
impact precipitation production of a 
convective system. 

2. BIOCLOUD EXPERIMENTAL DATA 

     Cloud water was sampled at the 
summit of puy de Dôme. Bacteria strains 
in cloud water were identified. Strains 
were cultivated and the standard drop-
freezing method (Vali, 1971) for testing 
their ice nucleation activity was used. The 
strains that were the most efficient to form 
ice were selected for more in-depth 
studies at the AIDA facilities of the KIT 
group. Three different campaigns were 
designed to test heterogeneous ice 
nucleation on bacteria. Living cells were 
suspended in pure water and sprayed in 
the AIDA and NAUA chambers. Adiabatic 
expansions in AIDA were realized to test 
their IN potential from -2 to -15°C. NAUA 
chamber was used for studying physical 
and chemical properties of the bacterial 
aerosol particles. 

 
Fig.1: Number size distributions of Pseudomonas 
syringae cc242 suspended in the NAUA chamber 
measured with a SMPS and an APS instruments. 
The pink fit was used to initialize DESCAM model 
(see text). 



 

     After spraying and drying the bacterial 
suspension, during every experiment two 
different aerosol modes were observed; 
one example is shown in Figure 1. There, 
we see one mode with a smaller 
concentration and a diameter peaking at 
0.6 µm that we assumed to be bacteria 
cells, and another mode, more important 
in number but with a smaller mean 
diameter that we assumed to be bacteria 
debris and residues of chemicals in the 
bacteria suspension. 

     Cloud condensation nuclei (CCN) 
properties of the particles were 
investigated with CCN chambers.  

 

 
Fig.2: Derived critical supersaturation for the entire 
second campaign of Bioclouds as a function of the 
dry diameter of aerosolized particles. The upper 
right picture shows how each dots of the plot has 
been derived.  
 
     From the CCN studies, summarized in 
Figure 2, we can conclude that bacteria 
cells together with the smaller residuals 
APs, which are created during the 
suspension spraying, behave exactly like 
aerosol particles with a hygroscopicity 
corresponding to a kappa-value (κ) greater 
than 0.1. Bacteria cells are so big that, at 
relatively warm temperature (-2°C to -
10°C), with this hygroscopic behavior they 
likely act first as CCN before being 
involved in ice formation. Optical counters 
available in the AIDA chamber 
(PALAS/WELAS instruments) confirmed 
that liquid clouds were always formed 
before ice appearance. Subsequently, we 

assumed that the ice formation due to 
bacteria is associated with the 
heterogeneous mechanism of 
condensation following by freezing. 
     To determine the ice onset and the 
number of ice crystals, the assumption 
was made that each single particle 
exceeding 20 µm in diameter in the optical 
counters data is an ice crystal. Ratio of 
IN/cells varied depending on the strains 
used, but values as high as 8% were 
observed.  

3. MODEL SET-UP 

     The model DESCAM (DEtailed 
SCAvenging Model) used in our study is 
coupled with the columnar dynamical 
framework described in Asai and 
Kasahara (1967). DESCAM is a 
microphysics model under development 
since the 1980s (Flossmann and Wobrock, 
2010, and references herein). DESCAM is 
a detailed explicit microphysical model that 
prognoses evolution of humid aerosol 
particles, drops, and ice crystals number 
size distributions. The particularity of 
DESCAM is to follow explicitly the aerosol 
particle population but also the fate of the 
uptaken particles in the hydrometeors by 
means of additional mass density 
distribution functions for aerosol mass in 
each size bin for the aerosol particles, the 
drops, and the ice crystals. DESCAM is 
built to consider an external mixture of 
aerosol particles. 

     The simulations, we present here, are a 
sensitivity study to determine the critical 
concentrations and/or efficiency of 
bacteria with ice nucleation activity to 
impact convective precipitation. We used 
the convective case of CCOPE to conduct 
this study (Dye et al., 1986; Cloud 
Modeling Workshop at IRSEE, Germany, 
report n°139 of WMO). Dynamical set-up 
and initialization are described in Leroy et 
al. (2006).  

     We considered two different 
populations of aerosol particles, for both of 



 

them the concentration profile is 
exponentially decreasing with a scaling 
height (i.e. 3km) until the top of the 
boundary layer and kept constant in the 
free troposphere. The background aerosol 
particles are distributed following the 
“continental” parameters of Jaenicke 
(1988) and the bacteria particles are log-
normally distributed following observations 
in NAUA (Figure 1) with a mean diameter 
of 0.62 µm and a standard deviation of 
0.13. Total concentration for these 
particles will vary. Background particles 
are set to an internal mixing of 80% of 
insoluble material and 20% of sulfuric acid. 

     In any microphysical processes, if one 
particle (humid AP, drops, or ice crystals) 
containing background particulate material 
coagulates with one containing bacteria 
cell, we assumed the resulting particles to 
contain bacteria. 

     To reproduce observations, the 
bacterial population is followed inside the 
drops and if the temperature is below -
3°C, then 5% of the bacteria cells inside 
freeze the droplets. Background aerosol 
particles can form ice heterogeneously 
following the parameterization of Meyers 
et al. (1992) and homogeneously in the 
upper troposphere following Koop et al. 
(2000). 

  

4. MODELLING RESULTS AND 
DISCUSSION 

     Figure 3 shows the development of the 
storm with no bacteria considered. Once 
warm air reaches the lifting condensation 
level (at 3km), condensation starts and 
updraft velocities rapidly increase up to 17 
m.s-1. A dense liquid cloud (more than 2 
g.m-3 of water) develops vertically and 
rises to an altitude where temperature is 
cold enough for homogeneous nucleation 
to occur. Then precipitations are 
generated and a strong downdraft is 
associated with it. (Note that the model 

considers the melting of hailstone as 
instantaneous).  

 

 

 

Fig.3: Vertical profiles as a function of time for: a) 
vertical velocity (m.s-1), b) liquid water and c) ice 
water contents (g.m-3). 

     The second species of biological 
aerosol particles is then introduced. 
Burrows et al. (2009) gave different 
concentrations of ABOs in air above 
different habitats; we chose to test the 
minimum, median and maximum of those 
concentrations. Values for those 
concentrations and the consequent rain 
production are given in the table below. 

 Minimum Median Maximum 
NABO (cm-3) 10-5 0.102 0.840 
Rain (mm) 1.3 2.0 1.5 

 

     The minimum concentration is very low 
and the quantity of rain reaching the 
ground is exactly the same than without 
any bacteria. Regarding the evolution of 
rain production in increasing ABOs, we 
remark first that an increase in the IN 



 

population increase precipitation, but if 
ABO concentration exceed an optimum 
value then precipitation decreases again. 

     In the scenario of a warmer and more 
humid climate, ABO concentrations are 
expected to increase. With this in mind, we 
chose to also test the production of rain 
with an ABO concentration 10 times higher 
than the previous maximum. In this 
sensitivity study the production of rain 
reaching the ground was totally inhibited. 
Figure 4 shows the evolution of LWC with 
altitude for that run. 

 
Fig.4: Vertical profile of liquid water content water 
contents (g.m-3). 

     This figure 4 explains why too much 
ABOs can reduce rain. Comparing figure 4 
and 3b, we notice that less liquid water 
reaches the “nest” of ice crystals at 9000 
m of altitude, ice crystals being so few the 
rain production is not efficient. The change 
in LWC profile in the first 30 minutes is 
little and it can be explained because 
convection was not as strong as before. 
The ice formation on bacteria, near the 
cloud base at the beginning, induced very 
little precipitation that evaporated below 
the cloud base. The subsequent cooling is 
very small but strong enough to lower the 
convection considerably.  

5. DISCUSSION 

     In this theoretical study, we 
investigated if the bacteria cells, which 
were isolated from cloud water sampled at 
the puy de Dôme mountain site and found 
in AIDA to be IN active through the 
condensation freezing mechanisms, could 
impact rain production in convective 
systems. It was found that if we increase 

slightly the IN population then rain is more 
important, but exceeding an optimum 
value will lower rain production.  
     This study remains preliminary since 
we need to include as accurately as 
possible the observations made during the 
last BIOCLOUDS campaign in Karlsruhe. 
We need also to point out that the 
modeling studies were performed in a 
columnar model. Therefore the sensitivity 
of the model on early precipitation that 
cools cloud base and lower convection 
could be overestimated. We have to 
repeat this study in 3D dynamical 
framework and include cases on stratiform 
precipitations.  
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1. INTRODUCTION 
 
Cloud measurements are usually carried 
out with airborne campaigns that are 
costly and limited by weather conditions 
and low spatial resolution. Ground based 
measurements at elevated research 
stations therefore can play a 
complementary role. Using the 
meteorological data (wind speed, 
direction, temperature, humidity, visibility, 
etc.) collected by the German weather 
service (DWD) over the last 10 years and 
turbulence measurements recorded by 
multiple ultrasonic sensors (sampled at 10 
Hz) during the past two years, we show 
that the Umwelt-forschungsstation 
Schneefernerhaus (UFS) located in the 
German Alps, at a height of 2650m, is a 
well-suited station for cloud-turbulence 
research. Analysis of the second and third 
order structure functions from the 
continuous recordings of ultrasonic 
sensors at UFS shows that the wind 
turbulence exhibits well-developed inertial 
ranges with Taylor micro-scale Reynolds 
numbers between 1500 and 3500. In spite 
of the complex topography of the UFS, the 
turbulence appears to be close to isotropic 
when evaluated with the so-called 
“Lumley-triangle”. 
 
2. GEOGRAPHY & ENVIRONMENT 
 
UFS (47°25’00’’ N, 10°58’46’’ O) is located 
near the top of Zugspitze, the highest 
mountain of Germany (2962m above sea 
level). The southern flank of the mountain 
is covered with Germany’s largest glacier, 
the Schneeferner, which is surrounded by 
a mountain arc that shields it from winds 
coming from north, west and south. The 
Schneeferner is unshielded towards the 
southeast where melt water streams run 

down the mountain. The mountain ridge 
on the west of the glacier is known as the 
Schneefernerkopf. Over a length of about 
200 meters erosion has decreased its 
height significantly and the lowest point is 
about 175 meters lower than the 
Schneefernkopf summit. This part is 
known as the “wind hole”, because it 
directs the wind over the glacier like a 
funnel (Engelbrecht, 2011). UFS is 
situated on the north side of the glacier 
and half way to the top of Zugspitze, at a 
height of about 2650 meters (see Fig. 1). 
 

 
Figure 1. View of the Schneeferner valley 
from the southeast (Photo taken by 
Xtream, alpinforum.com Luftbilder Topic, 
2009. http://www.alpinforum.com/forum/ 
viewtopic.php?f=7&t=19048&start=50). 
 
The weather at Zugspitze is mainly 
influenced by the westerlies, which are 
strong prevailing winds in the middle 
latitudes. The winds often carry great 
masses of moist air, leading to heavy 
precipitation on the northwest side of the 
Zugspitz massif. In addition to this, on 
about 60 days per year the weather is 
dominated by Foehn winds, which push 
against the massif from the south, 
resulting in relatively high temperatures 
during the winter times. The average 



temperature during the “standard 
reference period” (1961-1990) was −4.8°C 
and the average precipitation was 2003 
mm per year (Siebler, 2010). The lowest 
temperature recorded at Zugspitze was 
−35.6°C while the highest was 17.9°C 
(DWD, 2000). Figure 2 shows the local 
weather conditions at Zugspitze, averaged 
over the years 2000 – 2005 using 
observations data at UFS from the 
Deutscher Wetterdienst (DWD). As shown 
in the middle right panel, the research 
station is “in clouds” for about 25% of the 
time in July and August, which is 
promising for ground-based observation of 
cloud-turbulence interaction. 
 

 

 

 
Figure 2. Local weather conditions at UFS, 
obtained from the 2000 – 2005 average of 
observations by the Deutscher 
Wetterdienst (DWD). Image courtesy of 
UFS (http://www.schneefernerhaus.de/en/ 
wetterdaten/climatology.html). 
 
3. FLOW CONDITIONS 
 
UFS is a nine-story building, constructed 
into the southern flank of the Zugspitze 
(see Fig. 3). 

 

 
Figure 3. Views of UFS from the south. 
 

 

 
Figure 4. PDFs of wind directions in the 
horizontal (top panel) and the vertical 
(bottom panel) directions. θ=90° 
corresponds to wind from the east and 
θ=270° corresponds to wind from the west. 
cosφ<0 and cosφ>0 corresponds to wind 
from above and below, respectively. See 
text for “cloudy” conditions. 
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Figure 5. Probability of clouds covering 
UFS at given time of the day in July and 
August of 2008 (local time at UFS). 
 
Due to the local topography, the winds 
measured at UFS are primarily in the east-
west direction. For detailed analysis, we 
used the DWD data in July and August 
2008. Figure 4 shows the probability 
density functions (PDFs) of the wind 
directions in the horizontal and vertical 
directions. The PDF around east or west 
winds are not the same, most likely due to 
the different topography on the two sides. 
Winds from the west have to pass along 
the mountain before reaching UFS and 
hence are influenced by the mountain 
flank, while east winds flow along the 
valley and are mostly free from the effect 
of the mountain. In Fig. 4, we also show 
the wind directions conditioned on the 
events with moist clouds, which we 
defined as when the relative humidity is 
above 99%, the temperature is above 0 
degree C and the visibility is below 200m. 
It can be seen that clouds are usually 
associated with mild wind, especially for 
wind from the east. However, some strong 
west wind could also carry clouds, which 
are usually under severe weather 
conditions. 
 
To access the chance of measuring 
clouds, we also checked the probability to 
have clouds during the time of a day, as 
shown in Figure 5. It can be seen that 
clouds are more likely to occur during the 
late afternoon and shortly after mid-night. 
A cross-correlation with wind conditions 
shows that the late afternoon clouds are 
often from the east, due to the 
condensation of moist evaporated from the 
valley by solar heating during the day. The 
mid-night clouds are often from the west, 

probably formed far away and then carried 
over by severe storms. It is therefore very 
interesting to compare these two types of 
clouds and the associated turbulence in 
future observations. 
 
4. LARGE-SCALE TURBULENCE 
 
Before carrying out cloud measurements, 
we first studied quantitatively the turbulent 
flows at UFS. We present here large-scale 
flow measurements. Analysis of small-
scale turbulence is reported in an accom-
panying paper (Katzwinkel et al 2012).  
 

 
Figure 6. The mast of ultrasonic wind 
sensors on the roof of UFS. 
 
To measure large-scale turbulence, we 
installed 5 three-dimensional ultrasonic 
sensors (manufactured by Thies Clima, 
Germany) on a mast located on the round 
tower of the UFS (Figure 6). The sonic 
sensors are arranged in a configuration as 
tetrahedrons. The analysis shown here is 
from the measurements by the top sensor, 
which is approximately 6 m above the roof 
and 20 m away from the mountain. The 
sensors have been continuously recording 
wind velocities at 10 Hz since March 2010, 
of which we analyzed in detail the data 
between September and December 2010. 
From these recordings, we select the 
“steady” events that are defined as a 
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period between 1 and 2 minutes during 
which the fluctuations of wind around its 
mean is less than 25% of the mean. For 
these events, we used Taylor’s frozen 
turbulence hypothesis to obtain spatial 
correlations and structure functions from 
the time series of velocity data measured 
by the top sensor. Using the integral scale 
L and the RMS velocity fluctuation u 
obtained from the velocity correlation, we 
estimate the Taylor micro-scale Reynolds 
number of the event using the isotropic 
relation (see, e.g. Pope 2001) as  

€ 

Rλ = 15uL ν ,  (1) 
where ν is the kinematic viscosity of air at 
the given temperature. The integral scale 
we obtained is approximately 14 - 20 m 
and the range of 

€ 

Rλ  is between 1500 and 
3500. 
 
Energy dissipation rate per unit mass ε is 
the most important quantity to characterize 
turbulence. For cloud studies, the energy 
dissipation rate of turbulence determines 
the other parameters of cloud droplets 
such as the Stokes number, the settling 
parameter, and the Froude number 
(Siebert et al, 2009). From the longitudinal 
and transverse second order velocity 
structure functions, we fit the inertial range 
scaling 

€ 

DLL = C2 εr( )2 / 3  (2) 
and 

€ 

DNN =
4
3
C2 εr( )2 / 3   (3) 

with a value of C2=2.1 (see e.g., Pope 
2001) to obtain the energy dissipation 
rates ε (Figure 7, top panel), which we 
then check against the measured third 
order structure function that has an exact 
scaling law 

€ 

DLLL = −
4
5
εr    (4) 

As shown in Fig. 7 bottom panel, Eq. (4) 
with the energy dissipation rates 
measured from the second order velocity 
structure functions agree with 
measurements within a factor of 2. We 
therefore take the averaged ε measured 
using Eqs. (2) and (3). The energy 
dissipation rate derived from the third 
order structure functions are more 
sensitive to noise and the inhomogeneity 
of the flow (Xu et al 2009). The energy 

dissipation rates determined in this way 
are in the range of 10-4 to 10-2 m2/s3. 
 
With the measured values of ε, L, and u, 
we check the normalized dissipation rate 

€ 

Cε =
εL
u3

.   (5) 

It has been found that the normalized 
energy dissipation rate 

€ 

Cε  is a constant of 
approximately 0.5 for a wide range of 
Reynolds numbers, including both 
laboratory flows and flows in the 
atmosphere (Burattini et al, 2005; Pearson 
et al, 2002; Sreenivasan, 1998). This 
observation has also been called the 
“zeroth law of turbulence”, as 
Kolmogorov’s hypotheses assume that the 
mean energy dissipation rate is 
independent of the viscosity at high 
Reynolds numbers (Frisch, 1995; Pearson 
et al., 2004).  
 

 

 
Figure 7. The second order (top panel) 
and the third order (bottom panel) velocity 
structure functions obtained from the 
ultrasonic sensor data. The dashed lines 
in the top panel are fits to Eqs. (2-4), 
which gives values of ε. Those are then 
used to plot Eq. (4) in the bottom panel. 



 
Figure 8. Normalized energy dissipation 
rates. 
 
 
Figure 8 shows the current measurements 
of 

€ 

Cε  as a function of Reynolds number. In 
agreement with earlier measurements, a 
value of about 0.5 was found. It can also 
be seen that the value of 

€ 

Cε  depends 
weakly on the wind direction, which can be 
attributed to the different flow conditions of 
the east and the west wind. As described 
before, winds from the west are subject to 
stronger shear than winds from the east 
and larger shear could lead to a smaller 
value of the energy dissipation rate 
(Sreenivasan et al., 1995). 
 
Finally, to access the deviation of the 
turbulent flow at UFS from the ideal 
isotropic conditions, we show the 
measured events on the so-called “Lumley 
triangle”, which is the realizable region on 
the plane spanned by the two invariants of 
the deviatoric part of the Reynolds stress 
tensor (Schumann, 1977; Lumley & 
Newman, 1977; Pope, 2001). When 
mapped onto that plane, any realistic 
turbulent flow should lie within the Lumley 
triangle. The origin on that map represents 
the isotropic flows. The closer to the origin, 
the closer the flow is isotropic. As shown 
in Figure 9, the flows at UFS (for winds 
from the east) are anisotropic. As the 
Reynolds number increases, however, 
there is a trend for the flow to become 
more isotropic. We also compare the flows 
at UFS with two widely used laboratory 
turbulent flows, i.e, the von Kármán 
swirling flow between two counter-rotating 
disks (Voth et al, 2002) and the propeller-
stirred turbulent flow within an icosahedra 
(Zimmermann et al, 2010; the apparatus is 

named the Lagrangian Exploration Module 
or LEM). The turbulent flows at UFS are 
less isotropic than the LEM flow, which is 
designed to achieve high homogeneity 
and isotropy (Zimmermann et al, 2010). 
On the other hand, the degree of isotropy 
of the UFS flows is comparable, and in 
many cases, even better than the von 
Kármán flows, especially as the Reynolds 
number increases. For winds from the 
west, the range of anisotropy is 
approximately the same as that of the east 
winds, but no clear change with Reynolds 
number can be observed. This is most 
likely due to the effect of shear as 
discussed before. 
 

 
Figure 9. Mapping of the turbulent flows at 
UFS due to east winds on the Lumley 
triangle, in comparing with two laboratory 
flows: the von Kármán flows and the LEM 
flows. The symbols are color-coded with 
the Reynolds numbers of the flow, whose 
range is indicated by the colorbar. 
 
5. CONCLUSIONS & FUTURE WORK 
 
From our analyses of both meteorological 
data and the turbulent flow data, we can 
conclude that the research station UFS is 
suited for cloud-turbulence interaction 
studies. The flow turbulence at large 
scales are similar to other laboratory flows, 
especially for winds coming from the east, 
which are less influenced by the nearby 
mountain. In addition to the analyses of 
small-scale turbulence, we are also 
analyzing the spatial structures of the 
turbulence using the multi-point 
correlations obtained from simultaneous 
measurements of the 5 ultrasonic sensors. 
The results will be reported elsewhere. 
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Abstract:Though many cloud merging 

processes begin from the middle and lower 

parts of clouds, but the authors find that 

many merging processes begin from the 

middle and upper parts of clouds. Because 

of the important effect of cloud merger, the 

authors studied a merging process on 17 

May 2005 using a cloud-resolving 

mesoscale model WRF (Weather Research 

and Forecasting Model). In this process, 

many mergers happened. Observation and 

simulation results show the process goes 

through three stages: (1) convective cells 

merging into a convective cloud; (2) 

convective clouds merging into a convective 

cloud cluster; (3) cloud clusters merging into 

a cloud system. The first and second stages 

of the merger process begin from the middle 

and lower parts, often between the young or 

developing clouds. The third stage of merger 

begins from the middle and upper parts, 

often between the mature cloud clusters. 

These two kinds of merging mechanisms 

are quite different, but both are related to 

shear of wind and updraft velocity. In this 

paper, the authors set forth these two kinds 

of mechanisms in detail. 

Key words: numerical simulation, 

convective clouds merger, cloud clusters 

merger 

1. INTRODUCTION 

Merger of clouds plays an important role 

on evolution of clouds forming and 

precipitation process. A large amount of 

papers(Bennetts et al., 1982;  Tian, 1991; 

Doernbrack, 1997; Knupp et al., 1998; 

Carey et al., 2000; Jirak et al., 2003; ) have 

shown that Merger often happens between 

clouds or cloud clusters. Cloud merger is the 

expression of enlargement and 

enhancement of clouds, which has 

significant effect on genesis of precipitation 

system. In order to discuss the merger 

mechanism, many research deeply 

analyzed the merger process and 

environment condition using methods of 

observation and numerical simulation, most 

of essays（Tao et al., 1984; Ackerman et al., 

1988; Westcott et al., 1989, 1994; Chu et al., 

2000; Lee et al., 2006; Pozo et al., 2006; 

Danhong Fu et al., 2007）support a similar 

conclusion: Surface convergence and shear 

of wind is essential to merger. The genesis 

of merger processes are mainly because of 

the cold outflow of convective clouds, which 

inspires cloud bridges between nearby cells, 

and initial merger happens at lower part of 

the clouds.  

We found through observation, however, 

sometimes merger initially develops from 

the lower part of clouds, while sometimes 

from the upper part. Merger initially from 

lower part often emerges in original stage or 

developing stage of cloud body, while the 

other ones often happens in mature stage. 

The above shows that there are different 

types of merger, which is not mentioned in 



previous study. This type of merger is 

equally important in development of clouds, 

so that we choose a merger case in 

mountainous area of Southwest China to 

reveal this type of merger in a new sight of 

view. 

2. INSTRUCTIONS ON THE 

OBSERVATIONS AND ANALYSIS OF THE 

CONVECTIVE CLOUDS MERGER 

PROCESS  

This paper begins with case analysis, and 

a merger process happened in Southwest 

mountainous area (mainly in Guizhou 

Province) from May 17th-18th, 2005, is 

studied. The whole process experience 

Instruction of merger during development of 

clouds (Shown in Fig 3): at 22:50, May 17th, 

there are two larger convective clouds 

displaying in Guiyang radar pictures which 

merged by some small convective cells; at 

00:00, May 18th, these two convective 

clouds continue to develop and merge small 

convective cells, and finally become two 

relatively larger convective cloud clusters; at 

02:00, May 18th, these two cloud clusters 

finally get together as one wide-ranged 

precipitation system with long duration.  

By comparing vertical section of radar echo 

patterns (shown in Fig1b~d), it found that 

merger can initially develop from lower part 

of clouds (Fig1b-c), as well as the upper part 

(Fig1d). Those processes which develop 

from lower level often happen between 

newly-generated cells. The clouds are 

developing and have short distance 

between each other. And those processes 

developing from upper part often happen 

between relatively large clouds. In this 

situation, each clouds is already has several 

column-like convective echoes, and with 

wide horizontal range. 

 

3. PRELIMINARY ANALYSIS OF 

SIMULATION RESULTS 

Using the mesoscale numerical model 

WRF simulation, the simulation results well 

reproduced the true phenomenon of 

mergers. The merger process is divided into 

three stages to discuss in this article. 

(1)The first stage: convective cells merged 

into large clouds occurred from 260 to 310 

min after the simulation. Under the condition 

of being close to each other, the nascent 

cumulus monomers merged into larger size 

of convective clouds. After merging, the 

original smaller scale of a few monomers 

formed a strong convective cloud of big 

scale and uniform flow field. 

(2)The second stage: large convective 

clouds merged into convective cloud cluster, 

occurred from 310 to 450 min after the 

simulation. After the first stage of merging 

and forming a strong convective cloud, 

convective cells generated continuously 

around the convective cloud. Through 

mergers, the echo, and flow field were 

closely connected to the formation of a 

greater intensity and multiple internal 

convective cores in a mesoscale convective 

cloud. 

(3) The third stage: convective cloud 

clusters merged into a wide range of 

precipitation cloud systems, which occurred 

in the simulation of 450 to 620 min. Through 

the first two stages of merging, two mature 

mesoscale convective cloud clusters formed. 

They were close and merged during the 

move. The flow field and the echo were 



closely connected, and finally formed a 

precipitation system about 200 to 300 km 

length, bringing a wide range of long 

precipitation. 

 

Fig.1  (a) PPI radar reflectivity of Guiyang at elevation 1.5°; (b) cloud merger process from 

the middle and lower part at azimuth 240°; (c, d) cloud clusters merger process from the 

middle and upper part at (c) azimuth 220°, (d) azimuth 90°. Color shading: radar echo 
 

4. CONVECTIVE CELLS MERGED TO  

LARGE CONVECTIVE CLOUDS 

4.1 THE MERGER PROCESS 

At the beginning of the simulation 

(260~310 min), a large number of newborn 



convective cells generated in turn from front 

to back along the direction of movement of 

the clouds, under the suitable weather 

condition of ground stationary front, vertical 

shear of wind and so on. In the process of 

moving, some of the close proximity of the 

convective cells merged. The numerical 

simulation results showed that the merger 

process between the clouds monomer was 

start from the middle and lower parts of the 

cloud body. In the process of merging, 

mature monomers were weakened and 

merged. On the contrary, newborn 

monomers were enhanced. At last, few 

monomers combined into a large convective 

cloud (Figure 2).

 

Fig.2  Radar echo ( color shading) and wind vectors at 750 hPa at (a) 270 min and (b) 310 

min, and (c-h) cross sections along the black line in Fig. 2a. The two horizontal lines denote 0 
℃ and －20 ℃ isotherms 



4.2 DISCUSSION ABOUT MERGER 

POSITION 

Calculated the vertical shear of wind value 

(the upper wind speed of each grid point 

minus the lower wind speed of each grid 

point), convective cells of the vertical shear 

of wind (Fig. 3) at 260 min showed the initial 

convective cells merge part (center) was 

precisely the smaller level vertical shear of 

wind. At the same time, this level was 

exactly the level of the strongest updraft 

inside several convective cells (Figure 2). 

The cloud development process should 

possess two different developing tendencies 

simultaneously. On the one hand, the strong 

updraft of the cloud body, this means a 

strong upward trend of the cloud body, in 

other words a strong rising tendency. On the 

other hand, according to the physical 

meaning of the vertical shear of wind, when 

the vertical shear of wind gets larger, it 

means that the tendency for the cloud body 

rotation (or tilt) is relatively large and the 

cloud body has the development trend to 

rotate or tilt. These two trends both play an 

important role in the development of the 

cloud. The key is which of these two trends 

will play a leading role at different stages of 

development and merger. 

For this stage of the merger, center was the 

initial part of merger. The updraft of this part 

was strong, which meant a greater rising 

tendency. Rising tendency in favor of the 

cloud body to further development, including 

height increase and broaden the horizontal 

scale. In the horizontal scale widening 

process, the rising tendency of clouds was 

very conductive to the expansion of the 

adjacent cloud rising area, like a "bridge" 

connected the adjacent cloud bodies, this 

article names it "dynamic cloud bridge”. At 

the same time, the vertical wind shear at the 

merger position was precisely small, which 

meant that the cloud rotation tendency was 

quite weak in this layer, which lead to the 

conclusion that the rotation tendency played 

an unimportant role in the merger process of 

cloud bodies. Therefore, seems 

comprehensive, the cloud bodies’ rotation 

tendency was weak but rising tendency was 

strong, formed a "dynamic cloud bridge" 

between adjacent monomers to connect 

others, and finally contributed to the overall 

merger. To 300 min, a few convective 

bubbles have been merged into a powerful 

convective cloud, the cloud body central 

level vertical shear of wind minimum. But the 

top of the cloud body vertical shear of wind 

very conducive to the further development of 

cloud. 

Draw a conclusion, the initial merging part is 

related to the vertical shear of horizontal 

wind change and the velocity of updraft. 

Merge mechanism can be attributed to the 

connection of "dynamic cloud bridges", 

which promotes the monomers merge from 

the middle and lower part. 



Fig.3  Vertical shear of wind (isolines, units: m/s) and radar echo (color shading) along the 

black line in Fig.2a 

 

5 CONVECTIVE CLOUDS MERGED INTO 

CONVECTIVE CLOUD CLUSTERS 

5.1 THE MERGER PROCESS 

Through the first stage of the merger, a 

large cloud was formed. The convective 

cloud was affected by favorable weather 

situations and moisture conditions around 

the 850 hPa convergence line during the 

process of moving. Newborn convective 

cells generated and merged nearby 

continuously and finally formed a great 

strength of the convective clouds (Circle A in 

Figure 4a below). The same situation, the 

growing process (circle B in Figure 4a) was 

similar. Take Circle A (Figure 4) as an 

example to discuss the merging process of 

convective clouds to convective clouds 

cluster. Discovery: convective clouds 

merged into convective clouds cluster is 

from middle and lower part. This process is 

accompanied by the front of the convective 

center maturing and decaying in turn and 

then being merged, while the rear 

convective center developing and enhancing, 

and finally merging into strong convection 

convective clouds with a number of strong 

internal convective centers. If there are new 

up-coming convective clouds, the cloud will 

continue to develop. 

 

Fig.4  (a) Radar echo (color shading) and 

wind vectors (m/s) at 750 hPa and (b-d) 

cross sections along the black line in Fig.5a. 
The two horizontal lines denote 0 ℃ and －

20 ℃ isotherms 

 

5.2 DISCUSSION OF THE MERGER 

LOCATION 

The mechanism is same as the first stage 

merger. From the figure about the vertical 

shear of the wind speed when the 

convective clouds merged at 400 min 

(Figure 5) can we saw that, the level which 

had smaller vertical shear of horizontal wind 

basically corresponds to the initial position of 

the merger. The minimum shear value of 

400 min and 450 min is 0 m / s, between 

about 600 to 650 hPa, and the position of 

merger was between 600 to 700 hPa. 

Meanwhile, the small vertical shear of wind 

height level is precisely the strongest updraft 

level among a few centers of convective  



the convective center was weak but the 

rising tendency was strong, so the rising 

tendency plays a dominant role in the  

Fig.4  (a) Radar echo (color shading) and wind vectors (m/s) at 750 hPa and (b-d) cross 
sections along the black line in Fig.5a. The two horizontal lines denote 0 ℃ and －20 ℃ 

isotherms 

 
Fig.5  Same as in Fig.3, but along the black line in Fig.4a 

 



cloud (Figure 4). The rotation tendency of 

merger process. This rising tendency is very 

conducive to the expansion of adjacent  

cloud rising areas, formed "dynamic cloud 

bridges” between convective clouds, 

“dynamic cloud bridges” made clouds 

connected, which finally resulted in their 

merger. 

6 CONVECTIVE CLOUD CLUSTERS 

MERGED INTO A WIDE RANGE OF 

PRECIPITAION CLOUD SYSTEMS  

6.1 MERGE PROCESS 

Through the first two stages of the merger, 

convective clouds formed as the Circle A in 

Figure 6a. Similarly, in other areas of 

Guizhou Province, also appeared a lot of 

processes of the formation of convective 

clouds, such as circle B. When A and B the 

two clouds merged, resulted in the formation 

of a large-scale precipitation cloud system. 

The merging process was shown as Figure 

6. The merger happened from 450 min. But 

it was strange that the merger of clouds 

started from the middle and upper part of the 

cloud this time (Figure 6). 

6.2 DISCUSSION OF THE MERGER 

LOCATION 

From vertical shear of wind of 460 min 

and 570 min (Figure 7), we can see that the 

initial position of the merger still 

corresponded to a small vertical shear of 

wind height level, but the merger 

mechanism was significantly different from 

the previous two phases. 

At the initial height level of the merger, the 

velocity of the cloud updraft was significantly 

reduced than the previous two stages, which 

meant that the cloud body had little rising 

tendency. Although the tendency of the 

rotation of this part of the cloud was very 

weak (shear of wind is very small), cloud 

rising tendency of the body was very weak 

and so it was difficult to form a dynamic 

cloud bridge to connect others. But the 

shear of wind of the upper part clouds had 

large values, which meant that the upper 

part of clouds had a strong rotating tendency, 

therefore, the rotating tendency of the upper 

part of the clouds played a major role in the 

merger. The merger which the rotating 

tendency played a major role in was seen as 

the oblique ascending air flow formed by the 

oblique sinking divergence and outflow from 

the rear clouds cluster strengthened the 

convective development of the front of the 

cloud on the one hand. On the other hand, 

the difference between the horizontal 

velocities of the upper parts of the two cloud 

clusters promoted the merger. The merge 

mechanism can be attributed to that the 

rotating tendency of the clouds which 

caused by shear of wind promoted the 

merger. 

 

7 SUMMARIES AND DISCUSSION 

This paper summarized the basis of 

observed facts, by the numerical simulation 

of a case and detailedly analyzed the cloud 

merging process. Now the analyses of the 

results of the individual case are 

summarized as follows: 

(1) The merger has gone through three 
stages: ① Convective cells merge to form 

large convective clouds; ② Convective 

clouds merge to form cloud clusters;  ③

Cloud clusters merge to form a wide range 

of precipitation cloud system. 

(2) Some initial part of the merger is the 

middle and lower part of clouds; some is the 

middle and upper part. The merging process 

which starts from the middle and lower part 

usually occurred in younger monomers. The 

merging process which starts from the 

middle and upper part usually occurred in 

large convective clouds. 

(3) The initial part of the cloud merger is 

often close to the small vertical shear of 



 

Fig.6  Radar echo (color shading) and wind vectors at 750 hPa  at (a) 460 min and (b) 600 

min, and cross sections (c-e) along the black line in Fig.6a and (f-h) along the black line in 
Fig.6b. The two horizontal lines denote 0 ℃ and －20 ℃ isotherms 



 

Fig.7    Same as in Fig.4, but (a) along the black line in Fig.7a and (b) along the black line in Fig.7b 

 

wind height level. But the two merge 

mechanisms are different. 

(4) “Upward tendency" and "rotating 

tendency" are two different tendencies in the 

cloud development. These two trends have 

played an important role in cloud 

development. The key is which one will play 

a leading role in the different stages of cloud 

development and merger. 

(5) The merger starts from the middle 

and lower part is result from the weak 

rotating tendency (the small shear of wind) 

and the strong rising tendency (the large 

velocity of updraft) in the merging part. The 

weak rotating tendency and the strong rising 

tendency are very conducive to the 

expansion of adjacent cloud rising areas, 

thus creating a "dynamic cloud bridge" to 

connect the adjacent clouds, and to promote 

the merger and the development and 

enhancement of clouds. 

(6) It is not possible to form a "dynamic 

cloud bridge” by the merger process which 

starts from the middle and lower part 

because of the weak rising tendency (the 

small velocity of updraft). But the strong 

rotating tendency caused by the big shear of 

wind in the upper part of clouds also 

promoted the merger. This kind of merger  

 

caused by rotation tendency is mainly 

manifested in two parts: on the one hand, 

the oblique ascending air flow formed by the 

oblique sinking divergence and outflow from 

the rear clouds cluster strengthens the 

convective development of the front of the 

cloud; on the other hand, the difference 

between the velocities of the two cloud 

clusters promote the merger of the rear 

cloud cluster and the front cloud cluster. 

(7) In view of the importance and 

complexity of the merger process, the article 

studies on the analysis of an individual case 

and explore the phenomenon and the 

reasons for the merger in this process. In 

order to get more regularity results in future 

work, I will collect a large number of cases in 

different places for further researches. 
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1. INTRODUCTION 
 

This modeling study focuses on the 
understanding of the observations 
collected during the airborne experiments 
of MEGHA-TROPIQUES in August 2010 
over the western part of the Niger and in 
Nov/Dec. 2011 over the Maldives. 
Measurements were mainly performed in 
mixed phase stratiform regions of deep 
convective clouds using the latest 
microphysical measuring techniques (2DS, 
CIP, PIP) allowing to observe droplet and 
ice crystal size spectra from 25 µm to 
6mm. Significant differences in the 
microphysics of both cloud systems could 
be observed (Fontaine et al., this issue). 
The detailed cloud micro-physics model 
DESCAM was run to study the influence of 
the prevailing aerosol particles 
concentration on the observed 
hydrometeor spectra. 
 

2. THE MODEL 
 

The 3D model with detailed (bin-resolved) 
microphysics used herein couples the 3D 
non-hydrostatic model of Clark and Hall 
(1991) with the Detailed Scavenging 
Model DESCAM (Leroy et al., 2009; 
Flossmann and Wobrock, 2010) for the 
microphysical package. It follows 5 density 
distribution functions: the number 
distribution function for the aerosol 
particles fAP(mAP), for drops fd(m) and for 
the ice particles fi(mi) , as well as the mass 
density distribution function for aerosol 
particles in the drops gAP,d(m)and in the ice 
crystals gAP,i(mi). 
A discussion of the different processes 
considered in the microphysics code can 
be found in Flossmann and Wobrock 
(2010), and the coupling with the 3-D code 
is discussed in Leroy et al (2009). 

 
3. RESULTS 

 
The dynamical model was set up for a 
horizontal domain of 614 x 614 km2 with 
2.4km grid resolution. The vertical domain 
reached up to 22 km and used a grid 
resolution of 250 m. ECMWF large scale 
data were used for initial and boundary 
conditions. The model was run for August 
5, 2010 and compared to the airborne 
microphysical measurements. 

150 200 250 300 350 400 450
(km)

total  IWC (g/m3)     

0.0

5.0

10.0

15.0

Z 
in

 k
m

0.0 0.5 1.0 1.5 2.0 2.5 3.0

10/L
100/L
1000/L

> 5000 /l

a)

150 200 250 300 350 400 450
(km)

total  LWC (g/m3)       

0.0

5.0

10.0

15.0

Z 
in

 k
m

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0b)

Fig.1: a) modeled total IWC and LWC (in g m-3) 
 
Aerosol particle spectra needed for the 
cloud formation were taken from the 
airborne observations made during the 
AMMA experiment in summer 2006 
(Matsuki et al., 2010). Figs.1a and b give a 
vertical cross section of the total IWC field 
(Fig.1a) and LWC field (Fig.1b) after 8 h of 
integration. The upper level cloud anvil 



covers a region of 150 km while 
precipitation is restricted to a 40 km large 
field below. Maximum values of both 
parameters occur in the main convective 
core for the vertical cross section which 
was selected here. Thus, in altitudes from 
5 to 8km total condensed water masses 
up to 7 g/m3 can arise. 
In the stratiform part the total water 
content doesn’t exceed 1 g/m3. 
Fig.1b gives also the number 
concentration of ice crystals, which 
typically increases with altitude and is 
highest in levels below -30°C. 
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Fig. 2: observed (a) and simulated (b) hydrometeor 
spectra (in l-1µm-1) for 5 August 2010 
 
In order to compare the model results with 
the microphysical measurements Figs. 2a 
and 2b display the observed and 
simulated hydrometeor spectra. Flight 
missions during the afternoon of 5 Aug. 
2010 restricted to altitudes between 6 to 9 
km. Fig. 2 thus presents the mean 

hydrometeor spectra observed in layers of 
1 km depth ranging from 6 to 9 km. The 
mean observed spectra are calculated on 
the basis of 300 to 700 individual 
measurements in each layer. The mean 
modeled spectra use more than 3000 grid 
points but exclude grid points of the 
convective cores. 
The comparison of observations and 
simulation shows that most observed 
features were met in the simulations. Main 
differences occur in the presence of large 
ice crystals above diameters above 1 mm, 
where the model underestimates large ice 
particles. Hydrometeor sizes below 100 
µm, however, were overestimated by the 
model. 
A special feature of all observed spectra in 
both campaigns (i.e. over Africa and over 
the Indian Ocean) is the presence of a 
size mode in the diameter range between 
200 to 400 µm. In addition, it was also 
found that the number concentration in this 
mode typically decreases with altitude and 
at the same time its diameter shifts to 
larger sizes.  
The presence of the large particle mode 
can also be detected in the simulation 
results. The analysis of the modeled 
spectra suggests an explanation for the 
presence of this mode. Fig.3 shows the 
individual spectra of water droplets and ice 
crystals as calculated independently by 
the model in a mixed phase cloud region.  
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Fig. 3: modeled droplet and ice particle spectra in 
an altitude of 8 km 
 
This illustration demonstrates that the 
presence of the large particle mode results 
from the ice crystals which were grown by 
water vapor deposition as well as by 
riming with small droplets to sizes in 
ranges of 200 µm. Droplet numbers for 



sizes above 100 µm are only a few but 
many liquid drops are still present in the 
size reservoir below 100 µm. 
As these small size categories are 
overestimated in the model results 
presented in Fig. 2b we can suggest that 
the stratiform cloud field still included too 
many convective elements. 
 

4. CONCLUSIONS 
 
The modeling allows reproducing a certain 
number of features observed during the 
MEGHA-TROPIQUES experiments. The 
observations obtained during the Niger 
campaign are almost completely analyzed 
and compare generally well with the model 
results. The observations of the Maldives 
campaign are currently analyzed and will 
be exploited and compared once 
available. 
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1. INTRODUCTION 

During the MEGHA-TROPIQUES 
experiment in August 2010 the French 
research aircraft Falcon 20 investigated 
mainly stratiform parts of deep convective 
systems in the western part of Niger, close 
to Niamey (2°W, 13.5°N). The focus of this 
experiment was the probing of the 
microphysical characteristics of mixed 
phase clouds from the melting level, 
typically around 4500m, up to 10500m. 
The operation of two precipitation radars 
provides the possibility to compare 
measured radar reflectivity with those 
calculated from the in-situ observations of 
the hydrometeor spectra. 
 
2. INSTRUMENTATION 

The aircraft was equipped with the latest 
microphysical measuring techniques (2DS, 
CIP, PIP) allowing to resolve droplet and 
ice crystal size spectra from 25 µm to 6 
mm. The flight levels range between 3500 
and 10500m allowing to detect warm cloud 
regions with precipitation up to 40 dBZ, 
melting layers, mixed phase regions and 
pure ice clouds with IWC up to 4-5 g m-3. 
On the Niamey airport the Doppler C Band 
radar of MIT (Russell et al., 2010) was 
operated and 30 km to the south-east the 
polarized Doppler X band radar (Xport) of 
LTHE/IRD (Gosset et al., 2010). The MIT 
radar covers a horizontal range of 150 km, 
the X band radar 135 km (see Fig.1). Both 
radars are using volumetric protocols, 
which give a 3D spatial distribution of the 
reflectivity every 10 minutes. 

Fig.1 illustrates observations made on 13 
August 2010 at 15:11 UTC by the Xport 

and MIT radars. Both radars give the 
same horizontal structure for the cloud and 
precipitation field. From Fig. 1a we can 
also see that the Xport radar allows 

 

Fig. 1: a) LTHE/IRD Xport radar at 15:11, elevation 
2.62°, b) MIT C band observation at 15:11 UTC, 
elevation 2.88°; the cross indicates the location of 
the C band, the triangle the X band radar 



 

detecting reflectivity only in a range of 90 
km. Thus, we restrict our analysis of the 
airborne measurements to distances of 90 
km between Xport radar and aircraft. 

3. CO-LOCALISATION OF AIRCRAFT 
AND RADAR 

Different analysis techniques were 
developed to co-localize the aircraft 
position and the radar observations. Best 
results were found by using all 15 scans 
collected by the radars during an 8-10 
minutes observational period. The 
functioning of the co-localization 
technique, which is based on the steady 
state hypothesis of the reflectivity field, is 
illustrated by the comparison of observed 
and calculated RHI scans given in Fig. 2. 

Fig.2: RHI scans for 13 August 2010 (azimuth 
direction 55°): a) re-calculated from the volumetric 
measurements (15 scans) performed from 13:20-
13:28; b) RHI observed at 13:29. 
 

Differences mainly occur for long-range 
distances from the radar as the vertical 
resolution becomes weak. A statistical 
analysis of the differences between the 
observed and the recalculated signals 
were performed on the basis of the 
vertically high resolved RHI scans 

(scanning 300 different elevations) of the 
MIT radar. From this analysis we found 
that the signals recalculated from the 
volumetric scans have a mean error of 3 
dBZ. In a next step the co-localization 
technique was applied to determine radar 
MIT and Xport reflectivity prevailing at the 
position of the flying aircraft. 

4. CALCULATING RADAR REFLECTIVIY 
FROM IN-SITU MICROPHYSICS 

Fig.3b shows reflectivity calculated from 
the volumetric scans of MIT and Xport 
radar as well as aircraft height and its 
distance to the ground radars. One can 
easily detect that both radar signals differ 
in their absolute value. A closer analysis of 
their temporal evolution, however, 
demonstrates rather well that 
instantaneous changes such as sudden 
increases or decreases occur 
simultaneously in both signals confirming 
the functioning of our co-localization 
technique. 
A description of the microphysical 
measurements performed on the Falcon-
20 aircraft is given in Fontaine et al 
(2012a, this issue).  
The microphysical measurements show 
that cloud particle spectra in altitudes 
above 5000m are dominated by graupel 
type ice particles with quite irregular shape 
(Fontaine et al., 2012b). In order to 
calculate the equivalent reflectivity Ze from 
the observed hydrometeor number 
distribution the irregular form of the ice 
particles has to be taken into account. This 
was done by the use of a power mass law 
m = α Dβ relating the observed equivalent 
particle diameter D with the hydrometeor 
mass m. In order to determine α and β 
Fontaine et al (2012a, this issue) uses in-
situ measurements of the 95 GHz cloud 
radar Rasta (Protat et al, 2005) that was 
operated on the airborne platform as well. 
Reflectivity measured just above and 
below the aircraft was recalculated using 
Mie theory and the observed hydrometeor 
spectra. β was fixed to 2.1 accordingly to 
Westbrook et al (2004), while α was 
determined to match the calculated 
reflectivity with values measured by the 
cloud radar. α values were found to range 
between 0.001 and 0.1. 



 

In order to determine also the reflectivity of 
MIT and Xport radars by means of the in-
situ particle spectra the observed 
mass/diameter relationship m=α Dβ was 
again applied. For these calculations of Ze 
the Rayleigh approximation was used. 

The red line in Fig.3b illustrates the results 
of this analysis. The calculated reflectivity 
fits well the observations of the Xport radar 
while the MIT measurements still need 
some corrections. 

Reflectivity was also calculated by 
assuming the observed particle sizes to be 
spherical and replacing the mass-diameter 
relationship by the classical D6 approach. 
This method (not illustrated here), 
however, results in a reflectivity of more 
then 50 dBZ for the time period presented 
in Fig.3b. 

4. CONCLUSIONS 

The operation of two precipitation radars 
during the MEGHA-TROPIQUES 
campaign in Niger provided the possibility 
to compare measured radar reflectivity 
with those calculated from the in-situ 
observations of the hydrometeor spectra. 
Using Rayleigh approximation and a 
mass-diameter relationship for the 
observed hydrometeor spectra the 
calculated reflectivity fits well with the 
observations of the Xport radar. The 

difference with the MIT reflectivity is still 
under investigation. 
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1. INTRODUCTION 

The development of snowfall from shallow 

slightly supercooled cloud is a particular 

weather forecasting issue. During Autumn 

and Winter months snowfalls have been 

observed in urban areas of England during 

periods of slightly supercooled fog in the 

temperature range mostly between 0oC 

and -5oC. These snowfalls were originally 

recognised in the United States by Agee 

(1971) and Farn et al. (1978) but more 

recent work by Wood and Harrison (2009) 

reported events in a number of places in 

England, close to sources of industrial 

aerosol. Van den Berg (2009) presented a 

satellite image of the Netherlands after a 

period of freezing fog that revealed 

localised snowfalls downwind of industrial 

and urban areas, strengthening the events 

association with industrial aerosol. 

2. MECHANISM 

Manchester, England has experienced a 

number of events that have been recorded 

by the Whitworth Observatory 

Meteorological Station. The sequence of 

precipitation detected by the Disdrometer 

in Manchester during an event in 

December 2010 suggested a mechanism 

by which these snowfalls are produced. 

Initially primary heterogeneous nucleation 

of fog droplets by industrial aerosol 

occurs. These primary ice crystals grow 

and fall, riming as they do so. 

Anthropogenic Snowfall Events (ASE’s) 

occur in temperatures around -5oC. Riming 

in these temperatures is known to produce 

significant quantities of secondary ice 

splinters. This secondary ice production is 

likely to lead to an increase in ice crystal 

number concentrations, producing the 

snowfalls sometimes observed from urban 

fogs. 

3. MODELLING 

The purpose of current work is to gain a 

more comprehensive understanding of the 

microphysical processes that are leading 

to the formation of Anthropogenic Snowfall 

Events (ASEs). Secondly Ice particle 

production by the Hallett-Mossop process 

is thought to be key to the production of 

snowfall in many of these fogs. This 

process is explicitly included in Aerosol-

Cloud and Precipitation Interaction Model 

(ACPIM). Here we use ACPIM to test the 

sensitivity of precipitation formation in a 

shallow, slightly supercooled fog to 

changes in variables such as temperature 

and primary ice nucleation  

4. RESULTS 

The implications of results from the 

investigation of slightly supercooled fog 

using ACPIM, together with in-situ 

measurements of ASEs from the 

Whitworth Observatory in Manchester will 

be presented. 
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ABSTRACT 
 
Precipitation processes are the primary mechanisms for transporting aerosol from the 
atmosphere to the Earth’s surface. They are also the main process connecting aspects of 
climate and the quality of human life. The knowledge of these atmospheric mechanisms 
requires the coordination of operational long-term networks, such as EMEP and AERONET. 
We have used data from both sources to characterize the connection between rain and the 
scavenging of aerosols in Europe. 

The main aims of this study are: 

1) to analyze the chemical composition of the rainwater samples collected in several EMEP 
stations, studying intense rain episodes by means of a HYSPLIT back-trajectory analysis, 

2) to study the influence of rain intensity on the variation of the sub- and super-micron 
aerosol size distribution by means of the aerosol integrated-column properties from 
AERONET sites.  

Several European stations have been selected using as criteria the proximity between an 
EMEP station and an AERONET site. In the precipitation samples, Cl−, NO3

−, SO4
2− Ca2+, 

Mg2+, Na+ and K+ concentrations were measured. From AERONET sites, aerosol optical 
depth (AOD), α-parameter and aerosol size distribution from inversion products will be 
presented. 
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1. INTRODUCTION 
 

The study of the parameters 
characterizing rain events and the 
modelization of their behavior constitute a 
complex task because of the local nature of 
rain and because it is impossible to compare 
two similar events (Ciach et al., 2007). As a 
result, research on climate focuses today on 
the distribution of rain in order to reveal how 
it affects the current and future weather in 
one particular place (Bartley et al., 2006). 
 

A detailed knowledge of the physical 
characteristics of rain is essential in 
meteorological studies (rain formation, 
classification of rain events, etc.), in the 
hydrological study of reservoirs, in studying 
the washout processes of atmospheric 
aerosols, and also to determine the influence 
of rain on soil erosion processes or on the 
attenuation of the electromagnetic signals 
used in communication systems.  
 
 
2. METHODOLOGY 
 

The present study was carried out in the 
province of León, Spain. The geographic and 
climatic features of this area are described in 
detail in Fernández-Raga et al., (2009). The 
precipitation data used for this study were 
collected by means of a disdrometer 
installed at the University of León, to the 
northwest of the city of León, Spain. 

 
The study is based on the 

characterization of the physical parameters 
of the precipitation registered in the city of 
León over a period of nearly 4 years, from 
the 1st of March 2006 until the 30th of 
November 2009. 

 
The laser disdrometer Thies (LPM) was 

used. This device provides a complete 

characterization of atmospheric precipitation 
(Fernandez-Raga et al., 2010) over a 
sampling area of 45.6 cm2. 
 

The atmospheric situations have been 
classified following Lamb’s (1972) weather 
types. Jenkinson and Collison (1977) and 
Jones et al. (1993) have objectively defined 
the types of weather using indices based on 
the direction and vorticity of the geostrophic 
wind. This system has been successfully 
employed in many studies (Fernandez-
Gonzalez et al., 2012).  

 
Each weather type is described according 

to 6 variables computed from the 
atmospheric pressure measured daily at sea 
level at 16 different points over the Iberian 
Peninsula (Fernandez-Raga et al., 2010). 
Table 1 shows the 26 resulting weather 
types. 
 
 
3. RESULTS 
 

Table 2 shows the characteristics of the 
precipitation registered during the study 
period. Nearly one fourth of the sample are 
rain days. 

 
The maximum intensities registered each 

day were studied and most of them were 
lower than 20 mm/h of rain per minute (Fig. 
1). These maximum values did not depend 
on the time of day, except in the case of 
convective precipitation, which caused more 
intense rain after the warmest period of the 
day (Fig. 2). 

 
Finally, a detailed study of the physical 

characteristics of the rain drops was carried 
out (number and size), classified by weather 
types. The results for the weather types with 
more than 1 rain day are shown in Table 3. 

 



Table 1. Weather types according to Lamb’s 
(1972) classification. 

Weather type Acronym
North N 
Northeast NE 
East E 
Southeast SE 
South S 
Southwest SW 
West W 
Northwest NW 
Anti-cyclonic A 
Cyclonic C 
Cyclonic north CN 
Cyclonic northeast CNE 
Cyclonic east CE 
Cyclonic southeast CSE 
Cyclonic south CS 
Cyclonic southwest CSW 
Cyclonic west CW 
Cyclonic northwest CNW 
Anti-cyclonic north AN 
Anti-cyclonic northeast ANE 
Anti-cyclonic east AE 
Anti-cyclonic southeast ASE 
Anti-cyclonic south AS 
Anti-cyclonic southwest ASW 
Anti-cyclonic west AW 
Anti-cyclonic northwest ANW 

 
 

The main results are the following: 

• The most frequent weather types are A 
and NE, which account for 36% of the 
sample, a figure very similar to the one 
found by Fernandez-Gonzalez et al. 
(2012) for the period between 1948 and 
2009, which is 34.7%. 

 
 
Table 2. Main characteristics of rain in León 
(2006-2009). 

Variable  
Days with rain > 0.1 mm 307 
Average number of drops per 
day (m-2) 2.99 107 

Average raindrop size (mm) 0.463 
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Fig. 1. Frequency of daily maximum rainfall 
intensity in León (2006-2009). 
 
 
• The rainiest weather types are CW, CSW, 

SW, C and W, all with a likelihood of rain 
higher than 50%. Type CW causes rain in 
2 out of every 3 days in which it prevails. 
The only types with no precipitation at all 
were types S and ASE. 

• The weather types with the highest 
number of drops registered per day are 
ANE and SW.  

 
As for the raindrop sizes, there are 

differences between the weather types. A 
more detailed analysis focused on the 
raindrop sizes registered with the anti-
cyclonic weather types (A, AN, ANE, ANW, 
ASW, AW), which were later compared to 
the sizes found in cyclonic weather types (C, 
CE, CN, CNE, CNW, CS, CSW, CW).  

 
The average size of the raindrops 

registered on anti-cyclonic days was 0.41 
mm, whereas the raindrops registered on 
cyclonic days were somewhat larger (0.47 
mm). This difference is more important than 
the standard deviation computed (0.04 mm).  
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Fig. 2. Temporal distribution of daily maximum 
rainfall intensity. 



 
Table 3. Physical characteristics of rainfall with each weather type causing more than one rain day. 

Raindrops / m2 Weather type Days Days with rain >0.1 mm
mean std. dev.

Mean raindrop size
(mm) 

A 334 39 2.79 107 3.12 105 0.39 
AE 27 1 - - - 
AN 79 8 2.49 107 1.20 105 0.43 

ANE 60 4 4.55 107 3.67 105 0.45 
ANW 57 9 1.43 107 5.52 104 0.46 
AS 6 1 - - - 

ASE 11 - - - - 
ASW 21 2 4.63 106 9.15 102 0.50 
AW 50 25 3.62 107 1.82 105 0.42 
C 75 42 3.78 107 2.29 105 0.45 

CE 11 3 2.42 107 8.70 104 0.52 
CN 12 4 3.66 107 1.31 105 0.54 

CNE 20 3 1.52 107 6.56 104 0.49 
CNW 7 3 2.44 107 4.40 104 0.57 
CS 7 2 2.41 107 1.52 105 0.53 

CSE 5 1 - - - 
CSW 12 7 3.17 107 7.32 104 0.55 
CW 9 6 2.81 107 8.77 104 0.49 
E 92 8 1.33 107 8.76 104 0.48 
N 90 35 2.67 107 1.36 105 0.54 

NE 158 10 1.10 107 6.16 104 0.48 
NW 72 26 2.57 107 1.63 105 0.50 
S 11 0 - - - 

SE 27 3 2.09 107 1.22 105 0.43 
SW 37 21 5.30 107 2.54 105 0.43 
W 81 44 2.98 107 9.12 104 0.47 

 
 
 

As far as the pure weather types are 
concerned, a similar study was carried out to 
compare the ones with a northern 
component (N, NE, NW) and the ones with a 
southern component (S, SE, SW). In the first 
group the average drop size is 0.52 mm, 
clearly larger than the average size of the 
drops registered on days with a weather type 
including a southern component, which was 
0.43 mm. 
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1. INTRODUCTION  
 

Rainfall intensity R can be estimated by 
means of remote sensors. In the case of 
radars, this measurement is usually linked to 
back scattered power, in terms of reflectivity 
factor Z (Fraile and Fernandez-Raga, 2009). 
The relationship between reflectivity and 
precipitation intensity determines the type of 
precipitation (Hazenberg et al., 2011). This 
relationship is generally assumed to follow a 
power law (Marshall et al., 1955): Z = a Rb. 
The values a and b depend on the drop size 
spectra. 

 
The non-unique Z–R relationship and the 

impossibility to measure drop size spectra 
directly make it very difficult to obtain exact 
measurements of intensity and accumulation 
rain by radar (Dutta et al., 2011). 

 
Nevertheless, the values a and b may be 

obtained empirically computing Z and R from 
raindrop size distributions as observed by a 
disdrometer (Ulbrich and Lee, 1999). 

 
Many researchers have studied the 

natural variation of Z–R relations because 
the type of precipitation provides information 
on where the drop formation processes 
occur and, therefore, where the heat 
exchanges take place in the atmosphere. 
 

This paper aims at characterizing 
precipitation events in León, Spain, with 
intensities lower than 10 mm/h, from Z-R 
relations. 
 
 
2. METHODOLOGY 
 

The present study was carried out in the 
city of León, Spain. The geographic and 
climatic features of this area are described in 

detail in Fernández-Raga et al., (2009). The 
precipitation data used for this study have 
been registered by a disdrometer installed at 
the University of León, to the north-west of 
the city of León. 

 
The Thies laser disdrometer (Laser 

Precipitation Monitor) employed provides a 
complete characterization of atmospheric 
precipitation (Fernandez-Raga et al., 2010) 
over a sampling area of 45.6 cm2. 

 
The Z-R relationships were represented 

graphically for all the precipitation events 
with an intensity lower than 10 mm/h 
between 2006 and 2011. It was found that 
the typical curves sometimes split into two. 
Lamb’s (1972) classification of weather types 
was used to study the meteorological 
conditions of these days.  

 
Jenkinson and Collison (1977) and Jones 

et al. (1993) put forward an objective 
definition of weather types using as a 
starting point indices based on the direction 
and vorticity of the geostrophic wind. This 
methodology has been used successfully in 
many previous studies (Fernandez-Gonzalez 
et al., 2012).  

 
Each weather type is determined 

according to 6 variables computed from the 
values for atmospheric pressure measured 
daily at sea level in 16 points covering the 
whole of the Iberian Peninsula (Fernandez-
Raga et al., 2010). The 26 resulting weather 
types are listed in Table 1. 
 
 
3. RESULTS 
 
In each day, rainfall intensity R and 
reflectivity Z were determined and 
graphically shown every minute. It was 



observed that for 28 days with precipitation 
rates of less than 10 mm/h, the dots split into 
two when R increased; this means that 
different types of Z-R relationships can be 
found the same day. 
 

Figure 1 shows a few examples of Z-R 
relationships, one of each year in the study 
period. The figure also represents the curve 
that fits best all the dots. In the bottom left-
hand corner are parameters a and b for each 
fit. It can be seen that the direct fit of the 
daily Z-R relationships would lead to a 
considerable error if the split into two was 
not taken into account.  

 
The most common weather types of these 

low rainfall intensity days have been 
analyzed. It was found that these days do 
not usually occur in the summer (only 1 out 
of 28), and most days occur in winter (nearly 
half the sample). 

 
As for the weather types, Table 2 shows 

that these days occur more often with types 
W, C, NW and SW. Three of these are 
among the rainiest weather types (CW, 
CSW, SW, C and W, with a likelihood of rain 
of more than 50%). However, this is not the 
case of NW, so we may say that the 
likelihood of splitting is not proportional to the 
likelihood of rain. 
 
 

Table 1. Lamb’s (1972) classification of weather 
types.  

Weather type Acronym
North N 
Northeast NE 
East E 
Southeast SE 
South S 
Southwest SW 
West W 
Northwest NW 
Anti-cyclonic A 
Cyclonic C 
Cyclonic North CN 
Cyclonic Northeast CNE 
Cyclonic East CE 
Cyclonic Southeast CSE 
Cyclonic South CS 
Cyclonic Southwest CSW 
Cyclonic West CW 
Cyclonic Northwest CNW 
Anti-cyclonic North AN 
Anti-cyclonic Northeast ANE 
Anti-cyclonic East AE 
Anti-cyclonic Southeast ASE 
Anti-cyclonic South AS 
Anti-cyclonic Southwest ASW 
Anti-cyclonic West AW 
Anti-cyclonic Northwest ANW 

 

 
 
 

a) 
 

b) 
 

Fig 1. Z-R relationships for the rain recorded: a) 27 November 2006 (weather type: SW); b) 19 March 
2007 (weather type: N); c) 15 June 2008 (weather type: NW); d) 21 December 2009 (weather type: 
CSW); e) 12 January 2010 (weather type: SW) and f) 16 February 2011 (weather type: C).  
 
 
 



c) 
 

d) 
 

e) f) 
 

Fig 1. (Continued). 
 
 
 
 
Table 2. Frequency of the weather types with 
splitting in the Z-R relationships. 

Weather type N. of days 
A 2 

AN 1 
ASW 1 

C 4 
CNW 1 
CSE 1 
CSW 2 

N 2 
NW 4 
SE 1 
SW 4 
W 5 
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1. INTRODUCTION 

The study of atmospheric particulate 
matter is crucial in our understanding of 
climate change on the Earth (Vergaz, 2001). 
The presence of particulate matter in the 
atmosphere triggers climate change. On the 
one hand, particles have a direct effect on 
the global radiative balance (IPCC, 2001; 
Calvo et al., 2010), altering the amount of 
radiation reaching or evading the Earth. On 
the other hand, many of these particles 
function as Cloud Condensation Nuclei 
(CCN) in the formation of raindrops and set 
off indirect atmospheric effects, such as an 
increased albedo. 

 
Biomass burning is one of the main 

contributors of particulate matter to the 
atmosphere, releasing large amounts of 
particles and gases and altering the 
atmospheric composition. Many studies have 
analyzed the changes in aerosol size 
distributions due to wildfires, revealing an 
increase in the number of particles in the fine 
or accumulation mode (Reid and Hobbs, 
1998; Remer et al., 1998; Alonso-Blanco et 
al., 2011). 

 
The size of these particles is one of the 

most important parameters to characterize 
aerosols (Hinds, 1999), since it determines 
many of their properties. The aerosol size 
distribution and their lifetime in the 
atmosphere depend both on the sources and 
the sinks, as well as on the meteorological 
and physical-chemical processes they 
undergo (Ito, 1993; Castro et al., 1998; 
Suzuki and Tsunogai, 1988; Fraile et al., 
2006). 

 
Analyzing the changes in aerosol size 

distributions implies a detailed study of the 
weather conditions (Goméz-Moreno et al., 
2011), the air masses, the dry deposition 

processes, such as the ones associated to 
the aerosol-precipitation interaction (Castro 
et al., 2010), and, finally, aerosol water 
absorption, i.e. hygroscopic growth. 

 
This paper studies the influence of 

precipitation and wildfires on the number of 
aerosols and their size distributions, as well 
as the interaction between these particles 
and the ambient conditions and air masses 
crossing over the rural areas of the Iberian 
Peninsula in the summer months, when most 
of these particles are of biogenic origin, 
except in the case of wildfires or agricultural 
waste burning.  

2. STUDY ZONE 

In the summer months the province of 
Leon is seriously affected by wildfires in tree 
woodland areas and other areas. The study 
was carried out in Carrizo de la Ribera, a 
town in the middle of the province of Leon, 
Spain, to the northwest of the capital (Fig. 1). 
The town lies at 873 m on the terrace of the 
River Orbigo. It is a rural area with 2,554 
inhabitants working mainly in agriculture. 

 
The weather in Carrizo is controlled by a 

station installed there by the Spanish 
National Agency for Meteorology (42º 35´ N, 
5º 39´ W). The area has a continentalized 
Mediterranean climate.  

 
 

 
Fig. 1. Location of Carrizo de la Ribera in Spain. 



 

3. MATERIALS AND METHODS 

The aerosol size distributions were 
characterized by means of a laser Passive 
Cavity Aerosol Spectrometer Probe, PMS 
Model PCASP-X registering particle sizes 
between 0.1 and 10 μm in 31 channels. The 
device was installed in a field in Carrizo de la 
Ribera from June to September 2000. The 
ambient particle size spectrum was 
measured 8 times daily in this rural area. 
The measurements were carried out every 3 
hours, and lasted 15 minutes each.  

 
The probe was calibrated by the 

manufacturer using polystyrene latex 
particles of a known size. The refractive 
index of latex beads (1.59 – 0i) is different 
from that of atmospheric particles, resulting 
in an aerosol size distribution that is “latex 
equivalent”. 

 
The refractive index of the particles was 

estimated according to the relative humidity 
(in this study the values have ranged 
between 37% and 98%). The relative 
humidity of the ambient atmosphere affects 
the size and the complex refractive index of 
aerosols. Raw size bins were corrected 
applying a program based on Mie Theory 
(Bohrenm and Huffman, 1983) to the 
estimated refractive indices. Because this 
study was carried out in a rural area, the 
index used was m=1.52-0.00626i for a 
relative humidity of 50%. Data by Kim et al., 
1990 have been used to estimate the 
refractive index for other humidity values. 
The humidity was corrected in each 
measurement by linear interpolation.  

 
To compute the number of particles by 

unit of volume in each channel, a number of 
corrections had to be made. The flux value 
had to be corrected according to the altitude 
of the sampling site. Carrizo de la Ribera lies 
at an altitude of 873 m, so the correction 
factor was 0.905. The activity registered 
must also be considered, and the correction 
factor applied was 1/(1-0,052A), following 
the instructions of the manufacturer. 

 
A weather station was installed next to 

the probe to register automatically data on 
pressure, temperature, humidity and wind 

every 30 minutes. A Davis weather station 
was also installed to record the amount of 
precipitation fallen in those months. The data 
on precipitation were also registered and 
stored automatically every 30 minutes. 
 

In order to compare meteorological data 
and data on the particulate matter, it has 
been deemed necessary to use average 
and/or accumulative values (in the case of 
rain) of the 3 hours prior to the aerosol 
measurement. 

 
In order to identify the type of weather 

associated to a particular synoptic situation a 
Circulation Weather Type classification 
(CWTs) was used based on Jenkinson and 
Collison (1977) and Jones et al. (1993). 
These procedures were developed to define 
objectively Lamb Weather Types (Lamb, 
1972) for the British Isles. The daily 
circulation affecting the Iberian Peninsula is 
described using a set of Indices associated 
to the direction and vorticity of the 
geostrophic flow. The Indices used were the 
following: southerly flow (SF), westerly flow 
(WF), total flow (F), southerly shear vorticity 
(ZS), westerly shear vorticity (ZW) and total 
shear vorticity (Z). These Indices were 
computed using sea level pressure (SLP) 
values obtained for 16 grid points distributed 
around the Iberian Peninsula. This same 
classification has already been used for the 
Iberian Peninsula in previous studies on 
splash erosion (Fernandez-Raga et al., 
2010) or aerosol size distribution in 
precipitation events (Castro et al., 2010). 

 
The thermal inversions have been 

computed using data from soundings in La 
Coruña (43.36ºN, 8.41ºW, altitude 67 m), 
Madrid (40.50ºN, 3.58ºW, altitude 633 m) 
and Santander (43.48ºN, 3.80ºW, altitude 59 
m) at 0000 UTC, provided by the University 
of Wyoming (http://weather.uwyo.edu/ 
upperair/ sounding.html). 

 
Back trajectories of 120 h (5 days) have 

been used, computed at 500 m, 1,500 m and 
3,000 m AGL, using the HYSPLIT Model 
(HYbrid Single-Particle Lagrangian 
Integrated Trajectory Model) by NOAA 
(Draxler and Rolph, 2003). This was done to 
determine the source regions of the air 



 

masses reaching the study zone. This study 
will be complemented by a description of the 
air masses. 

 
The Department for the Environment of 

the regional government Junta de Castilla y 
León provided the database of all the 
wildfires registered in the province of León in 
the year 2000, including the district where 
the fire occurred, the date of detection and 
extinction (exact day and time), and the land 
area affected (in hectares), as well as the 
type of vegetation burnt. 

 
This information was used to draw daily 

maps of the province of León showing the 
sites affected by wildfires. 

 
The maps and the data on wind speed 

and wind direction obtained from the weather 
station next to the probe were used to 
determine which measurements might have 
been contaminated by the smoke plumes 
from the wildfires. 

 
Because of the low time resolution of the 

measurements carried out by the probe (one 
measurement every 3 hours), there is 
usually only 1 contaminated measurement 
among the 8 ones carried out daily. 
However, several measurements were 
eventually contaminated in the case of large 
fires raging for more than 24 hours and with 
an affected area of >50 ha, under favorable 
wind conditions. 

 
To identify the measurements that had 

been affected by the wildfires, we considered 
the distance to the sampling point, the wind 
speed and direction, and the time the smoke 
plume took to reach the probe. When all 
these parameters pointed towards the fact 
that a smoke plume from a wildfire 
containing aerosols was coming close to the 
probe, the evolution of the number of 
particles was analyzed in detail. The 
measurements with increases of more than 
500% with respect to other measurements 
on the same day were considered as 
contaminated by the wildfires. 

 
A previous study has been carried out on 

the influence of rain and wildfires in the 
number of atmospheric particles and their 
size distribution in the four months of the 

sampling campaign (June-September). This 
study will focus on what happened on the 
25th, 26th and 27th of August 2000. A detailed 
analysis of the weather conditions and 
wildfires on those days has been carried out, 
with particular reference to the contamination 
they caused in the probe measurements. 

 
On the 25th of August began a wildfire 

which affected the aerosol measurements of 
the 26th of August. On the 26th, two wildfires 
were active and there was a rain event; and 
on the 27th we observe the stabilization of 
the number of aerosols registered. 

4. RESULTS AND DISCUSSIONS 

4.1 METEOROLOGICAL STUDY: 
CIRCULATION WEATHER TYPES AND AIR 
MASSES 

Table 1 shows the meteorological 
features of the 25th, 26th and 27th of August 
2000. The average temperatures on these 
days are low: under 16ºC. This is due to the 
fact that the maximum temperatures were 
not very high, never exceeding 22ºC.  The 
nocturnal temperatures were low and the 
proximity of the River Orbigo also 
contributed to these moderate temperatures. 

 
The wind speed is low too, less than 2.1 

m/s, and the relative humidity is around 70%. 
As a result, the smoke plumes move rather 
slowly. 

 
The weather types on these days are 

cyclonic (C), northern and north-eastern 
hybrid anti-cyclonic (AN, ANE), i.e., the air 
masses reaching the Iberian Peninsula on 
these days are of maritime origin. 

 
The back trajectories on the study days at 

three different altitudes (500, 1,500 and 
3,000 m AGL) show that the air mass 
reaching the Iberian Peninsula on the 25th of 
August is of the tropical maritime type (mT). 
In contrast, on the 26th and 27th of August 
the air mass is a polar maritime one (mP), 
i.e., a cold air mass with a high relative 
humidity. On the 26th of August the back 
trajectories at 500 and at 1,500 m AGL come 
from Europe, but on the 27th they clearly 
come from the North Pole (Fig. 2). 



 

 
Table 1. Meteorological study of the 25th, 26th and 27th of August 2000, with data on 
maximum, minimum and average temperatures, relative humidity, wind intensity and total 
precipitation registered. 

Day T max (ºC) T min (ºC) Tav (ºC) HR (%) Wind (m/s) Ptotal (mm) 

25th August 2000 21.3 8.9 15.3 61 2.1 0 

26th August 2000 19.7 9.6 14.9 68 1.9 10.6 

27th August 2000 21.3 4.9 13.4 67 1.3 0 

 
 
 
 

a) b)

c) 

 

 
Fig. 2. Back trajectories for three different altitudes (500, 1500 and 3000 m) using the 
HYSPLIT model. 



 

Table 2. Day, district and town where the wildfires occurred, distance to the sampling site, date of 
detection and extinction, land area burnt by type of vegetation (tree woodland, non-tree woodland and 
non-forest vegetation), and total land area burnt in the wildfires contaminating the aerosol 
measurements on the 26th and 27th of August 2000. 

First 
Detected 

Date 
of Extinction Area burnt (ha) 

Day District/ 
town 

Distance 
to the 

sampling 
site 
(km) 

Day Time 
(UTC) Day Time 

(UTC) 

tree 
woodland 

 

non-tree 
woodlad 

non-forest 
vegetation 

 

Total 
area 
burnt 

25th 
August 
2000 

La Pola de 
gordón/Geras 35 

25th 
August 
2000 

1647 
26th 

August 
2000 

1315 0 15 0 15 

26th 
August 
2000 

Benuza/ 
Llamas de 
Cabrera 

69 
26th 

August 
2000 

1325 
26th 

August 
2000 

1757 10 20 0 30 

26th 
August 
2000 

Benuza/ 
Sigüeya 73 

26th 
August 
2000 

1330 
27th 

August 
2000 

1800 0 3 37 40 

 
 
 
Of the three study days, on the 25th and 

on the 27th radiative thermal inversions were 
registered in the soundings carried out in 
Madrid at 0000 UTC, at 46 and at 138 m 
(AGL), respectively. In addition, on the 25th 
there was also a subsidence thermal 
inversion at 324 m (AGL) in the sounding 
carried out in Santander at 0000 UTC. 

 

4.2 CHARACTERIZATION OF THE 
WILDFIRES AFFECTING THE AEROSOL 
MEASUREMENTS 

The province of León, Spain, has a land 
area of 15,581 km2, and is the largest in the 
region of Castile and León. The confluence 
of Eurosiberian and Mediterranean climates 
results in varied landscapes and a number of 
micro-climates in the province. One 
important consequence is the high number 
of wildfires registered, and an important land 
area is affected by these fires. Most of the 
wildfires – around 90% - are of human origin, 
either caused accidentally or intentionally. 

 
Table 2 shows the characteristics of 

the wildfires contaminating the aerosol 
measurements on the 26th and 27th of 
August. 

 
On the 25th of August 2000 a wildfire 

begins in Geras, at about 35 km from the 
sampling area (Carrizo de la Ribera). This 
fire burns 15 ha of non-tree woodland. The 
fire starts at 1647 UTC and is extinguished 
at 1315 UTC on the 26th of August. It 

contaminated the measurement registered at 
1300 UTC on the 26th. 

 
On the 26th of August 2000 two wildfires 

are recorded simultaneously in the district of 
Benuza, with a distance of 5 km between 
each other. The first fire occurred in Llamas 
de Cabrera; it began at 1325 UTC and was 
extinguished at 1757 UTC on the 26th. The 
second fire began in Sigüeya at 1330 UTC 
and was extinguished at 1800 UTC on the 
27th of August 2000. These two fires burnt a 
total land area of 70 ha: 10 ha of tree 
woodland, 23 ha of non-tree woodland, and 
37 ha of non-forest vegetation. The two fires 
occurred at a distance of around 70 km from 
the sampling site. Both fires contaminated 
the measurement carried out at 1900 UTC 
on the 26th of August. Fig. 3 shows the maps 
with all the fires recorded in the province of 
León on the 25th and 26th of August 2000. 

 
The three fires contaminating the probe 

began during the day. The fire in Geras lies 
to the north of Carrizo de la Ribera, and the 
fires in Llamas de Cabrera and Sigüeya lie to 
the west. All three districts are mountainous 
areas, with altitudes around 1,000 m and a 
great landscape value. 

 
The smoke plumes of average wildfires 

may be carried by the wind over large 
distances. In this study, the three plumes 
move slowly towards the probe and are 
responsible for important increases in the 
number of aerosols registered on those 
days. 



 

 
a) 

 

b)

 
Fig. 3. Maps with the districts where wildfires were registered in the province of Leon, Spain, on the (a) 
25th and (b) 26th of August 2000 (the probe was installed in Carrizo). 
 
 
 
4.3 INFLUENCE OF WILDFIRES AND 
PRECIPITATION IN AEROSOL SIZE 
DISTRIBUTION 

An analysis was carried out of the 
changes in the number of atmospheric 
particles and their size distribution, 
considering the wildfires occurring in nearby 
areas and whose smoke plumes were likely 
to reach the probe, and also the precipitation 
registered in the sampling site causing 
washout. 

 
As for the number of particles, the 

average number registered in the 

measurements carried out before 1300 
UTC on the 26th of August (and not 
affected by smoke plumes or precipitation 
of any type, according to our data) is of 
1,200±200 particles cm-3 (Table 3). 

 
In contrast, the measurement carried 

out when the smoke plume had already 
reached the probe, such as the one at 
1300 UTC, shows an increase in the total 
number of particles by 600% when 
compared with the previous measurement, 
not contaminated by the wildfires. 

 
 
 

Table 3. Total number of particles, CMD, and σ for the accumulation mode (f) and the coarse mode (c) 
of the number size Distribution and precipitation on the 25th, 26th and 27th of August 2000. 

Fine mode Coarse mode Day Time 
(UTC) 

Nº 
particles.cm-3 Nf CMDf σf Nc CMDc σc 

Precipitation 
(mm) 

25th 
August 
2000 

2200 909 1197 0.10 1.65 1 1.00 1.40 0 

0100 1263 1856 0.13 1.61 1 1.00 1.40 0 
0400 1398 1992 0.12 1.59 4 1.00 1.60 0 
0700 1436 1491 0.13 1.53 2 1.10 1.60 0 
1000 957 988 0.13 1.52 1 1.00 1.45 0 
1300 6324 10692 0.10 1.45 1 1.00 1.40 0.4 
1600 573 679 0.14 1.48 1 1.00 1.50 10 
1900 9223 4048 0.12 1.50 1 1.20 1.50 0.2 

26th 
August 
2000 

2200 800 521 0.20 1.25 34 0.32 1.40 0 
0100 1316 820 0.23 1.26 28 0.46 1.13 0 
0400 853 393 0.22 1.18 96 0.31 1.30 0 
0700 794 947 0.14 1.51 1 1.10 1.50 0 

27th 
August 
2000 1000 647 869 0.13 1.56 0 1.00 1.50 0 
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Fig. 4. Distributions of the size spectrum in the measurements contaminated by the wildfires and 
affected by the rain events, and in the measurements carried out immediately before and after the 
contaminated measurements on the 26th and 27th of August 2000. 
 
 

Later, when the precipitation recorded in 
the three hours prior the aerosol 
measurement is of 10 mm (at 1600 UTC), 
we find a clear example of washout, with a 
decrease in the total number of particles of 
90%, when compared with the previous 
measurement. Then, at 1900 UTC, the 
number of particles increases again by 
1,500% because of the influence of the 
nearby fires. 

 
After both phenomena (fires & rain) stop 

having an impact on the aerosol registers, 
from 2200 UTC on the 26th of August, the 
number of particles decreases again to an 
average value of 900±300 particles.cm-3. 

 
A decrease was observed in the CMD of 

the fine mode (CMDf) in the measurements 
contaminated by the smoke plumes, when 
compared to the previous measurements 
(1300 UTC and 1900 UTC on the 26th of 
August) of around 20%. Once the plume 
moves away, the values tend to stabilize 
again in the measurement after the 
contaminated one. 

 

The size distributions obtained by the 
PCASP-X have been found to be bimodal: 
they have a fine mode (0.1-1 μm) and a 
coarse mode (1-10 μm). In the 
measurements contaminated by the smoke 
plumes there was an increase in the 
number of particles in the fine mode (0.1-1 
μm), mainly between 0.1 and 0.2 μm. This 
increase exceeded by 2,000% the values 
registered in previous measurements. 

 
Figure 4 shows the size distributions of 

the measurements contaminated by the 
smoke plumes and the ones altered by 
rain. 

 
The measurements carried out on the 

26th of August at 1300 and 1900 UTC are 
contaminated by the wildfires in Geras, and 
by the ones in Llamas de Cabrera and 
Sigüeya, respectively. During the three 
hours prior to these measurements, the 
probes recorded 0.4 mm of rain at 1300 
UTC and 0.2 mm at 1900 UTC. The small 
amount of rain fallen does not have any 
significant effect on the size distributions 
found. 



 

In contrast, at 1600 UTC the amount of 
rain recorded in the three hours prior to the 
aerosol measurement is of 10 mm, and in 
this case the size distribution is different 
from the previous ones. We claim that this 
is due to the washout affecting mainly the 
smallest particles, the ones between 0.1 
and 0.2 μm (comprised in the fine mode). 
The measurement carried out at 1600 UTC 
showed a decrease of 1,000% in this size 
range, when compared with the previous 
measurement. 

 
The remaining size distributions in 

Figure 4 correspond to measurements not 
contaminated by wildfires and not affected 
by rain (the one at 1000 UTC on the 26th 
and the one at 2200 UTC on the 27th). 

 
We have found that wildfires cause an 

increase in the number of atmospheric 
particles, mainly in the fine mode. It was also 
found that rain events play a role on aerosol 
records, resulting in a clear decrease in 
proportion with the intensity of the 
precipitation. In other words, the particle 
concentration and distribution in the 
atmosphere depends greatly on the sources 
and on the meteorological processes present 
at each point in time. 

 
 
5. CONCLUSIONS 

The wildfires registered in the areas close 
to the study zone have a clear influence on 
the number of particles recorded as well as 
on their size distribution. Increases of the 
total number of particles of up to 1,500% 
have been found in contaminated 
measurements. Most of this increase 
corresponds to the smallest fraction of the 
fine mode (0.1-0.2 μm). A decrease was 
found in the CMDf of about 20% in the 
aerosol measurements contaminated by the 
smoke plumes. The values went back to 
normal once the plume moved away from 
the probe. 

 
The simultaneous occurrence of rain 

causes aerosol washout, and the total 
number of particles decreases by up to 90%, 
when compared with measurements carried 
out before the rain event. Washout affects 

mainly particles with a size range between 
0.1 and 0.2 μm. 

 
The study of the role played by the 

weather and natural and/or anthropogenic 
phenomena in the composition of the 
atmosphere is a very complex task. 
Determining any feedbacks, synergies and 
conflicting processes between different 
events at a small scale may help us 
understand the evolution of atmospheric 
particulate matter at a larger scale and the 
changes undergone by this particulate 
matter during its lifetime. 
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ABSTRACT 

Local Severe Storms (LSS) are 
frequently occurring devastating 
meteorological phenomena, which occur in 
the pre-monsoon season (March – May) in 
Bangladesh. Locally induced these storms 
bring huge damages both in lives and 
properties in a very short time. Many of 
these LSSs are called as Nor’wester since 
the systems migrate from north-west to 
south-east. Violent LSS mainly the 
Nor’wester and tornado events that 
occurred in Bangladesh between 2000 and 
2011 are analyzed using JRA-25 1.25 
degree resolution reanalysis data provided 
by Japan Meteorological Agency (JMA). 
Surface and upper air analysis such as 
pressure, temperature, specific humidity and 
wind direction of successive 5 days prior 
and during each LSS event showed typical 
temporal course of synoptic environment. 

The  stability indices of Showalter 
Stability index (SSI), K-Index (KI),Total Index 
(TT), Lifted Index (LI), Bulk Richardson 
Number (BRN), BRN-Shear (BRNS), 
Convective Available Potential Energy 
(CAPE), Convective Inhibition (CIN), Storm 
Relative Helicity (SRH), Energy Helicity 
Index (EHI), Precipitable Water Content 
(PW), are calculated using JRA-25 
reanalysis data and the response of these 
variables as for the occurrences of LSS are 
examined. 

For years after 2008, the finer 20km 
resolution analysis data by using Global 
Spectral Model (GSM) of JMA are used. TTI 
value showed favorable for LSS occurrence 
but it also showed higher value in other 
regions and the value remained high after 
the event occurred. CAPE and EHI found 
favorable for  

 

 

 

 

 

 

 

the formation of LSS. The use of GSM 20km 
resolution data are found to be useful in 
identifying local features such as the dry-line 
which is said to have relation with  initiation 
of severe local storm and the accompanying 
tornado. These data enables detailed 
representation of land/sea mask and 
topography and can identify the mechanism 
of LSS which could improve effective 
forecasts. 

Keywords: Thunderstorms, Severe Storm, 
Instability, Tornado, Stability indices, Bangladesh 
disaster 

1. INTRODUCTION 

Every year the LSS of Bangladesh 
cause the highest death toll in the World. 
The annual death toll only from tornadoes in 
Bangladesh is about 179 deaths per year 
from the period of 1967-96 (Ono. Y, 2001). 
During the pre-monsoon season the severity 
and frequency of LSS occurrences are 
higher than the other months. In a study 
Yamane et al. (2010a) mentioned that 84% 
of total LSS are occurred in pre-monsoon 
season, the peak occurrence in April, then 
the frequency decreases sharply in the 
monsoon season, and again in the late 
monsoon season from September to 
October the frequency slightly increases by 
analyzing newspaper reports from 1990-
2005. Violent deadliest Tornadoes are also 
reported mainly in April. Very few tornadoes 
have occurred before March and after May. 
(Newspaper report 1976-2005) 

Total 10 LSS cases are taken 
between 2000 and 2011 those are reported 
as either tornadoes or severe thunderstorms 
in different months in Bangladesh, are 
analyzed using JRA-25 reanalysis data to 
understand their meteorological features. To 
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identify the general environmental 
conditions several objective analyses had 
conducted in this study. The Nor’wester and 
thunderstorms are very small scale 
phenomena and due to the unavailability of 
data very few detail studies addressing 
there mechanisms of development and 
evolution of genesis are found. The previous 
studies focusing on the dynamic and 
thermodynamic aspects of the initiation of 
LSS (Lohar and Pal, 1995), LSS 
propagation and modes of organization of 
Mesoscale Convective System (Dalal et al 
2012) and lower and mid upper tropospheric 
features in initiation of Nor’westers (Ghosh 
et al 2008), but all the studies for the cases 
occurred in Northern India. 

There are few studies about LSS 
formation, favorable environmental condition 
over Bangladesh and adjoining area. The 
favorable environmental settings found in 
pre-monsoon season are sufficient low level 
warm moisture flow from Bay of Bengal that 
influence the convection and also mid-upper 
moderate to strong westerly flow; often with 
westerly jet, (Weston, 1972; Prasad, 2006; 
Yamane and Hayashi; 2006) for LSS 
development. The detail thermodynamic 
condition of pre-monsoon season comparing 
convective parameters on severe local 
convective storms (SLCSD) and those on 
non-severe local convective storms 
(NSLCSD) are precisely analyzed (Yamane 
et al, 2010b; 2012) to show that thermal 
instability can discriminate between SLCSD 
and NSLCSD with statistical significance. 
Some studies also include preferred areas 
of LSS formation in Bangladesh (Peterson 
and Meheta, 1981; Yamane et al 2010a). 

The physical process that is involved 
in the organization of LSS is rarely studied 
due to the unavailability of data. To analyze 
the mechanism of LSS development it is 
also important to know the effect of “dryline”, 
that is a very narrow transition zone with a 
difference of mixing ratio of at least 12g/kg 
within 12 km, in Northern India and 
Bangladesh (Weston, 1972). To observe the 
dryline activity, and influence on LSS 
formation GSM 20km resolution data are 
used.   

2. DATA  AND METHODOLOGY 

The JRA-25 re-analysis data are 
produced since 1979 by the Japan 
Meteorological Agency (JMA) and the 
Central Research Institute of Electric Power 
Industry (CRIEPI) (Onogi et al., 2007). The 
standard pressure level data are 1.25 
degree in both longitude and latitude, and 
temporal resolution is six hours (00, 06, 12 
and 18 UTC). The model level data with 
reference to terrain following model levels 
which has seven layers from the surface to 
850 hPa are also available in 1.125 degree 
resolution. Analysis domain in the present 
study is 65˚-100 ˚ E and 5˚-29˚ N covering 
the south Asia region. The topographic 
height of the Gangetic plain and coastal 
area is very low - nearly sea level; whereas 
it gradually increases in the West and North. 

JMA’s Global Spectral Model (GSM) 
has very higher horizontal resolution – 
0.1875 degrees, approximately 20 km – 
operational global model in the world. The 
initial field is to be used as fine grid analysis 
of global meteorology The available 
variables are wind (zonal and meridional), 
temperature, specific humidity, surface 
pressure and cloud water content. In the 
vertical, GSM has 60 layers up to 0.1 hPa. 
The vertical resolution is higher in the lower 
atmosphere for better simulation of the 
planetary boundary layer processes.  

The major purposes of this study are 
to identify the dryline influences in the 
mechanism and development of LSS in 
Bangladesh. Severe thunderstorms of the 
Great Plains of United states in springtime 
months are greatly triggered by dryline. The 
studies focusing dryline importance in 
thunderstorm initiation (Reha,1966), the 
modes of severe storm development along 
the dryline (Bluestein and Parker, 1993) and 
mechanism of severe thunderstorms 
development along a dryline (Hane et al 
1997) explaine how dryline influences on 
severe thunderstorm development in United 
States. Similar dryline environment is 
observed in pre-monsoon season over 
Bangladesh. So an initiative is taken to find 
the relationship of dryline in initiation of LSS 
in Bangladesh from this work. 



3. RESULT AND DISCUSSION 

3.1  SYNOPTIC CONDITION  

Analyzing pre-monsoon seasons 
LSS events, the mean sea level pressure, 
temperature, specific humidity and wind, it is 
found that low level temperature is very high 
at the event occurrence day and there is 
sufficient moist warm Southerly/South-
westerly wind flows from the Bay of Bengal 
to the land. The specific humidity level is 
very high all over Bangladesh. There are 
also dry warm westerly wind evident from 
the Indian high lands. Southerly/South-
westerly tongue of warm moist wind from 
the Bay of Bengal is observed in those 
seasons and in most of the April cases 
southerly is much stronger than in March 
and May cases. 

High Specific humidity is observed in 
the active cases of April and also strong 
horizontal gradient of Specific humidity is 
observed within a short distance of area that 
is sometime mentioned as dryline 
(Weston,1971). Westerly wind component is 
prominent at the upper air from 850hPa. 
High temperature is observed over Indian 
high lands and westerly warm advection is 
observed over Bangladesh at 850 hPa; Cold 
advection is observed at 500 hPa. At upper 
troposphere Westerly to North-westerly wind 
is prominent over Bangladesh. 

All the pre-monsoon LSS events are 
observed in the late afternoon to evening 
hours. As the day advances low level 
temperature and specific humidity started to 
increase, which enhance the instability 
condition of the atmosphere to form the LSS. 

3.2 MESOSCALE FACTORS 

In estimating the possibility of the 
development of LSS atmospheric instability 
is a major determinant. A variety of 
instability indices are used to identify the 
LSS possibility. In this study several indices 
are computed using JRA-25 data. High 
instability are observed mainly in pre-
monsoon cases. The critical values of some 
instability indices are examined for LSS 
occurrences in Bangladesh by Karmakar 
and Alam (1960).The critical values of all 

indices should be determined based on 
Bangladesh cases.  

The KI values exceeding 28K 
indicates the likelihood of convection 
(Fuelbarg and Biggar, 1994). It shows 
higher values in the event occurrence day. 
Karmakar and Alam (1960) concluded that 
about 88% of the Nor’westers occurs when 
TTI ranges from 40 to 58. It is found above 
60 in the most of the April cases.  

The Lifted Index (LI) is a measure of 
the thunderstorm potential which takes into 
account the low level moisture availability 
and can be used as a predictor of latent 
instability. Karmakar and Alam (2006) 
studied a number of thunderstorm cases 
over Dhaka and concluded that 
thunderstorms are likely to occur over 
Bangladesh when LI ≤0 and, severe 
Nor’westers with tornadic intensity are 
possible when LI < -3 over Bangladesh. In 
this study LI values are found very low 
negative values.  

Convective Available Potential 
Energy (CAPE) is an indicator of 
atmospheric instability. CAPE shows higher 
values in April case of LSS of tornadic 
intensity. CAPE are found high over the sea 
than the land. Potential Instability is larger 
over sea than the land (Yamane et al 2012)  

The Energy Helicity Index (EHI) is 
the combination of the Storm Relative 
Helicity (SREH) and CAPE, and a measure 
of tornadic supercell. Rasmussen and 
Blanchard (1998) showed the EHI is highly 
correlated with the generation of supercells 
in the United States of America. Values of 1 
or more are said to indicate a threat 
of tornadoes potential. There are no critical 
threshold values for Bangladesh to confirm 
or predict the occurrence of tornadoes of a 
violent intensity. EHI values more than 1 
observed in all the cases.  

Pricipitable water content (PW) is 
very high in the event occurrence day over 
Bangladesh indicating the increasing of 
water vapor in the lower level.  

It is found that CAPE, LI, SSI and 
EHI are good measures for tornadic 

http://meteorology.geography-dictionary.org/Weather-Dictionary/tornado


outbreaks. Among them CAPE and EHI 
successfully pointed out the time and place 
of outbreaks in pre-monsoon season of 
Bangladesh. The performance of these 
indices are, however, low in other seasons.  

3.3 ENVIRONMENTAL FACTORS 

Besides the synoptic analysis and 
instability parameters some case specific 
environmental features are also important to 
understand the LSS development. In the 
United States mesoscale narrow boundary 
separates moist maritime tropical air 
masses of Gulf of Mexico from continental 
tropical dry air of the deserts in the western 
Great Plains during the warm season. This 
boundary has been referred to as “dry front” 
(Fujita 1958; Miller 1959), more popularly 
“dryline” (Rhea 1966). The similar landscape 
is observed in Bangladesh between the 
moist warm southerly wind from the Bay of 
Bengal and the dry wind from the Indian 
Highland; horizontal moisture gradients is 
created which associate with dryline(Fig: 3c).   

On 20th March, 2005 a Tornado 
swept over the North-western part of 

Bangladesh (25°N 89°E). The devastation 

activity was started at 18.45 BST (local 
standard time) and lasting for 5 minutes only. 
The serious devastation of this tornado was 
in a stretch of 10 km in length and 1 km in 
width. According to Disaster Management 
Bureau (DMB) the loss of lives were 43, 
number of injured people 4688 and 8786 
houses were damaged. Besides numerous 
trees, crop fields, educational and religious 
institutions, domestic animals, shops, 
electric lines and many other resources of 
individual and community were damaged or 
lost due to the tornado. The surface 
temperature, specific humidity and wind 
precisely indicate the presence of dryline 
(Fig1a).  

The instability indices are calculated 
as: CAPE = 1300J/kg (Fig1b), EHI = 
1.2(Fig1c), SRH = 150m2/s2, PW > 40kg/s2, 
SSI= -2, TT = 60, LI = -3  

 

Fig: 1a Mean Sea level temperature (K), specific Humidity 
(g/kg) and wind (m/s) pattern of 12Z20mar2005 

 

Fig: 1b CAPE (J/Kg) of 12Z20mar2005 

 

 

Fig: 1c EHI graph of 12Z20mar2005 

 

14th April, 2004 a deadliest tornado 
occurred in Mymensingh and Netrokona 

districts in Bangladesh (24.5°N 90.5°E). The 



devastating activities of tornado started at 
19.41 BST (local standard time) and lasted 
for about 10 minutes. Wind speed was over 
150 km/hr (41.67m/sec), the tornado track 
length was about 30 km and about 400-600 
meters in width. It is reported that a 15 
square kilometer area was devastated. The 
loss of lives are 66 , around 1700 people  
are injured  and 23 villages affected, 3,000 
houses damaged and many tube wells 
blown away, fish were killed in the water 
bodies and Numerous houses, school, 
shops and trees collapsed, roofs are blown 
away. 

In this event the presence of dryline 
was also identifiable (Fig2a). The Instability 
parameters calculated as CAPE = 3400J/kg 
(Fig2b), EHI = 4(Fig2c), SRH = 250m2/s2, 
PW = 47kg/s2, SSI = -2, TT = 60, LI = -3  

 

Fig: 2a Mean Sea level temperature (K), specific Humidity 
(g/kg) and wind (m/s) pattern of 12Z14apr2004 
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Fig: 2b CAPE (J/Kg) of 12Z14apr2004 

 

Fig: 2c EHI graph of 12Z14apr2004 

There was a squall development over 
Bangladesh on 13th April, 2010 and 
continuous records of LSS were reported up 
to 15th April. On 13th there were several LSS 
events occurred in Rangpur, Bogra Syedpur 
in and around (25.5° N, 89° E). The surface 
analysis with GSM 20km resolution data has 
an added advantage to see the dryline. Very 
close Specific humidity lines observed near 
Bangladesh territory (Fig 3a). Sharp 
gradient of Specific Humidity is observed by 
graph (Fig 3b). The lower level convergence 
is also observed(Fig 3c).  

The Instability parameters are 
calculated as CAPE = 3000J/kg (Fig:3d), 
EHI = 1.02, PW = 38kg/s2, SSI = - 4.6,  

LI = -6.25,  

 

Fig: 3a Surface temperature (k) and specific humidity 
(g/kg) of 12Z13apr2010 



 

Fig: 3b Horizontal Specific humidity (g/kg) gradient of 
12Z13apr2010 

 

Fig: 3c Surface specific humidity (g/kg) and wind (m/s) of 
12Z19apr2009 

 

Fig: 3d CAPE (J/Kg) of 12Z19apr2009 

The GSM analysis with 20km 
resolution would be a good tool to detail 
analysis of dryline and its influence on LSS 
development 

4. CONCLUSION AND REMARKS 

Bangladesh is one of the counties 
where severe local storms bring severe 
damages to the society. Because of the 
absence of dense observation network, 
storm research and forecasting are still in 
developing stage. We introduced a fine grid 
(20km resolution) JMA analysis to see the 
structure of background environment of LSS. 
Data seems appropriate to investigate key 
environmental features such as extended 
dry line, elevated boundary layer 
etc.  Further detailed analyses with the data 
are to be continued. 
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Abstract 

The process of collective diffusional 
growth of droplets in an adiabatic parcel is 
analyzed in the frame of the regular 
condensation approach. Closed equations 
for the evolution of liquid water content, 
droplet radius and supersaturation are 
derived from the mass balance equation 
centered with respect to the adiabatic 
water content. The analytical expression 
for the maximum supersaturation maxS  
formed near the cloud base is obtained 
here. Similar analytical expressions for 
the height maxz  and liquid water mixing 
ratio maxq  corresponding to the level 
where maxS  occurs, have also been 
obtained. It is shown that all three 
variables maxS , maxq  and maxz  are linearly 
related to each other and they all 
proportional to 2/14/3 −Nw , where w is the 
vertical velocity and N is the droplet 
number concentration. Universal solutions 
for supersaturation and liquid water 
mixing ratio are found here, which are 
independent of vertical velocity, droplet 
number concentration, temperature and 
pressure. The actual solutions for S  and 
q  can be obtained from the universal 
solutions with the help of appropriate 
scaling factors described in this study. 
The results obtained in the frame of this 
study provide a new look at the nature of 
supersaturation formation in liquid clouds. 
The outcomes of this work can be useful 

for the parameterization of cloud 
microphysical processes in cloud models 
especially for the parameterization of 
CCN nucleation.  

1. Introduction 
Description of the diffusional growth and 

evaporation of an ensemble of cloud 
particles is one of the fundamental tasks in 
cloud physics. The first analytical description 
of the condensation process of an ensemble 
of liquid droplets goes back to Squires 
(1952). A later, detailed theoretical analysis 
of the supersaturation equation was 
provided in the work of Kabanov et. al. 
(1971). The behavior of the supersaturation 
equation was analyzed in many studies (e.g. 
Twomey, 1959; Sedunov, 1965; Rogers, 
1975; Fukuta, 1993; Khvorostyanov and 
Curry, 2009). Chen (1994) and Korolev and 
Mazin (2003) generalized this equation for a 
three phase system consisting of liquid 
droplets, ice particles and water vapor. The 
outcome of these works was an analytical 
description of supersaturation S  in a 
vertically moving adiabatic cloud parcel.  
The equation for water vapor 

supersaturation can be written in the form 
(e.g. Pruppacher and Klett, 1997):  

dt
dqA

dt
dzA

dt
dS w

21 −=                             (1) 

where ( )wq z is the liquid water mixing 
ratio. For the sake of brevity in the 
forthcoming consideration we will refer to 
the liquid water mixing ratio wq  as water 
content. The first term in the right-hand 
side in Eq.(1) describes changes of 
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supersaturation of the moist air due to its 
adiabatic cooling or heating, whereas the 
second term describes the 
supersaturation changes caused by 
condensation or evaporation of water 
vapor by droplets.  

Eq.(1) can be rewritten as (Korolev and 
Mazin 2003): 

SrbNAwA
dt
dS

21 −=                           (2)   (2) 

where w  is the vertical velocity; r  is the 
average droplet radius; N is the droplet 
number concentration. In Eqs. (1-2) 1A , 2A  
and b are coefficients dependent on 
temperature T and pressure P (hereafter, 
for variable notations see Appendix A). 
For the case when the temperature and 
pressure dependences of the 
coefficients 1A , 2A  and b  are neglected 
and the droplet radii are assumed to be 
constant constr = , Eq. (2) can be 
integrated analytically. In this case the 
solution ( )S t tends towards 
supersaturation:  

rDN
wAwAS pqs π

τ
4

1
1 ≈=               (3)    (3) 

The characteristic time of approaching 
of ( )S t to qsS  is determined by the time 
constant  

( ) ( ) 11
2 4 −− ≈= rDNrbNAp πτ       (4) 

 
The case when constr =  is usually 

referred to as quasi-steady 
approximation, qsS  as quasi-steady 

supersaturation, and pτ  as time of phase 
relaxation. The quasi-steady 
approximation plays an important role in 
cloud microphysics. During time pτ  the 
difference between initial supersaturation 

( )S t and quasi-steady value 

qsS decreases e-times. In cases when pτ  
is small and does not exceed few 
seconds, the quasi-steady approximation 
can be effectively used for the estimation 
of the actual supersaturation in clouds, 
when the vertical velocity, droplet radii 
and concentration are known from 
measurements (e.g. Warner, 1968; 

Paluch and Knight, 1984; Politovich and 
Cooper, 1988; Prabha et. al., 2011).  The 
rate of the droplet growth neglecting the 
surface tension and salinity corrections is 
described by the equation: 

Fr
S

dt
dr

=                                             (5) 

where coefficient F  depends on 
temperature and pressure. 

Substitution of Eq. (3) into Eq. (5) and 
successive integration leads to the linear 
dependence of droplet mass on height. 
According to this dependence droplet mass 
depends only on the distance between initial 
and final levels and does not depend on the 
ascend velocity (e.g. Khain et. al., 2000). 
The linear dependence between vertical 
velocity and supersaturation creates the 
major problem in explaining of droplet size 
distribution (DSD) broadening during the 
diffusion growth stage so that mechanisms 
allowing breaking such dependencies were 
looked for in many studies (e.g. Sedunov, 
1974, Khivorostyanov and Curry, 1999).  

Eq. (2) relates two time dependent 
variables ( )r t and ( )S t . Strictly speaking, 
the assumption that constr =  is not valid 
non-zero values of supersaturation result in 
changes in droplet size. The basis for this 
assumption is that when the droplets are 
large enough the characteristic time of 
changing of supersaturation, determined by 
the time of phase relaxation is much smaller 
than the characteristic time of changing of 
the droplet radius. This assumption is not 
justifiable for the cases with small droplets 
(e.g. in the vicinity of cloud base). In such 
cases a closed equation for supersaturation 
accounting droplet changes should be 
used.. Integrating the equation of the droplet 
growth and then substituting it into Eq. (2) 
yields a closed integro-differential equation 
with just one dependent variable: 

2/1

0

2
021 )(2

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
′′+−= ∫

t

tdtS
F

rbNSAwA
dt
dS      (6) 

This type of equation has been used for 
the analysis of CCN activation near cloud 
base (e.g. Twomey, 1959, Sedunov, 1974; 
Ghan et al., 1993, 1995; Bedos et al., 1996; 
Cohard et al., 1998; Abdul-Razzak et al., 
1998; Abdul-Razzak and Ghan, 2000; 
Fountoukis and Nenes, 2005; 
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Khvorostyanov and Curry 2006; 2009; 
Shipway and Abel, 2010). In these studies 
approximate solution was looked for 
supersaturation cloud base maximum under 
different activation CCN spectra.  Eq. (6) 
was also used in analysis of supersaturation 
behavior inside clouds by Korolev and 
Mazin, (2003).  

In numerical models supersaturation and 
droplet sizes are calculated from a 
numerical integration of the relevant system 
of differential equations. If special 
precautions are not taken into account the 
errors in calculations of S and r may 
become overly large (Klaassen and Clark, 
1985; Stevens et al., 1996; Grabowski and 
Morrison, 2008). 

Closed equations for supersaturation 
and water content enabling its analytical 
treatment would be a great ease for the 
analysis of a general behavior of major 
cloud microphysical variables and 
development of parameterizations for 
numerical models. In the frame of this study 
we undertook efforts to derive such 
equations based on the water mass balance 
equation centered with respect to the 
adiabatic liquid water mixing ratio. The 
analysis of the obtained equations allowed 
(a) estimation of the range of droplet spectra 
broadening caused by fluctuations of 
supersaturation in a vertically moving 
adiabatic parcel; (b) find analytical 
expression for the maximum supersaturation 
and altitude of its formation above the cloud 
base; (c) demonstrate universality of the 
vertical profiles of supersaturation and water 
content. 

The rest of study is organized as follows. 
In Section 2 equation of water balance as 
well as closed equations for supersaturation 
and cloud water content are derived and 
analyzed.  In Section 3 the equation for 
supersaturation maximum near cloud base 
is derived and analyzed. In Section 4 it is 
shown that equations for supersaturation 
and liquid water content can be represented 
in universal non-dimensional form. In 
Section 5 the applicability of the approach to 
real cloud conditions is discussed.  
Conclusions can be found in Section 6. 

 
2. Basic equations of the collective 
droplet growth 

 
In the following sections we consider an 

ensemble of monodisperse droplets with 
concentration N  and radii r  in a vertically 
moving adiabatic parcel. It is assumed that 
the cloud droplets move with the air and 
stay inside the parcel beginning from cloud 
base. No sedimentation and coalescence is 
allowed. The collective droplet growth and 
evaporation will be considered in the frame 
of regular condensation, that is, the water 
vapor pressure and temperature fields at 
large distance from cloud droplets are 
assumed to be uniform, and all droplets 
grow or evaporate under the same 
conditions. 

 
a. Water balance equation 

The water mass balance equation 
derived in this section forms a basis for the 
entire analysis in the frame of this study.  

Assuming the coefficient 1A  and 2A are 
constant, the integration of Eq. (1) yields: 

CqAzAS w +−= 21    (7) 
where z  is the height above cloud base. 

002 SqAC w +=  is determined by the initial 

0S and 0wq at 0z = . Neglecting by the mass 
of water associated with the wetted CCN at 
the cloud base, it can be assumed 0=C  
with the high accuracy.  

In a moist adiabatic process, when the 
supersaturation adjusts to zero, ( ) 0S z ≡ , 
Eq.(7) yields changes of water content as:  

z
A
Aqzq wad

2

1
0)( +=    (8) 

The variable )(zqad  in the subsequent 
discussion will be called “adiabatic” water 
content. Strictly speaking, all microphysical 
variables considered in the frame of this 
work are adiabatic due to the main 
assumption made at the beginning of this 
section. In order not to confuse 

)(zqad with wq , the term “adiabatic” will be 
applied only for the special case, 
when ( ) 0S z ≡ , and omitted for the cases, 
when 0≠S . 

The ratio 1 2/ad A Aβ =  in Eq. (8) is the 
adiabatic gradient of liquid mixing water ratio 
(e.g. Khrgian, 1969). As shown in Appendix 
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B the coefficients 1A  and 2A  are slow 
changing functions of T and P , the changes 
of adβ remain small when z varies within few 
hundred meters (Appendix B). Therefore, 
the adiabatic water content with a high 
accuracy can be considered linearly related 
to altitude, if changes of z do not exceed 
few hundred meters. A more accurate 
equation for the adiabatic water content 
requires integration of the last term in Eq. 
(8) over dz (e.g. Korolev and Mazin, 1993).  

In essence, Eq. (7) represents a water 
mass balance centered with respect to the 
adiabatic water content, i.e.  

w sv adq q q const+ = +   (9) 
where 2ASqsv =  is the mixing ratio of the 
supersaturated fraction of water vapor. In its 
traditional form, the equation of integral 
water balance in a vertically moving parcel 
is usually presented as w vq q const+ = . As it 
is shown in the following section the mass 
balance equation in the form Eq. (7) enables 
deducing a set of equations describing 
microphysical parameters in a new form. 

 
b. Supersaturation equation 

This section presents derivation of a 
closed equation for supersaturation in a new 
form.  

For an ensemble of monodisperse 
droplets with concentration N  and radii r, 
water content can be written as 

34  
3

w
w

a
q Nrπρ

ρ
=    (10) 

Substituting Eq. (10) into Eq. (5) yields 
2 /3 1/3w

w
dq BN Sq
dt

=    (11) 

where
3/2

3
43

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

a

w

F
B

ρ
πρ

. Then substituting 

wq  from the balance equation (7) into Eq. 
(11) leads to the equation for 
supersaturation  

2/3 1/3
1 2 1( ) ( ( ( ) ))dS A w t B A A z t C S S

dt
N= − + −     (12) 

 
Eq. (12) can be rewritten for the 

independent variable z as: 

2/3 1/3
1 2 1

1 ( ( )
( )

)dS A B A A z C S S
dz w z

N= − + − (13) 

 
Eqs. (12) and (13) represent a new 

form of the supersaturation equation in 
comparison to its traditional form (e.g. Eq. 
(2)) introduced by Squires (1952) and its 
subsequent modifications. After several 
simple transformations Eq. (12) can be 
reduced to Eq. (2).  

The supersaturation equation in the form 
of Eq. (13) is a closed differential equation 
with just one dependent variable. Other 
forms of closed equations for S  were 
considered in Sedunov (1974), Korolev and 
Mazin (2003). However, the earlier 
representations of the closed 
supersaturation equations have integro-
differential form, which are essentially more 
complex and more difficult for analysis, in 
comparison to Eq. (13). 

 
Figure 1 shows comparisons of the 

supersaturation calculated from Eq. (13) and 
that deduced from a numerical integration of 
a full system of equations describing a 
collective droplet growth in adiabatic parcel. 
Eq. (13) was 
integrated assuming that the coefficients 1A , 

2A  and B  remain constant, whereas in the 
numerical model, the dependences of 1A , 

2A  and B on T and P were accounted for. 
As seen from Fig.1, Eq. (13) accurately 
depicts the changes of supersaturation and 
it agrees well with the numerically modeled 
supersaturation. In this particular case the 
difference between the modeled 
supersaturation and that calculated from Eq. 
(13) does not exceed few percent. It should 
be noted that neglecting the dependences 
of the coefficient 1A , 2A  and B on T and 
P gives quite accurate solutions for S  
within the vertical scale of the order of few 
hundred meters. However, for the 
displacements zΔ beyond one kilometer 
these dependences should be accounted 
for. 

 
c. Limiting supersaturation 

As seen from Fig.1 and Eq. (13) that 
after passing its maximum, the 
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supersaturation is monotonically decreasing 
with altitude towards  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig 1. Vertical changes of 

supersaturation in a cloud parcel ascending 
with and descending with 5±=w m/s and 

1±=w m/s. The droplet concentration is 
100N = cm-3. The supersaturation was 

calculated from numerical simulation of the 
collective droplet growth (solid gray); non-
linear Eq. (13) (solid thin); linearized Eq. 
(14) (dashed-dotted); quasi-steady 
approximation by Eq. (3) (dashed); limiting 
approximation by Eq. (15) (dotted).  Initial 
conditions are: 0T =10oC, 0P =950mb, 

0 0S = , 0r =0.01 mμ . The horizontal, bolded 
arrows on the right-hand side indicate the 
levels above which the condition in Eq. (18) 
is valid, and the quasi-steady approximation 
is justified. 

 
zero. Therefore, above some level, the 
supersaturation becomes CzAS +<< 1 . At 
that point, S  can be neglected inside the 
brackets on the right-hand side in Eq. (13). 
In this case, Eq. (13) can be linearized 
resulting in:  

1/3
2 /3 1

1 2
( )(

( )
) A z CdS A B A S

dz w z
N +

= −  (14) 

Since S  tends to zero with increasing of 
the distance above cloud base, the left hand 
term becomes much smaller than any of two 
terms on the right hand side. In this case, 

after neglecting the term 
dz
dS

in Eq. (14), it 

yields:  

( ) ( ) 3/1
1

3/2
2

1
lim

)(
CzANAB

zwAS
+

=  (15) 

Taking into account Eq. (7) and 
that 1 2/ad A Aβ = , at 0C =  Eq. (15) can be 
rewritten in a form  

3/13/2

3/2

3/13/2lim
)()(

zBN
zw

qBN
zw

S ad

ad

ad ββ
==  (16) 

Eq. (16) represents a limiting (or asymptotic) 
supersaturation forming in adiabatic cloud 
parcel. After substitution Eq. (10) into Eq. 
(16), it can be transformed into a form,  

adbNrA
wA

S
2

1
lim =    (17) 

Here adr  is the adiabatic droplet radius 
related to the adiabatic water content adq as 
in Eq. (10).  Eq. (17) coincides with the 
expression for the quasi-steady 
supersaturation Eq. (3), with the only 
difference, that the droplet radius r  in Eq. 
(3) is replaced by its adiabatic value adr  in 
Eq. (17). The analysis of derivations of Eqs. 
(3) and (15) shows that the aforementioned 
difference is a result of linearization applied 
in Eq. (14).  

As seen from Eq. (16) for the case of 
uniform ascent, limS decreases with height 
as 1/3z− . Since limS approximates ( )S z , then 

( )S z  changes as 1/3z− , as well. The same 
dependence ( )S z  was obtained in Sedunov 
(1974) and Fukuta (1993), but in a much 
more challenging way. 

Fig. 1 shows comparisons of the 
supersaturation calculated from the 
linearized Eq. (14) and the modeled one. As 
seen from Fig. 1 the linearized Eq. (14) 
approximates the exact solution well for 
>z 30m at w=1m/s and >z 150m at 

w=5m/s above the level of the 
supersaturation maximum. When these 
altitudes are translated into time required for 
the parcel to reach them, it turns out that 
this time remains approximately the same 
(i.e. 30s for this specific case). Eq. (14) also 
leads to a formation of a local 
supersaturation maximum near the cloud 
base, but this maximum is lower than that 
obtained from the numerical model. 
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Fig.1 also shows that the limiting 
supersaturation limS  (Eq. (16)) 
asymptotically approaches )(zS  with 
altitude. Comparisons between qsS  (Eq. (3)) 

and limS (Eq. (16)) in Fig. 1 show that qsS  
approaches )(zS  faster as compared to 

limS . Such behavior is a result of using 
adiabatic values for liquid water or droplet 
radii in Eqs. (16) and (17) respectively.  

The large deviation of qsS  from )(zS  
near the cloud base in Fig.1 is a 
consequence of the limitations of the quasi-
steady approximation. Indeed, according to 
Eq. (3) qsS tends to infinity at cloud base 
since droplet size tends to zero. The 
condition of applicability of qsS  for 
estimation of supersaturation was presented 
by Korolev and Mazin (2003)  

124 <<
Nr
w

G    (18) 

Here, G  is the coefficient dependent on 
P  and T  (see Appendix A).  Inequality 
(18) was derived from the condition that 
droplet radius should not change 
significantly during time changes of 
supersaturation. 
 
The horizontal, bolded arrows on the right 

hand side in Fig.1 indicate the altitude below 

which 1.024 >
Nr
w

G , i.e. the altitude below 

which condition (18) is not satisfied. In other 
words, the quasi-steady approximation is 
justified only above the levels indicated by the 
horizontal, bolded arrows corresponding to 
each velocity. As seen from Fig.1, below the 
indicated levels, the deviation of qsS  and limS  
from )(zS  is significant, whereas above these 
levels the agreement between qsS , limS  and 

)(zS  improves and the difference between 
them does not exceed 10%. 

 
d. Water content and droplet radius 

equations 
 

This section present derivation and 
analysis of a closed equation for water 
content.  

After substituting the mass balance 
equation (7) into Eq. (11) a closed equation 
for wq  is obtained: 

( )
2/3

4/3 1/3
2 1( )

( )
w

w w
dq BN A q A z C q
dz w z

= − − +    (19) 

Analysis of Eq. (19) shows that, when 
height is large enough, then each of the two 
terms in the right-hand side become 

significantly larger than wdq
dz

. The balance 

between these two large terms leads to a 
linear dependence of wq  on height, so that 
for large z  the solution of Eq. (19) is 
reduced to Eq. (8), i.e. when ( ) ( )w adq z q z= .  

Eqs. (10) and (19) yield differential 
equations for the changes of r: 

22 1( ) 4 ( )
3 a

ww z A N A z Cdr r
dz F Fr

π ρ
ρ

+= − +    (20) 

At heights large enough, when r only 
slowly changes with height, solutions of Eq. 
(20) can be approximated by the adiabatic 
dependence:  

1/3 1/3

1

2

3 ( ) 3 ( )( )
4 4

a ad

w w

A z C q zr z
A N N

ρ
π ρ πρ

⎛ ⎞ ⎛ ⎞+
= =⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

  (21) 

 
After substitution, Eq. (10) into Eq. (21) 
turns into a trivial equality )()( zrzr ad= .  
 

Figure 2 shows the changes of water 
content and droplet sizes computed in 
Eqs. (19) and (20), respectively, for two 
different vertical velocities. The initial 
conditions were kept the same as for the 
case in Fig. 1. As seen from Fig. 2 the 
integration of Eqs. (19) and (20) provides 
a good agreement with wq and r, 
respectively, calculated from the 
numerical model. Fig. 2a also shows the 
changes of the mixing ratio of the 
supersaturated or undersaturated fraction 
of water vapor vsq . One can see that the 
deviation of r  from the adiabatic value is 
largest near the cloud base, where the 
supersaturation is maximal and it 
decreases with increasing altitude. As it is 
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seen from Fig. 2 the deviation of wq  and 
r  from adq  and adr , respectively, 
increases with the increase of vertical 
velocities.  

It is worth noting that S , wq  and r  are 
irreversible in ascending and descending 

parcels. In ascending parcels 
supersaturation is positive ( 0>S ), 
whereas in descending parcels it is 
negative ( 0<S ). Substituting  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Vertical changes of (a) liquid water wq Eq. (19) (solid lines) and supersaturated vapor 

vsq mixing ratios (dashed lines) and (b) droplet radius calculated from Eq. (20). The calculations 
were performed from the vertical velocity w=±1m/s and ±5m/s. Arrows indicate calculations 
corresponding ascending and descending parcels.  The initial conditions are the same as in Fig. 
1. 

 
 

these inequalities into Eq. (7) yields the 
inequality )()(

0)(
zqzq adzww <

>
 for 

ascending parcels and for descending 
parcels )()(

0)(
zqzq adzww >

<
. It should be 

noted that the inequalities obtained above 
are valid at the time scales pt τ> . At 
shorter time scales they may be reversed. 
For example, in Fig.1, when the cloud 
parcel changed its direction from ascent to 
descent at h =800m, for some time ( pt τ~ ) 
the supersaturation remained positive 
during its descent. From balance Eq. (7) it 
follows that

0)(0)(
)()(

<>
<

zwwzww zqzq . It 

means that for the same altitude z , liquid 
water in ascending parcels is always lower 
that that in the descending ones. The same 
relationship refers to the droplet radii as 

well. The last inequality also follows from 
two inequalities presented above.  

This type of behavior is a result of the 
delay of droplet growth response to the 
change in supersaturation. Droplets reach 
the maximum size in the upper point of 
the parcel ascent where supersaturation 
is zero or close to zero. If the release and 
absorption of the water vapor by the liquid 
droplets, in order to compensate 
supersaturation, were to occur instantly 
(i.e. 0≡S ), then the condensational 
processes in ascending and descending 
parcels would be reversible and the 
above inequalities would turn into 
equalities.  

The condensational inertia of the 
diffusional processes results in spatial 
inhomogeneities of the microphysical 
parameters. The horizontal fluctuations of 

0       2.5       5      7.5      10
Radius (um) 
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supersaturation can be estimated as the 
difference between S  forming at the 
same altitude in the ascending and 
descending parcels, i.e. 

0)(0)(
)()(

<>
−=Δ

zwzw
zSzSS . Substituting 

Eqs.(16) and (17) into this expression and 
assuming that ww 2=Δ , yields  

ad

adad

bNr
w

zBN
w

SS
ββ 22

2 3/13/2

3/2

lim ===Δ  (22) 

The spatial fluctuation of droplet radii can 
be estimated from the difference in the 
droplet radii cubes in ascending and 
descending parcels at the same altitude. 
Thus, substituting Eq. (7) into Eq.(10) with 
the following differentiating gives 

( )3

2

3
4 w

S
r

A Nπρ
Δ

Δ =    (23) 

Assuming that rr <<Δ  Eq. (23) can be 
rewritten as 
 

2

1
3 w

Sr
r A q

ΔΔ
=   (24) 

The ratio 
r

r
Δ

 can be used as a surrogate 

for the variation coefficient, which usually 
referred to as droplet size spectrum relative 
dispersion and is equal to the ratio of DSD 
width rσ  to the mean radius r . In clouds 
the variation coefficient changes from 
approximately 0.1 to 0.6. In-situ 
observations suggest no significant changes 
of the variation coefficient with height 
(Politovich, 1993; Martin et. al., 1994; 
Prabha et. al., 2011).  

The ratio 
r

r
Δ

 in Eq. (24) was used for 

estimation of the difference of potential 
supersaturation in cloud parcels required to 
obtain a  variation coefficient obtained from 
in-situ observations in different clouds. The 
estimations presented in Table. 1 are 

performed for 0.2r
r
Δ

= .  

As seen from Table 1, the values of SΔ  
required to get such variation coefficient are 
much higher than the characteristic values 
of supersaturation existing in clouds. Thus, 

for the vertically moving adiabatic parcels 
having the same initial conditions, the 
diffusional growth and evaporation of 
droplets cannot explain formation of broad 
DSD usually observed in clouds. 

 
Cloud type 

3

,
cm
N

−
 

3

,w

gm

q
−

 
,r
mμ

SΔ
,  % 

Deep maritime Cu 
(Andreae et al., 

2004) 

2.0 16.8 28.9

Maritime 
stratocumulus 
(e.g., Martin et al, 

1984; Stevens et al, 
2003; 2005; Magaritz 

et al., 2009) 

100 0.5 10.6 7.2

Weak 
stratocumulus 

(Stevens et al, 
2003, 2005) 

100 0.2 7.8 2.9

Deep continental 
Cu 

(Andreae et al, 
2004; Prabha et al, 

2011) 

1000 3 8.9 43.2

 
Tab. 1. Difference in supersaturation 

needed to obtain spectrum dispersion equal 
to 0.2. The parameters used in the table are 
chosen according to the references 
presented. 

 
Earlier the same conclusion was obtained 
by Mazin and Smirnov (1969) and Bartlett 
and Jonas (1972). 

In case of vertical oscillations the ratio 
r

r
Δ

 may serve as a measure of non-

reversibility of microphysical parameters in 
adiabatic cloud parcels experiencing cycling 
ascents and descents. Estimations of the 

value of the ratio 
r

r
Δ

 show that it reaches its 

maximum near the cloud base, where it can 
reach significant values. This effect is clearly 
seen in Fig. 2. At levels above the cloud 

base supersaturation maximum 
r

r
Δ

 typically 

does not exceed 0.1. Substituting Eq. (22) 
into Eq. (24) yields an estimate of the 
droplet radii fluctuations 
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32
2

2
2 23

2

adw

ada

rbNA
w

bNzA
w

r
πρ

βρ
==Δ  (25) 

For the constant altitude z  Eq. (9) 
yields the relationship between fluctuations 
of liquid water and mixing ratio of the 
supersaturated vapor as vsw qq Δ−=Δ . 
Therefore, fluctuations wqΔ  can be 

estimated as lim
2

2 S
A

qw =Δ  (Korolev, 

1995).  
 

e. Vertical changes of the phase relaxation 
time  
 

The coefficient in front of S  in the right 
hand side of Eq. (12) has a meaning of 
inverse phase relaxation time (see Eq. (4)). 
Bringing up the similarity of Eq. (2) and Eq. 
(12), one can conclude that the expression 

2/3 1/3
2 1( ( ( ) ))B A A z t C SN + − in Eq. (12) has 

the same meaning as in Eq.(2), i.e. an 
inverse phase relaxation time: 

( ) ( ) 3/1
1

3/2
2

1 SCzANABpr −+=−τ  (26) 

The value of prτ  in Eq. (26) coincides 

with pτ  from Eq. (4), for the case of 

monodisperse droplets i.e. when 3rr = , 
where 3r  is the mean cubic radius of 
droplets.  

Assuming 0=C  and substituting Eq. 
(16) into Eq.(26) yields 

( )
3/1

3/13/2

3/2

1
3/2

2
1 )(

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=−

zBN
zwzANAB ad

pr
βτ  (27) 

For the altitudes 1ASz >> , when the 
second term in the brackets can be 
neglected, Eq. (27) turns into  

( ) ( ) 3/1
1

3/2
2

1 zANABpr =
−τ   (28) 

Figure 3 shows changes of prτ  versus the 
height of cloud parcels with different droplet 
concentrations ascending through a cloud 
base with w =1m/s calculated from Eq. 
(27). The dashed portions of the curves in 
Fig. 3 indicate the regions where the 
condition in Eq. (18) for the quasi-steady 
approximation is not satisfied. The solid 
portion of the curves with a good 

approximation follows 3/1−z  law as in Eq. 
(28). 

 
3. Maximum of supersaturation  
 

An important feature of Eq. (13) is that it 
allows for the estimation of the 
supersaturation maximum maxS  and the 
height maxz  corresponding to the level, where  

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 3 Changes of )(zprτ  calculated from 

Eq. (27) for cloud parcels ascending 
w =1m/s and having different 
concentrations. The initial conditions are 
the same as in Fig.1.   

 
 

maxS occurs. For simplicity, assume 
0001 =+= SqAC . Then introduce a non-

dimensional altitude 1h A z= and a non-
dimensional parameter  

 
2/32 /3 2 /3

22

1 1

43
3

w

a

NABN AR
wA FA w

πρ
ρ

⎛ ⎞
= = ⎜ ⎟

⎝ ⎠
.  

 
Using new variables, Eq. (13) can be 

rewritten in the form 
1/31 ( )dS R h S S

dh
= − −   (29) 

 
with the initial condition 

0
0

h
S

=
=  at the 

cloud base. 
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An inspection of Eq. (29), suggests, that 
the solution ( )S h  depends on the sole 

parameter R . The condition 0
max

=
=hhdh

dS
 in 

Eq. (29) yields an expression relating maxS  
and maxh : 

1/3
max max max1 ( ) 0R h S S− − =   (30) 

 
Figure 4 shows the dependences 

max ( )S R  and max ( )h R  calculated from the 
numerical solutions of Eq. (29) for different 
R.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Dependences max ( )S R and max ( )h R .   

Analyses of the results of the 
calculations shows that max ( )S R and 

max ( )h R  obey the power law with high 
accuracy. Therefore, looking for a solution 
to Eq. (30) in a form αRRS ∝)(max and 

αRRh ∝)(max  one can get:  
 

3/ 4
max 1( )S R C R−= ; 3/ 4

max 2( )h R C R−= ;    

3/ 42
max

1

( ) Cz R R
A

−=    (31) 

 
where coefficients 1 1.058C =  and 

2 1.904C =  were obtained from the diagram 
in Fig. 4. It should be noted that the value 
of the coefficients 1C  and 2C  are linked 
just to the type of the differential equation 

Eq. (29) and they are not related to any 
physical variables (i.e.T , P , N , w , etc). 

Substituting R and Eq. (7) in Eqs. (31) 
enables deriving the dependences of maxS , 

maxh  and maxq  versus droplet concentration 
and vertical velocity: 

1/ 23/ 4
3/ 4 1/ 21

max 1
2

3
3 4

a

w

FAS C w N
A

ρ
πρ

−⎛ ⎞⎛ ⎞= ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠

(32) 

1/ 23/ 4
1/ 4 3/ 4 1/ 2

max 2 1
2

3
3 4

a

w

Fz C A w N
A

ρ
πρ

− −⎛ ⎞⎛ ⎞= ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠

(33) 

                                                                
1/ 23/4

3/4 1/22 1
max 3

1 2

31
3 4

a

w

C FAq w N
C A

ρ
πρ

−⎛ ⎞⎛ ⎞⎛ ⎞= − ⎜ ⎟⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠ ⎝ ⎠

  (34) 

Eqs. (32) to (34) show that all three 
variables maxS , maxh  and maxq  are proportional 

to 2/14/3 −Nw .The conclusion that 
2/14/3

max
−∝ NwS   was also obtained by 

Fukuta (1993), although in his study 
unjustified assumptions have been applied 
when deriving this relationship. As a result, in 
Fukuta (1993) the coefficients C1 and C2 are 
missed in formulations for maxS and maxt  
(equivalent of maxz ). 

Eqs. (32) to (34) allow important conclusion 
about the universal nature of the following 
rations: 

max 1

1 max 2

0.556S C
A z C

= = ;   

 25.1
12

1

max2

max =
−

=
CC

C
qA
S

w

 (35) 

In other words, maxS , maxz  and maxq  are 
linearly related to one another. This finding 
was verified with the help of a numerical 
simulation of the droplet growth in the 
ascending adiabatic parcel. The diagrams in 
Figure 5 show that the modeled 
relationships between maxS , maxz  and maxq  
follow Eq. (35) with high accuracy for a wide 
range of vertical velocities w and droplet 
number concentrations N , which occur in 
the tropospheric liquid clouds.  

One of the interesting features of the initial 
stage of the cloud formation, which follows 
from Eqs. (35), is that at the level of 
supersaturation maximum, 45% of potentially 
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condensed water exists in liquid phase, 
whereas the remaining 55% exists in a form 
of supersaturated vapor.  

 
4. Universal profiles for 

supersaturation and water content  
 
Substitution of Eq. (7) into Eq. (29) yields 

a dimensionless equation for water content: 

( ) 3/1QQhR
dh
dQ

−=    (36) 

 
Here 2 wQ A q=  is the dimensionless water 

content. The dimensionless equations for S  
and Q  (Eqs. (29) and (36) respectively) in a 
form dependent on just one coefficient, along 
with the linear relationships of Eqs. (35) are 
suggestive of the existence of universal 
equations for S and wq .  

Thus, introducing new variables 
 

* 3/ 4S SR= , * 3/ 4h hR= , * 3/ 4Q QR=      (37) 
 

and then substituting them into Eqs.(29) 
and (36) yields normalized equations for S  
and wq , which do not contain any 
parameters 

*
* * 1/3 *

* 1 ( )dS h S S
dh

= − −             (38) 

( )
*

* * *1/3
*

dQ h Q Q
dh

= −   (39) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Modeled dependences (a) )(zS  and 
(b) )(qS  calculated for various 
combinations of vertical velocities of 
ascending parcel and droplet number 
concentrations from the respective ranges 
0.01m/s ≤≤ w 10m/s and 10cm-

3 ≤≤ N 1000cm-3. The red circles indicate 
the locations of maxS . The calculations were 
performed for the initial conditions: 

0T =10oC, 0P =950mb, 0 0S = , 0r =0.01 mμ . 
 
The solutions )( ** hS  and )( ** hQ  are 

universal and valid for any droplet 
concentration, vertical velocity, temperature 
and pressure.  Figure 6 shows the 
behavior of universal )( ** hS  and )( ** hQ . 

As seen from Fig. 6 the maximum of 
supersaturation 1

*
max CS =  and altitude 

2
*
max Ch =  remains constant. In order to 

obtain an actual )(zS , ( )wq z for specific w , 
N , T  and P  the normalized solutions 

)( ** hS  and )( ** hQ  should be scaled using 

maxS , maxq  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Normalized supersaturation and 
liquid mixing ratio versus normalized 
height. 

 
and maxh  from Eqs. (31) to (34) and the 
corresponding definitions of Q and h . For 
the new variables normalized adiabatic 
water content is 

   ** hQad =     (40) 
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It should be noted that Eqs. (38) and 
(39) are dependent, and each can be 
derived from the other using the mass 
balance equation (7) written in the 
normalized from as 

 
0*** =−+ hQS    (41) 

 
The existence of universal profiles of 
supersaturation and water content reflect, 
supposedly, the existence of deep laws of 
diffusional droplet growth. 
 

5. Applicability of the approach to 
real cloud conditions 

 
There are few simplifications 

underlying the derivation of the equations 
describing changes of supersaturation, 
water content and droplet size. The 
purpose of this section is to consider 
consequences and limitations in use of the 
obtained equations related to three most 
significant of those simplifications.  

The first simplification is related to the 
assumption that the coefficients A1, A2 and 
F in Eqs.(1) and (5) are constant and their 
dependences of T and P were neglected. 
As it was  discussed in section 2b this 
assumption provides an accurate solutions 
for S, q and r with a few percent accuracy 
for vertical motion within the several 
hundred meters.  

The second simplifications was related 
to neglecting corrections in the droplet 
curvature and salinity in the droplet growth 
equation Eq.(5) A more accurate treatment 
of the diffusional droplet growth requires 
accounting this corrections and it yields an 
equation (e.g. Pruppacher and Klett, 1997) 

( )
3

3

1 1 N
eq

Erdr Ar S S S
dt F F r r

⎛ ⎞
= − = − +⎜ ⎟

⎝ ⎠
 (42) 

where Nr  is the dry radius of soluble 
fraction of aerosol, that plays a role of a 
cloud condensation nuclear (CCN); and A , 
E  are the coefficients (see Appendix 1). In 
Eq. (42) ( )eqS r  is the equilibrium 
supersaturation (Kohler equation)  

3

3( ) N
eq

ErAS r
r r

= −    (43) 

Substituting Eq. (42) in Eq. (13) instead of 
Eq. (5) yields 

2/3 1/3
1 2 1

1 ( ( ) ( )) eq
dS A B A A z C S S S
dz w

N= − + − − (44) 

Using the balance equation Eq. (7) one can 
represent droplet radius and then 
equilibrium supersaturation as a function of 
z  and S , i.e. ( , )eq eqS S z S= and thus, 
closing Eq. (44).           

Figure 7 shows vertical changes of 
supersaturation calculated for 
monodisperse CCN with radii of 0.02 and 
0.1 mμ . Vertical profiles of ( , )eq eqS S z S=  
for these cases are presented in Fig.7 as 
well.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7. Vertical profiles of supersaturation 
and equilibrium supersaturation calculated 
for monodisperse CCN with radii 0.02 mμ  
and 0.1 mμ . The profile of supersaturation 
neglecting the corrections on the droplet 
curvature and salinity calculated from Eq. 
(13) is also presented. 
 
For large CCN the correction of the salinity 
cancels the correction of the curvature, 
which result in that maxeqS S<<  and vertical 
profiles of supersaturation calculated using 
Eq. (13) and Eq. (44) turn out to be close to 
each other. For small CCN, the correction 
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on curvature dominates over the correction 
on salinity, which results in large maximum 
of eqS  near the cloud base and more 
significant difference in solutions of Eq. 
(13) and Eq. (44) at the level of maxS . 
Above level of maximum supersaturation 
(z>zmax) the difference between the 
solutions of Eq. (13) and Eq. (44) 
decreases. Since the chemical term in 
expression for eqS  is proportional to 3−r , 
and the curvature term is proportional to 

1r− , for z>>zmax the corrections on salinity 
become small and the changes of eqS  will 
be mainly determined by the curvature 
term. In other words for z>>zmax S(z) 
becomes insensitive to CCN and its 
changes can be accurately described by 
Eq.(13).  

In order to estimate the effect of 
curvature and salinity on maxS  and maxz  we 
introduce the residual supersaturation 

eqS S S= −%  and non-dimensional height 

1 eqh A z S= −% . Similar to Eq. (30) the 
equation for supersaturation maximum can 
be written in the form  

 
1/3

max max max1 ( )R h S S= −% % %     (45) 

The solution of Eq. (45) has the same form 
as that for Eq. (31), i.e. 

3/ 4
max 1( )S R C R−=% ; 3/ 4

max 2( )h R C R−=%   (46)   
   (46) 

Eqs. (46) yield 

3/ 4
max 1 max( )eqS C R S z−= + ;     

3/ 4
max 2 max( ) ( )eqh R C R S z−= +           (47) (47) 

where max( )eqS z is the value of eqS  at 

maxz z= . Thus for a more accurate 
estimation of maxS  and zmax one should 
introduce corrections in Eqs. (31-32) 
represented by the second terms in right 
hand side of Eq. (47) calculated for aerosol 
radius Nr . Note that this correction 

becomes significant when CCN size 
spectrum consists only of small CCN. 

The third simplification is related to 
utilizing the monodisperse model of size 
distribution. To estimate the limitations of 
this simplification a set of numerical 
simulations with the parcel model 
described by Pinsky and Khain (2002) were 
conducted. The main feature of the model 
is an accurate descriptions of diffusional 
growth of wetted aerosols and droplets. To 
describe the DSD of particles (non-
activated aerosols and droplets) 2000 
mass bins are used within the range from 
0.01 mμ to 2000 mμ . The grid has 
resolution 0.001 mμ for small particles and 
it gradually decreases down to 8 mμ  for 
large particles. Such resolution is sufficient 
fro explicit description of the process of 
separation of all particles into growing 
droplets and non-activated wetted 
aerosols. Accordingly, process of droplet 
nucleation is treated directly without using 
any parameterization procedures. To 
describe the diffusion growth, a non-regular 
grid with a variable set of masses is used. 
The masses related to corresponding bins 
are shifted with time according to the 
equation of diffusion growth. 
Correspondingly, no remapping is applied, 
i.e. no artificial spectrum broadening is 
introduced when droplet growth by diffusion 
is calculated. The time step of 0.005 s was 
used to calculate diffusion growth of drops 
and aerosol particles. The size distribution 
CCN is a sum of three log-normal modes, 
representing small, intermediate and larger 
aerosol particles (Respondek et. al., 1995). 
Simulations were performed for the vertical 
velocities of 1, 3 and 5 m/s. The total CCN 
concentration was selected such way in 
order to produce droplet concentrations of 
approximately 100, 200 and 500 3−cm . 

The main purpose of this examination is 
to identify the limitations of the universality 
of the  supersaturation presentation 
described by Eq. (31), i.e. the applicability 
of the approach in a more general case of 
polydisperce CCN.  

Figure 8 (left) shows vertical profiles of 
supersaturation calculated using the bin 
model. One can see that the profiles 
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resemble those plotted in Fig. 1 and Fig.5a. 
For instance, maxS  and i maxz s are related 
linearly (dashed line). The normalized 
profiles are plotted in right panel of Fig. 8. 
One can see that the separation of the 
normalized profiles turned out to be low 
justifying the proposed approach. The 
difference between the normalized values 
of supersaturation at the level of 
supersaturation maximum is less than 5-
10% for most simulations. The exception is 
the case with low vertical velocity of 1 m/s 
and high droplet concentration of 500 3cm− . 
However, even in the latter case the 

maximum of the normalized 
supersaturation is located at nearly the 
same normalized height, what was 
obtained using Eq. (31) for monodisperse 
case. The obtained dispersion between the 
curves is largely the effect of the curvature 
and chemical terms as in the monodisperse 
case. Note that the case with low vertical 
velocity and high droplet concentration is 
not typical of real clouds.  
The closeness of the supersaturation 

profiles calculated for the monodisperse and  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig. 8. Left: Vertical profiles of supersaturation calculated using the parcel model (Pinsky 

and Khain, 2000) with explicit calculations of aerosols activation and of diffusion drolpet 
growth. Right: The same supersaturation profiles calculated in the normalized form (see text) 
 

 
polydisperse size distributions can be 
interpreted in the way that supersaturation 
profile is determined by "equivalent" CCN 
with large sizes. Figure 9 shows the 
dependencies of minimal, mean, mean 
volume and effective radii of aerosols on 
concentration of CCN activated at w=1 m/s 
(left) and 3 m/s (right). One can see that in 
spite of the fact that along large CCN, small 
CCN are also activated, the mean volume 
radius of activated CCN is about of 0.2 mμ . 
One can introduce effective or equivalent 
CCN size of monodisperce CCN in such a 
way that effect of CCN of this size on 
supersaturation and drop concentration is 
equivalent to that of polydisperse CCN. It is 
reasonable to assume that the effective 

CCN size is close to the mean volume 
radius of activated CCN. In this case, we 
can conclude that the effect of curvature 
and chemical terms is not substantial in 
real CCN spectra and that the effect of 
polydisperse CCN on supersaturation can 
be approximated using the approach 
developed in the present study. The 
exception is the case when CCN size 
distribution contains only small CCN. Thus, 
the proposed method and corresponding 
conclusions are applicable to a wide range 
of conditions in real clouds.   

It should be toted, that simplified 
equation for diffusional growth Eq.(5) was 
used in many studies for calculation of 
supersaturation maximum (Twomey1959; 
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Ghan et al., 1993, 1995; Bedos et al., 
1996; Cohard et al., 1998; Abdul-Razzak et 
al., 1998; Abdul-Razzak and Ghan, 2000; 
Fountoukis and Nenes, 2005; Shipway and 
Abel, 2010). The difference with our 
approach is that in these studies the 
simplified equation was used to describe 
diffusion growth of droplets after 
nucleation, i.e. at some height above cloud 
base, which is quite small for "equivalent" 
CCN size.  
 
Conclusions 

The main outcomes of this study can be 
formulated in the following way: 

1. A new form of the closed equations 
for supersaturation, water content and 
droplet radii were obtained (i.e. Eqs.(13), 
(19), (20)) based on the consideration of the 
water mass balance equation centered with 
respect to the adiabatic liquid water mixing 
ratio.   

2. An analytical expression for the 
supersaturation maximum maxS  forming in 
the vicinity of the cloud base has been 
obtained here. Similar expressions for the 
height maxh  and liquid water mixing ratio maxq   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Dependencies of minimal, mean, mean volume and effective radii of aerosols on 
CCN concentration in the second CCN mode at w=1 m/s (left) and 3 m/s (right). 

 
 
corresponding to this level of maxS  were 
obtained here as well. It is shown that the 
values of all three variables maxS , maxh  and 

maxq  are linearly related to each other and 

are all proportional to 2/14/3 −Nw .  
3. The approach developed in the 

frame of this study enabled obtaining 
universal solutions for supersaturation 

)( ** hS  and liquid water mixing ratio )( ** hQ . 
These solutions are independent of w, N, T 
and P. The actual solutions )(zS  and ( )wq z  

can be obtained from )( ** hS  and )( ** hQ  
using scaling coefficient from Eqs. (37).  

 

The results obtained in this study provide a 
new look at the nature of supersaturation 
formation in liquid clouds. The findings of this 
work open the door for an entirely new way of 
parameterization of cloud microphysical 
processes and specifically for the 
parameterization of CCN nucleation in cloud 
models. The first step in this direction is done 
in study by Pinsky et. al. (2012). 
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Appendix A.     List of Symbols 
 

Symbol Description Units 
A 2 w

w vR T
σ

ρ
 m 

 
A1 1w a

a p v

L Rg
R T c R T

⎛ ⎞
−⎜ ⎟⎜ ⎟

⎝ ⎠
 

m-1 

A2 
2

21
TRc

L
q vp

w

v

+  
- 

B 2/ 3
43
3 a

w

F
π
ρ
ρ⎛ ⎞

⎜ ⎟
⎝ ⎠

 
m2 s-1 

b 

a

w

Fρ
πρ4

 
m2 s-1 

cp specific heat capacity of moist air at constant pressure J kg-1K-1 
1C  1.058  constant coefficient    

2C  1.904  constant  coefficient    
D coefficient of water vapor diffusion in the air m2 s-1 
E a a s w a

sol w

M
M

ν δ ρ
ρ

Φ
 

- 

e water vapor pressure N m-2 
ew saturation vapor pressure above flat surface of water N m-2 
g acceleration of gravity m s-2 
G 

FbA
A

22
2

12
 

m s-1 

F 
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+

DTe
TR

TRk
L

w

vw

va

ww

)(2

2 ρρ
 

m-2 s 

h 1A z , dimensionless height - 
*h  

4/3hR  normalized dimensionless height - 
ka coefficient of air heat conductivity J m-1s-1K-1

Lw latent heat for liquid water J kg-1 
wM  Molecular weight of water kg mol-1 

N concentration of liquid droplets m-3 
P pressure of moist air N m-2 
r liquid droplet radius m 
R 2/3

2

1

43
3

w

a

NA
FA w

πρ
ρ

⎛ ⎞
⎜ ⎟
⎝ ⎠

 
- 

Ra specific gas constant of moist air J kg-1K-1 
Rv specific gas constant of water vapor J kg-1K-1 

adq  adiabatic liquid water mixing ratio - 

maxq  liquid water mixing ratio formed at the level corresponding to  
the supersaturation maximum 

- 

qv water vapor mixing ratio (mass of water vapor per 1 kg of dry ai - 
qvs mixing ratio of supersaturated fraction of water vapor  - 
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(mass of water vapor per 1 kg of dry air) 
qw liquid water mixing ratio (mass of liquid water per 1kg of dry air) - 
Q 

wqA2  dimensionless liquid water mixing ratio - 
*Q  

4/3QR  normalized dimensionless liquid water mixing ratio - 
*
adQ  dimensionless adiabatic liquid water mixing ratio - 

S / 1we e − , supersaturation over water - 

limS  limited supersaturation of water vapor - 
Smax maximum supersaturation forming near the cloud base  - 

*S  
4/3SR  normalized supersaturation - 

T temperature K 
t time s 
w vertical velocity m s-1 
z height over condensation level m 

zmax height corresponding to the supersaturation maximum - 
wqΔ  spatial fluctuation of liquid water mixing ratio kg m-3 

rΔ  spatial fluctuation of droplet radius kg m-3 
SΔ  spatial fluctuation of supersaturation kg m-3 

sδ  Soluble fraction of aerosol particle - 

aΦ  Osmotic coefficient  

aρ  density of the air kg m-3 

wρ  density of liquid water kg m-3 

wσ  surface tension of  water-air interface Nm-1 

pτ  time of phase relaxation s 

 
 

Appendix B  
 

Figure A1 shows the temperature 
dependence of coefficients F , 1A , 2A  
and adβ  for three different air pressures. 
As seen, the changes of the coefficients 
F  and 2A are relatively slow at positive 
temperatures and they change relatively 
fast below -20C. The coefficient 1A  is 
nearly insensitive to pressure and its 
slope remains approximately constant in 
the entire temperature range of -
30C<T<30C. The analysis of the 
diagrams in Fig.A1 suggests that the 
temperature and pressure dependencies 
of the coefficients F , 1A , 2A  and adβ  with 
an accuracy higher than 10% can be 
neglected for vertical displacements of the 
order of a few hundred meters at T>0C 
and a few tens of meters at T<-20C 

assuming the moist adiabatic changes of 
temperature. 
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Fig. A1. Temperature dependence of 
coefficients (a) F , (b) 1A , (c) 2A  (d) and 
adiabatic gradient of liquid mixing ratio 

adβ calculated for different air pressures. 
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1.INTRODUCTION 

This study attempts to provide better 

methods to measure amount of solid 

precipitation accurately by using a 

disdrometer which measures sizes and fall 

velocities of all precipitation particles 

passing through the laser beam. Compared 

with raindrops, the shape of snow particles 

is complicated and since the density of snow 

particles are not constant, it is difficult to 

presume each mass of particles from one 

dimension size. However, since the mass of 

each precipitation particles become large as 

size and fall velocity become large, it is 

expected that the mass of each particles 

would estimated by the function of two 

variables, particle diameter and fall speed. 

This indirect measurement of the amount of 

snowfall was compared with other direct 

measurement of snowfall from the result 

performed simultaneous observation of 

snowfall.  

2. INSTRUMENTS AND METHODS 

    The measurements of snowfall were 

tested in two winter seasons 2009/2010 for 

wet snow at Nagaoka/central part of Japan 

and 2010/2011 for dry snow at 

Kitami/northern part of Japan. To reduce the 

influence by a strong wind, all the measuring 

instruments were installed into the protection 

net with a height of 5m against wind.  

The laser-optical disdrometer (SE－

LP5411) can measure the particle horizontal 

sizes between 0.16 to 8 mm into 22 ranks, 

and velocities of between 0.2 and 20 m/sec 

into 20 ranks. This disdromater also shows 

the precipitation rate by unknown method. 

Preliminary observation shows that the 

value of precipitation rate was quite reliable 

for rain, but unreliable for snow. Then, new 

methods were required to estimate the 

snowfall rate more precisely. 

The mass of precipitation particles 

classified each rank was decided to 

Interpolate the relation for earlier work 

between the particle diameter and fall speed 

and/or between the particle diameter and 

the mass for various precipitation particles 

(e.g. Atlas et al. (1973),  Heymsfield and 

Kajikawa (1987), Kajikawa et al. (1996)). 

Total amount of precipitation was calculated 

from the sum of the mass of each particle. 

 The presumption of the mass for each 

particle was tested for simultaneous 

observation by other two types of snow 

gauges for comparison. One measures the 

 

Fig.1. Outline of instruments to measure 

the snowfall rate. 



weight of accumulated snow in a bucket by 

using an electric balance and another 

counts the number of water drops falling into 

snow gauge after heating by using the 

photo-counter. The main advantage of the 

former is its ability to measure the snowfall 

rate most exactly, however, the gauge 

cannot have measured for long time without 

manual helps because of overflow of 

accumulated snow in a bucket in case of 

heavy snowfall. On the other hand, the 

advantage of the latter is its ability to 

measure continuously without maintenance 

like normal tipping bucket rain gauge for rain, 

however, the gauge cannot measure 

correctly without evaporation in case of 

weak snowfall. The outline of instruments 

was depicted in Fig.1. 

 

3. RESULTS and DISCUSSION 

The comparison with 5 minutes average 

snowfall rate measured at Nagaoka for wet 

snow by two different snow gauges was 

shown in Fig.2. The figure shows that the 

both observed value was almost equal and a 

correlation coefficient was almost 1 and the 

both snow gauges were sufficiently reliable. 

Since the observation time was much more 

longer than by photo counter type than 

electric balance type, It decided to compare 

the snowfall rate estimated from the laser 

didrometer data and that of measured by the 

snow gauge using the photo counter.  

Figure 3 shows the comparison of 5 

minutes snowfall rate at three different 

temperature ranges from left to right in the 

figure, -2 to -1, 1 to 2 and 5 to 6 °C 

respectively, which means the different 

types of precipitation particles as snowflake 

 

Fig. 2. Comparison of snowfall rate by two 

different snow gauges. R=0.99, a=0.98 

 

Fig.3. Comparison of 5 minutes snowfall rate at three different temperature ranges. Left : -2 to 

-1 °C, R=0.93, a=1.12, mainly snowflake aggregates, Middle: 1 to 2 °C, R=0.97, a=1.05, sleet, 

Right: 5 to 6 °C, rain, R=0.99, a=1.04. 



aggregates, sleet and raindrops respectively. 

The correlation coefficient exceeded 0.9 and 

the inclination of regression line was almost 

1.0 in any temperature. It turned out that the 

estimation of the amount of precipitation by 

using the method to sum up the mass of 

particles for each rank measured by laser 

disdrometer was quite good. At compared 

with initial unknown method for solid 

precipitation, the correlation coefficient 

increased from 0.84 to 0.93 and the 

inclination of regression line changed from 

0.68 to 1.11 close to 1.  

Since it was shown that the sum of the 

mass decided for each rank measured by 

the disdrometer was almost equal to the 

amount of precipitation measured by snow 

gauge, It can be possible to estimate the 

apparent density for every rank, assuming 

the precipitation particles are sphere. Figure 

4 shows the averaged apparent density for 

each particle size summed every 10% 

relative humidity. The figure shows the 

apparent density for 4 temperature ranges 

from upper left to lower right, -1 to 0, 1 to 2, 

3 to 4, 5 to 6 °C respectively.  At below the 

melting point, the density was as small as 

0.1 g/cm3, so that the precipitation particles 

are considered to be the snowflake 

aggregates except for small size. Above the 

melting as relative humidity and temperature 

was higher. At the melting process, the snow 

particles became snow-like sleet in case of 

lower humidity, however, it became rain-like 

sleet in case of higher humidity. Such a 

difference was confirmed by the results of 

our observation although it was already 

shown in the earlier work (Matsuo et al. 

(1981). In case of the temperature was 5 °C 

or more, the apparent density became large 

about 0.9 g/cm3 for every particle size and 

relative humidity so that the precipitation 

 

Fig.4. Apparent density of precipitating particles averaged for every particle size summed every 

10% relative humidity. Upper left: -1 to 0 °C, snow, Upper right: 1 to 2 °C, sleet, Lower left: 3 to 

4 °C, sleet, Lower right: 5 to 6 °C, rain. 



particles are considered to be the rain drops. 

 

5. CONCLUDING REMARKS 

 Snowfall observation was performed 

using one optical laser disdrometer and two 

snow gauges, and the better method of 

presuming snowfall was considered. As a 

result, it turned out that the method of 

presuming mass from the particle diameter 

and fall speed of each particle can estimate 

the snowfall rate precisely using the laser 

disdrometer. Moreover the apparent density 

of precipitation particles was also evaluated 

for various temperature and humidity 

conditions. It is confirmed that the snow 

particles tend to melt easily at higher 

humidity than lower humidity at above the 

melting point. 
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1. INTRODUCTION 

The nuclear industry is not entirely 
prevented from a potential accident with 
loss of containment and release of 
radioactive aerosol particles into the 
atmosphere. 

To predict the consequences of this kind 
of radioactive release, a profound 
understanding of the aerosol particles 
scavenging is necessary, in order to 
anticipate with utmost possible precision 
the ground contamination and the air 
pollution dispersion of radioactive 
particles. 

Among all mechanisms implied in the 
aerosol particles deposition, we focused 
on the scavenging of particles by the rain, 
also called “washout” or below-cloud 
scavenging. 

This particular mechanism can be 
described as a function of collection 
efficiencies between aerosol particles and 
drops, depending of relative humidity and 
the size of the involved objects. 

An experimental setup called BERGAME 
was built to measure a large range of 
previously unmeasured collection 
efficiencies. These newly measured 
collection efficiencies can, then, be 
introduced, e.g., into the DESCAM model 
(Flossmann and Wobrock, 2010) to 
improve the modeling of the aerosol 
particle scavenging by the rain. 

The DESCAM model and the results 
obtained with the collection efficiencies 
newly measured are described in the 
poster P8.35 “The aerosol particles 
scavenging by rain performed by the 
DESCAM model” by the same authors. 

 

2. DETERMINATION OF THE REGION 
OF INTEREST 

The washout modeled by DESCAM needs 
a database of collection efficiencies. 
These data are relatively well known for 
drops smaller than 0.8 mm (Wang and 
Pruppacher, 1977). But, for larger drops, 
the calculation of the collection efficiencies 
fails, mainly due to the fall speed of drops 
(the airflow around the drop is no more 
laminar) and to the oscillations of the drop 



shape (Szakáll et al., 2010). Then, the 
modeling of the impaction of aerosol 
particle by a drop is not possible any 
more. 

The main mass of the rain drop size 
distribution is widely located in drops with 
diameters larger than one millimeter. We 
will, thus, focus on the role of these drops 
for below cloud particle scavenging below. 

DESCAM can be used to estimate the 
importance of theses size ranges for 
washout. It allows computing the mass of 
particles collected by drops as a function 
of their diameter (Figure 1). For a drop 
size distribution centered around 0.9 mm, 
the drops which collect the most important 
mass of particles are centered around 
2.2 mm. This is mainly due to fact that the 
larger drops reach the ground first, and 
therefore meet a higher density of particles 
than the smaller drops, that come later 
and meet an already depleted air. 

We concluded that the range of drops 
involved in a significant washout is 
between 1 and 5 mm. 
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Figure 1: Collected mass of particles by 
class and drop density as a function of the 

drop diameter 

The same approached is used to 
determine the range of particles involved 
in the washout. The mass of particles 
scavenged as a function of their diameter 
is shown in Figure 2. Here, using the 
Jaenicke particle size distribution 
“continental” (Hobbs, 1993), the range of 
particles involved mainly in the washout 
appears to be between 0.1 and 10 µm. 
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Figure 2: Mass of particles scavenged as 
a function of their diameters 

Only few experimental measurements of 
collection efficiencies have been done 
inside these ranges (Lai et al., 1978, 
Pranesha and Kamra, 1997). And the 
washout modeling is very sensitive to 
these collection efficiencies data (see 
poster P8.35 of this conference for 
details).  

 

3. BERGAME EXPERIMENT 

In order to determine these collection 
efficiencies, the BERGAME experiment 
was built. BERGAME is a French acronym 
meaning “Facility to study the aerosol 



scavenging and to measure the collection 
efficiency”. 

BERGAME consists of three mains parts. 
The first one is a drop generator (stable in 
frequency and stable in generated drop 
diameter). The drops accelerate in a shaft 
of ten meters in height, high enough to 
reach their terminal velocities (Wang and 
Pruppacher, 1977). The third part is an 
aerosol particle containment of one meter 
in height, where the collection efficiencies 
measurements are performed. 

 

 

 

Figure 3: Sketch of BERGAME facility 

Drops are collected after their path 
through the aerosol chamber and the 
mass of aerosols collected is measured. 

Fluorescein powder is dissolved in water, 
then this liquid is atomized and the 
droplets produced are dried, producing 
fluorescein aerosol particles. The droplets 
are created by an ultrasonic generator: a 
ceramic vibrates at 500 kHz or 2400 kHz 
(depending on the apparatus used), 
creating a fog of mono-dispersed droplets. 
Also, the resulting distribution of particles 
of fluorescein is almost mono-disperse. 
The Fluorescein particles are collected by 
the falling drops during their path through 
the chamber. Finally the drops are 
collected after their path through the 
aerosol chamber and analysed with an 
appropriate fluorimeter. This instrument 
sends UV light through the collected liquid 
(between 100 and 250 drops), and the 
intensity of the fluorescent light is 
measured. As the fluorescence intensity is 
proportional to the fluorescein 
concentration, the fluorescein aerosol 
mass collected by drops is determined. 
The lowest measurable concentration is 
5.10-11 g/cm3. 

It is necessary to know the number and 
the size of particles in the aerosol 
chamber. The particle size distribution 
measurements are performed with an 
Electrical Low Pressure Impactor (ELPI, 
Marjamäki et al. [7]) and an Aerodynamic 
Particle Sizer (APS TSI-3321). The APS 
has a better resolution (52 channels 
against 12), but its range of measurement 
is only between 0.5 and 20 µm. Thus, the 
ELPI is used to measure particles smaller 
than 0.5 µm. 

The mass density of particles inside the 
aerosol chamber is determined by a 
sample on filters. Air is sampled through a 
HEPA filter, then the filter is withdrawn and 
the mass of fluorescein collected by the 
filter is determined. Knowing the flow and 
the duration of the sample, the mass 
density of fluorescein in the aerosol 
chamber is calculated. 

1m high 
Aerosol chamber 

10 m shaft 

Drop generator 



Knowing the particle size ( APd , measured 

with the ELPI or APS), the aerosol mass 

density in the chamber ( fluoAir ,ρ  obtained 

by sample on filters), the mass density of 
fluorescein collected in the drops 

( fluoD ,ρ ), the height of the aerosol 

chamber ( H ), the drop size 

( DD measured by shadowgraphy) and 

the relative humidity ( RH ) it is possible to 
determine the collection efficiency. The 
Equation 1 represents the ratio between 
the mass collected and the mass of 
particle in the volume crossed by a drop 
during its fall. 

Equation 1 

( )
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DfluoD
APD H

D
RHdDE

,

,

3

2
,,

ρ
ρ

=  

 

4. COLLECTION EFFICIENCIES 
MEASURED 

177 collection efficiencies are measured, 
mainly for drops of diameter of 2.0 and 
2.6 mm and for particles between 0.3 and 
3.5 µm. 

The 2 mm drops results are compared to 
the Lai et al. (1978) results (Figure 4), and 
we observe a good agreement between 
the both measurements. 

But very strong differences appear 
between these new measurements and 
the DESCAM data and the Slinn model 
(1978) (which is mainly used to model the 
aerosol scavenging of the rain, Volken et 
al. (1993)). 

The original DESCAM data overestimate 
the collection efficiency for particles larger 
than 1 µm (up to a ten factor) and the 
minimum of collection efficiency in not 
existing for the drops larger than 1 mm. 
Therefore, there appears a large 

underestimation for particles smaller than 
0.5 µm. 

At the opposite, the Slinn model 
underestimates the collection efficiency for 
particles larger than 1 µm. Furthermore, 
the minimum of collection efficiency is 
located around particles of 0.1 µm, while 
the measurements located the minimum 
around 0.8 µm. 

Therefore, the DESCAM data of collection 
efficiencies have been modified (Figure 4). 
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Figure 4: Collection efficiencies measured 
in BERGAME for drops of 2 mm 

Wang and Pruppacher (1977) insist on the 
importance of the relative humidity to the 
collection efficiency. Therefore the 
influence of the relative humidity is tested 
too (Figure 5). 

There doesn’t seem to be an influence of 
the relative humidity for drops of 2 mm and 
particles around 1 µm. This issue should 



be investigated for different particles and 
drops sizes in the future. 
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Figure 5: Collection efficiency for 2 mm 
drops for relative humidities between 20 % 

and 80 % 

 

CONCLUSION 

Particles between 0.1 and 10 µm and 
drops between 1 and 5 mm are the most 
important for the calculation of washout. A 
free fall shaft and an aerosol chamber 
have been designed and built to measure 
these collection efficiencies. 

Although we have only studied the 
collection efficiencies for drops of 2 and 
2.6 mm and particles between 0.3 and 
4 µm, significant differences with respect 
to the collection efficiencies previously 
known are observed. 

These new collection efficiencies are then 
used with the DESCAM model (see poster 
P8.35), despite the fact that not yet all the 
region of interest are explored. 

Therefore the collection efficiencies for 
other drop size, particles size and 
humidities must be measured to complete 
this study, and to obtain a much better 
modeling of the aerosol particle 
scavenging by rain below the cloud. 
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1. INTRODUCTION 

The nuclear industry is not entirely 
prevented from a potential accident with 
loss of containment and release of 
radioactive aerosol particles into the 
atmosphere. 

To minimize the consequences of this kind 
of radioactive release, a profound 
understanding of the aerosol particles 
scavenging is necessary, in order to 
predict with utmost possible precision the 
ground contamination and the air pollution 
dispersion of radioactive particles. 

Among all mechanisms implied in the 
aerosol particles deposition, we focused 
on the scavenging of aerosol particles by 
the rain, also called “washout” or below-
cloud scavenging. 

The simulation of the aerosol particles 
scavenging by rain is performed with the 
DESCAM model. 

As a first step, the sensitivity of the aerosol 
scavenging to the collection efficiencies 
database changes is tested. It is shown 
that a profound knowledge of the 
collection efficiencies is mandatory to 
determine, e.g., the masse of aerosol 

particles still into the atmosphere after a 
rain event. 

Then, to calculate a realistic below cloud 
scavenging, DESCAM needs a reliable 
dataset of collection efficiencies for drops 
and aerosol particles involved in washout. 
These data was newly obtained with the 
help of BERGAME experiment, which was 
constructed in particular to measure these 
data. 

The results obtained by these new 
collection efficiencies are explored. 

The ranges of particles and drops studied, 
the experimental setup and the results 
obtained are described in the poster P8.32 
“ Measurement of collection efficiencies 
between aerosol particles and millimetric 
drops” by the same authors. 

 

2. BRIEF DESCRIPTION OF THE 
DESCAM MODEL 

DESCAM (DEtailed SCavening Model, 
Flossmann and Wobrock 2010) is a 
detailed cloud model. It uses explicit 
microphysics scheme to forecast the 
number size distributions of the liquid 
droplets and the aerosol particles at 
mesoscale. 



DESCAM exists in 1.5, 2 and 3 
dimensions. In our study the 1.5D version 
is suitable because able to study the 
aerosol scavenging and fast enough to 
perform sensitivity tests. 

The version 1.5D uses a bi-cylindrical 
geometry. The microphysical phenomena 
are calculated in the inner cylinder. 

DESCAM details 6 spectra: the drop size 
distribution, the wet particle size 
distribution, the ice crystal size distribution, 
and three additional distributions that give 
for each particles bin size, the mass of 
aerosol material contained within. 

These detailed spectra allow an in-depth 
following of the particles scavenging by 
the rain. 

In order to determine the region of interest, 
the sensibility of the model and to focus on 
the washout, DESCAM is simplified. The 
temperature is always positive (no ice), 
there is no vertical velocity in the column, 
and no in-cloud processes. The rain size 
distribution is a simple Marshall and 
Palmer (1948) shape maintained constant 
at 1000 m in altitude that washout 
atmosphere below. The atmosphere is 
initially loaded with particles that have a 
size distribution prescribed as by Jaenicke 
(continental background; Hobbs, 1993). 

 

3. SENSIBILITY OF THE DESCAM 
MODEL TO THE COLLECTION 
EFFICIENCY DATABASE 

As it is described in the poster P8.32, the 
collection efficiencies for particles between 
0.1 and 10 µm and drops between 1 and 
5 mm are the most important for the 
calculation of washout. 

We also noted that the collection 
efficiencies in these ranges are not well 
known. As a consequence, DESCAM 

database of collection efficiencies is widely 
extrapolated and approximated for these 
size ranges. 

The calculation of the below cloud 
scavenging is done as a function of 
collection efficiencies, to determine the 
sensitivity of the model to this parameter. 

We test the increase by a factor of ten of 
the collection efficiencies for the drops of 
2 mm diameter. Only the collection 
efficiency of this drop size is modified, the 
collection efficiencies remain the same for 
the other drops bins. The multiplication by 
ten is selected following Pranesha and 
Kamra’s (1996) work. Indeed, the 
Pranesha and Kamra’s works were 
published later than the initial database 
creation and there are strong differences 
between their experimental measurements 
and the DESCAM database of collection 
efficiencies (e.g. for drops of 4.8 mm and 
particles of 3.8 mm, Pranesha and Karma 
measure a collection efficiency of 0.06, 
while DESCAM database gives to us 1.7). 

The main result obtained is shown in 
Figure 1 that gives the mass of particles 
deposited to the ground by rain for the two 
different datasets, the original and the 
modified. 

The mass of scavenged particles 
calculated with the help of the modified 
database is 22 % more important than the 
masse of particles scavenged calculated 
with the original collection efficiencies 
database. 

Therefore, a relatively small modification in 
the DESCAM database of collection 
efficiencies can bring an important 
variation to the calculation of the deposited 
mass of particles on the ground. 
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Figure 1: Mass of particles scavenged as 
a function of time for two different 
collection efficiencies database 

 

4. THE NEW COLLECTION 
EFFICIENCIES DATABASE 

As detailed in the poster P8.32, 177 
measurements of collection efficiencies 
were performed, allowing an important 
improvement of the database.  

The original DESCAM dataset 
overestimates the collection efficiency for 
particles larger than 1 µm (up to a factor of 
ten) and the minimum of collection 
efficiency in not existing for the drops 
larger than 1 mm. Therefore, there 
appears a significant underestimation for 
particles smaller than 0.5 µm (see Figure 
2). The new collection efficiencies 
database corrects these issues. 
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Figure 2: Collection efficiencies measured 
in BERGAME for drops of 2 mm 

 

Unfortunately, the entire region of interest 
concerning the washout has not been 
explored due to experimental restrictions. 
Figure 3  highlights the location of our 
collection efficiencies measurements 
inside the DESCAM database. Thus, the 
collection efficiencies are measured only 
for drops of 2.0 and 2.6 mm and for 
particles between 0.3 and 3.5 µm. 

The other collection efficiencies in 
DESCAM are generally not modified when 
the database was altered. However, in 
addition to the collection efficiencies 
measured, we extrapolated the collection 
efficiencies to the particles between 0.1 
and 0.3 µm and between 3.5 and 10 µm. 
For the drops, extrapolations are done for 
drops of diameter of 1.3 mm and 3.2 mm. 
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Figure 3: Representation of the database 
of collection efficiencies 

 

5. APPLICATION TO THE CCOPE CASE 

CCOPE (Dye et al, 1986) is a very well 
instrumented experiment, which follows 
the evolution of a small thunderstorm that 
occurred in southeastern Montana in 
1981. 

The CCOPE case is very useful to test the 
cloud formation models. DESCAM was 
already compared to the CCOPE 
measurements, and this case yielded a 
significant amount of rain formation and an 
important rainfall rate. 

For this simulation, DESCAM is not 
simplified. All the microphysics processes 
are active in the modeling. 

The calculations are done with the both 
collection efficiencies database. 

There are two different kinds of particles 
for both computations. The first type is 
distributed at the start of the simulation, it 
represents the continental background. 
This aerosol is lifted by the airflow (Figure 
4, Figure 5) and used as condensation 
nuclei for the droplet forming. This aerosol 
undergoes the rainout (scavenging inside 
the cloud) and later the washout, when the 
raindrops created in the cloud finally fall 
through the layer of particles still present 
in the lower troposphere. Flossmann 
(1998) founds that 70 % of the mass of 
particle reaching the ground comes from 
the rainout and therefore only 30 % by the 
washout. 

Thus, there is not a large difference of 
particles mass scavenged between both 
computations, with only 14 % more mass 
scavenged with the new collection 
efficiencies database. 

A second type of aerosol particles was 
used to simulate a release of particles a 
few minutes before the onset of rain. This 
plume represents a potential radioactive 
release consecutive to a potential nuclear 
accident. The aerosol particles are 
uniformly distributed into de first kilometer 
of the atmosphere with a Jaenicke particle 
size distribution (Hobbs, 1993). 

In this case, the particle scavenging is only 
due to washout. The new efficiencies 
scavenge 33 % more than the original 
data. 

 

Figure 4: Vertical wind velocity (m/s) 



 

Figure 5: Aerosol number concentration 
(type 1) in the air (#/cm3) 

 

Figure 6: Evolution of aerosol deposition 
by rain (black: type 1; blue: type 2); solid 
line: new efficiencies, dashed lines: old 
efficiencies); new efficiencies scavenge 
14% more of background particle mass 
and 33% more of plume particle mass. 

 

CONCLUSION 

These first results highlight the importance 
of an accurate knowledge of drop aerosol 
collection efficiencies in order to assess 
the potential cleaning effect of a rain event 
after an accidental release of particle 
pollution.  

The large difference obtained with only 
some corrections in the matrix of collection 
efficiencies confirms the great significance 
of the measurement of collection 

efficiencies for drops larger than one 
millimeter. Thus, we need to continue 
these measurements to reach an accurate 
modeling of the washout. 

These last calculations confirm the great 
importance of the distribution of the plume. 
If the release is far away from the rain and 
the pollution enters the cloud updraft 
region, the rainout will take the main part 
of the scavenging. But, if the rain is close 
to the release (therefore with a plume 
below the cloud), the washout takes the 
main part in the particles scavenging. In 
this case, the presented results are very 
encouraging to continue our investigations 
and to extend the measurements of 
collection efficiencies to other drop sizes, 
and finally to complete the database of 
collection efficiencies. 
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1. INTRODUCTION 
 

During 2010 and 2011, two aircraft 
measurement campaigns within the frame of 
the Mégha-Tropiques project allowed 
performing more than 20 research flights. 
Amongst other probes, the 2D-S imaging 
probe has been installed under the wing of 
the French Falcon 20 aircraft. Due to the 
high speed of the aircraft and the strong 
meteorological and therefore specific 
microphysical conditions encountered in the 
mesoscale convective system (MCS), the 
limits of the probe sampling capabilities (true 
air speed up to 200 m/s and high 
concentrations of particles) have been 
reached. Due to the rapid response of the 
probe, we have been able to remove large 
percentages of shattered ice crystals, using 
particle inter-arrival time analysis (PITA).   
 
2. DESCRIPTION OF PITA 
 

The principle of PITA is described in 
Field and al. (JAOT 2006). It is based on the 
assumption that particles are uniformly 
distributed in the cloud. This assumption 
implies that the cloud particle inter-arrival 
time distribution follows a Poisson law which 
can be described with the following equation: 
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 ∆

  
∆
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where P(t) is the probability of a given inter-
arrival time (t) and  is the inter-arrival time 
mode. 
 
PITA consists in analyzing the inter-arrival 
time probability through fitting of Poisson law 
distributions to the inter-arrival time mode(s) 
observed. The analysis is performed only 
when hydrometeors larger than 100 µm are 
present.  
The second step of PITA then consists in 
analyzing the mode(s) fitted with Poisson 

laws. In case that a second Poisson law 
distribution with very small inter-arrival times 
is observed, then it has to belong to the 
particles produced by shattering. This 
assumption is correct as long as there is a 
good mixing in the cloud and the sample 
used for PITA is not too large.  
In an ideal case, we obtain two separate 
modes as shown in figure 1. 
 

 
Figure 1: ideal case of cloud hydrometeors inter-
arrival time frequency distribution (from Korolev 
et al., 2010). 
 

In the worst case scenario, when the mode 
of intact particles and the mode of shattered 
particles are too close together, it is almost 
impossible to differentiate shattered from 
intact particles (see figure 2). 
 

 
Figure 2: worst case of cloud hydrometeors inter-
arrival time frequency distribution (from Korolev 
et al., 2010). 



3. PITA APPLIED TO 2D-S 
 

A PITA method applied to 2D-S 
measurement was presented recently by 
Lawson (2011). This method tests each 
particle, whether it stems from shattering or 
not, using criteria derived from the Poisson 
law. These criteria are calculated for the 
mean inter-arrival time over 10000 particles 
and constants based on experience. This 
approach makes PITA faster in order to 
apply the method to every single particle.  
In this study, a different approach is 
presented. In particular, we do not use a 
priori experimental constants as done by 
Lawson for the calculations. 
We chose to fit directly Poisson law 
distributions onto the particle inter-arrival 
time frequency distribution. Therefore, the 
free mpfit toolbox for IDL has been used 
(http://www.physics.wisc.edu/~craigm/idl/). 
Also, we chose to use a sample length of 
2000 particles for the PITA analysis, which is 
(i) sufficiently large to obtain an adequate fit 
of the Poisson law distribution(s) and (ii) 
small enough to assure a rather good 
homogeneity of the cloud microphysical 
properties. 
We present here four examples of inter-
arrival time distributions in order to 
demonstrate the advantages of the 
presented algorithm. 
On figure 3 can be seen a case close to 
ideal as defined on figure 1. In this case, the 
algorithm finds a good fit of two Poisson law 
distributions. However, there is still an 
overlap between the shattered particles 
mode and the intact one. The advantage of 
the fit is to obtain the threshold (blue line) of 
inter-arrival time above which we are sure 
we will not have any shattered particles. On 
top of that, we also obtain a good estimation 
of the number of intact particles discarded 
when we remove all the particles under that 
threshold. As we are in a homogenous case 
(one mode of intact particles), we can apply 
an adjustment factor to the whole size 
spectrum obtained with particles kept by the 
PITA. 

 

Figure 3: Inter-arrival time frequency distribution. 
Ideal case with 10.5% of particules over 100 µm 
(N>100) and an adjustement factor (adj) of 0.97. 

 
Figure 4 and 5 show two very different cases 
with respectively high concentrations of 
small particles and high fractions of large 
particles. In both cases, no satisfying 
Poisson law distribution can be fitted on the 
smallest inter-arrival times corresponding to 
the shattered particles. Yet, we can still see 
the right side of a Poisson law distribution, 
which is all we need in order to obtain the 
threshold between shattered and intact 
particles. To do so, in this case, the 
algorithm fits an exponential curve (i.e. exp(-

t/) ) to the lowest inter-arrival times. Since 
the intact particle mode is still fully defined, 
we can obtain the adjustment factor. 
 

 
Figure 4: Inter-arrival time frequency distribution. 
High concentration case with 0.8% of particules 
over 100 µm and an adjustement factor of 0.9. 

 



 
Figure 5: Inter-arrival time frequency distribution. 
Large particles case with 49.5% of particules 
over 100 µm and an adjustement factor of 0.87. 

 
The last two examples (Figure 5 and 6) also 
show why the algorithm presented here does 
not need a priori parameters and thus, 
seems to be more inoffensive than the one 
described in Lawson (2011). As Lawson’s 
algorithm is based on parameters extracted 
from the Poisson law, they are most likely to 
be flawed if the poisson law distribution for 
the shattered particles is not fully defined. In 
Lawson’s paper, it is not said if it is why 
there are empirical constants. Indeed, they 
could be useful to weight shattered particles 
distributions not fully defined. Under this 
assumption, these constants still need to be 
changed for each sample tested with PITA 
as the measurable fraction of the mode of 
shattered particles defined on the inter-
arrival time frequency distribution varies as 
well. 
 
Regarding our algorithm, there are some 
problematic cases where the shattered 
particles cannot be removed efficiently from 
the intact ones. The most obvious ones 
correspond to the worst case scenario 
shown on figure 2 where the two modes are 
closely merged and cannot be separated, 
without removing also a very significant 
fraction of still intact particles. We consider 
that when removing more than 35 % of intact 
particles (which equals an adjustment factor 
lower than 0.65), the algorithm failed.  

Another problematic case is presented in 
Figure 6. This example presents two 
coexisting Poisson law distributions of intact 
particles, despite the reduced sample length 
for PITA analysis of only 2000 particles. The 
coexistence of two hydrometeor populations 
may occur for example in convective cloud 
systems where strong updrafts induce a 
mixing of high concentrations of small 
hydrometeors (less than 100 µm) with larger 
preexisting ones. In this case, the algorithm 
can find the threshold and the adjustment 
factor, but applying this factor to more than 
one mode of intact particles is wrong. 
Indeed, the cloud portion sampled is no 
longer homogenous and it is not possible to 
separate the particles from both intact 
particles inter-arrival time modes. 

 
Figure 6: Inter-arrival time frequency distribution. 
Inhomogenous cloud case with 11.7% of 
particules over 100 µm and an adjustement 
factor of 0.896. 

 
So far, these problematic cases (Figure 2 
and Figure 6 cases) were not encountered 
often (less than 5 % of the 2000 particle 
samples for the strongest episode). Still, we 
are improving our algorithm and will show 
new results during the presentation. 
 
4 IMPACT OF PITA ON PARTICLE SIZE 
SPECTRUM  
 

An example of the impact of the shattered 
particles removal with PITA on particle size 
spectrum (PSD) is shown in figure 7. The 
two important points to notice are that: 



1) there no significant impact in number of 
particle removal for particles beyond 
250µm in diameter; 

2) PITA shattering removal induces a 
decrease of concentration by a factor of 
5 to 8 for sizes smaller than 150 µm. 

These two points translate well what occurs 
during the shattering of large particles on the 
probe tips, where a small quantity of large 
particles is capable of producing a huge 
quantity of smaller particles.  
The presented results demonstrate a 
satisfying response of the PSD to PITA 
shattering removal. Yet, the work is 
continuing to make the presented algorithm 
still more reliable. More results will be 
presented during the presentation. 
 

 
Figure 7: Particle size spectrum obtained in a 
MCS with 2 million particles before (dotted line) 
and after (solid line) removal of the shattered 
particles with PITA. 
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1. INTRODUCTION 

Primary ice formation in low and mid-level 
clouds is mainly caused by heterogeneous 
freezing occuring up to temperatures as 
warm as -10 °C to -15 °C. Ice formation at 
these relatively warm temperatures requires 
(at least partly) insoluble aerosol particles 
such as biological material or mineral dust 
acting as ice nuclei (IN) in different modes 
(e.g., immersion freezing, contact freezing). 
However, the relative importance of the 
different primary ice forming processes are 
not yet clear, and generally, the mixed phase 
is rather poorly understood. 

A second topic is how the thermodynamically 
instable coexistence of the liquid and the 
solid phase after the formation of the first ice 
particles can be conserved. The study of 
Korolev and Field (2008, later named 
KF2008) discussed the conditions for which 
cloud droplet nucleation can take place 
within a pure ice cloud. The two necessary 
and sufficient conditions are that a certain 
threshold of vertical velocity has to be 
exceeded as well as a certain threshold 
vertical displacement (see Fig. 1).     

2. MODEL STUDIES 

A Langrangian box model with spectral 
mixed-phase microphysics SPECS (Simmel 
and Wurzler, 2006, Diehl et al. 2006) is 
applied to expand the theoretical studies of 
KF2008, namely where they have restricted 
themselves to monodisperse drop and ice 
particle distributions, sperical ice particles, 
neglect of ventilation effects on particle 
growth, and sedimentation.  

SPECS originally assumes the ice particles 
to be spherical. However, to study the 
influence of the shape (and the ventilation 
effects) on particle growth and the 
coexistence of ice and liquid water, the ice 
particle shape parameterization (empirical 
mass-dimension and projected area-
dimension relationships) of Morrison and 

Grabowski (2008) was applied using a 
constant bulk rimed fraction since riming was 
neglected within this study.  

Fig. 1: Theoretical threshold for vertical 
displacement to reach saturation w.r.t. liquid 
water from initial saturation w.r.t. ice 
depending on temperature (cp. KF2008, Fig. 
3). 

The model was initialized with saturation 
w.r.t. ice at a height of 5000 m asl. The 
parcel is driven by a vertical harmonic 
oszillation w(z) = w0 sin(2 t w0 /Z0) with the 
maximum vertical velocity w0 (varies between 
0.1 and 5 m/s; not all cases shown) and the 
cloud extension Z0=1000 m. Initially, 1 ice 
particle per liter with an equivalent radius of 
10 µm is given. 

Fig. 2 shows several cycles of ups and 
downs of the air parcel. In the first cycle, 
drop nucleation takes place at about 300 m 
above cloud base (cp. Fig. 1). Ice particles 
grow not only in the updraft but also at least 
partly in the downdrafts on the expense of 
the liquid phase. Throughout the cycles, the 
location of droplet nucleation is shifted 
further upwards. A quasi steady state is 
reached after about 8 cycles for this 
configuration.  



Fig. 2: Ice (red) and ice+liquid (blue) water 
mixing ratios for an initial temperature T0=-20 
°C and w0=1 m/s. 

If the ventilation effect is taken into account 
additionally (Fig. 3) no liquid phase can be 
observed. This is due to the much faster 
growth of the ice particles which inhibits 
supersaturation w.r.t. water and, therefore, 
droplet nucleation. Quasi steady state is 
reached within the first cycle. 

Fig. 3: The same as in Fig. 2 but with 
ventilation effect. 

If the vertical velocity is enhanced by a factor 
of 5 (w0=5 m/s, Fig. 4) enough water vapour  
is avaiable to form droplets despite the fast 
ice article growth due to ventilation, however,  
the quasi steady state is reached after 3 
cycles and more ice mass is formed 
compared to Fig. 2. At least for the Ac cases 
observed (see e.g. Fig. 6), such high vertical 
velocities did not occur.  

Fig. 4: The same as in Fig. 3 but with w0=5 
m/s. 
Sedimentation should be an important sink  
for the ice particles and, therefore, should 
enhance droplet formation and the liquid 
phase. However, the only (very crude) 
possibility to 'model' sedimentation in a 
parcel model is to remove particles 
exceeding a certain terminal fall velocity 
(here 1 m/s) at a certain rate. Fig. 5 shows 
that all ice particles are removed within the 
first updraft cycle and that the following 
cycles form pure liquid clouds (since no 
further primary ice formation is described). 

Fig. 5: The same as in Fig. 3 but with 
'sedimentation'. 

3. OBSERVATIONS 

A set of altocumulus cloud cases observed 
by lidar over Leipzig (aged, processed and 
unprocessed dust), Morocco (pure, 
unprocessed dust) as well as Cape Verde 
(processed dust) can be used to study cloud 
evolution including ice and drop formation. 
The observed clouds typically occur at about 
3000 to 5000 m height and at temperatures 



of about -10 °C to -15 °C with typical vertical 
velocities of about +/-1 m/s. Some of the 
observed clouds consist entirely of liquid 
water, some of them are glaciated producing 
virgae, which gives a nice spectrum of 
different cases to work out the controlling 
parameters. 

 

Fig.6: Example of Ac LIDAR observation 
above Leipzig. Note the vertical velocity 
fluctuations between  about +/-1 m/s. 

4. CONCLUSIONS 

The present study examines the question of 
coexistence of solid and liquid water 
following the work of KF2008 and trying to 
extend it at certain points. The main topics of 
KF2008 remain valid, however, it seems that 
neglect of the ventilation effect could lead to 
a large overestimation of the liquid phase for 
realistic ice particle concentrations, despite 
the initially small ice particles. Sedimentation 
of the larger ice particles could counteract 
these effects. However, a parcel model is too 
limited to answer this question and total ice 
particle depletion makes it necessary to 
explicitly describe primary ice nucleation. 

Droplet formation in a preexisting ice cloud is 
a competition of water vapour depletion by 
the ice particles and the availability of water 
vapour due to the rising air parcel. The ruling 
parameters can be divided into two groups: 
The microphysical ones cover mainly the ice 
particle characteristics (number size 
distribution, shape, description of 
microphysical processes), but also the 
aerosol particles serving as potential CCN for 
cloud droplet formation. The second group 
consists of the (thermo-)dynamical 
parameters such as vertical velocity, 
temperature, and (initial) relative humidity. 
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1. INTRODUCTION

The vast fields of subtropical marine stra-
tocumulus off the western coasts of continents
are known for their persistent existence. In
these regions, the large-scale subsidence associ-
ated with Hadley circulation provides favorable
conditions for the formation of strong inversion,
which separates moist and cool stratocumulus-
topped boundary layer (STBL) from dry and
warm free atmosphere above. A quasi-steady
equilibrium of the STBL results from a subtle
balance between subsidence and mass exchange
(i.e. small-scale entrainment) around the inver-
sion. A faithful representation of a brake-up
of solid cloud deck and its subsequent transi-
tion to cumulus field is of a great importance to
the Earth’s radiative budget as the process leads
to a significant change in the planetary albedo.
However, the fidelity with which the contempo-
rary mesoscale/climate atmospheric models re-
construct the transition is still insufficient. It suf-
fers from our poor understanding of a complex
nature of the processes involved as well as their
multi-scale coupling. The progress is also condi-
tioned by both temporarily and spatially limited
observational data while explicit representation of
all scales in the models is far beyond their capa-
bilities.

The large-eddy simulations (LES) are one
of basic tools that helps to our understanding of
large-Reynolds number atmospheric flows. With
an explicit representation of only the largest and
most energetic scales this approach substantially
reduces complexity of the problems found in at-
mospheric modeling. In spite of its great useful-
ness, the question remains to what extend this
approach is consistent with the observations and
what the main obstacles are in accurate LES
modeling of stratocumulus to cumulus transition.
These issues are partially being addressed in the
EUCLIPSE project. In the project, a model inter-
comparison study was designed based on ASTEX
observations (Bretherton et al., 1999). University
of Warsaw participates in the project with the
anelastic nonhydrostatic model EULAG (see e.g.

∗Corresponding author: e-mail: mkuro@igf.fuw.edu.pl

Prusa et al., 2008). The model, a well-established
research fluid flow solver, is widely used in various
atmosphere-related problems ranging from small-
scale turbulence to planetary flows. In this study,
the focus is on modification of the solver to LES
modeling of a multi-hour evolution of the Sc to
Cu transition.

2. SETUP OF THE EXPERIMENT

The numerical experiment is based on the
data collected during the ASTEX Lagrangian
field campaign. The initial profiles correspond
to a shallow (700 m-deep) boundary layer that
includes 400 m-deep cloud layer, capped with a
fairly sharp inversion (temperature jump of 5.5 K
over 50 m). The sea surface temperature (SST)
increases gradually over time, from 290.4 K to
294.7 K over 40 hours. The large-scale subsi-
dence evolves as well, decreasing by a factor of
five compared to the initial value. Evolution of
the SST and large-scale subsidence mimics La-
grangian drift of the air column towards the equa-
tor observed during the field project.

The uniform horizontal grid length is 35 m
while stretched grid is applied in the vertical.
The vertical grid length decreases from 15 m near
the surface to 5 m in the upper part of domain,
starting to compress around the initial cloud top
height. The domain size is 4.48× 4.48× 2.4 km3

(i.e. 128 × 128 × 400 ≈ 6.5 × 106 grid points),
and periodic lateral boundaries are assumed. The
computations last 40 hours starting at 00:00
UTC.

3. ADAPTATION OF THE MODEL

To develop atmospheric LES model capa-
ble in realistic simulation of diurnal cycle of pre-
cipitating STBL, a set of modules was modified or
added to EULAG. The most important changes
are reported in this section.

a. Radiation

Two different radiation schemes were ex-
amined in the experiment. First, the simplified
long-wave radiative cooling (Stevens et al., 2005)
was implemented along with a short-wave radi-
ation from the Dutch Atmospheric Large Eddy



Simulation (DALES) model (Heus et al., 2010).
This approach, however, was found to be insuf-
ficient in the long-term simulations. The solu-
tions were strongly sensitive to a set of parame-
ters proposed in Stevens et al. (2005); it was dif-
ficult to balance both radiative cooling and large-
scale subsidence above the inversion; and grad-
ual smoothing of the temperature inversion was
observed. All those effects are relatively small
but errors accumulate in time. After about 10 h
their contribution to the solution is noticeable.
Since the analyzed case is sensitive to the radia-
tive effects, we decided to implement full radia-
tion scheme. The radiation schemes comes from
CCM2 climate model (Hack at al., 1993). The
scheme works in extended vertical domain (up to
48km) and employs a pressure coordinate system.
Since the radiation is computationally expensive,
radiative fluxes are calculated once every two min-
utes and remain unchanged until the next cal-
culation. A more expensive time interval of one
minute was also tested, but the results were only a
few percent different in terms of the domain aver-
aged liquid water path and entrainment velocity.

b. Large-scale subsidence

As in other models, implementation of the
large-scale subsidence is based on the upstream
advection scheme. Subsidence velocity results
from the integration of the continuity equation
applying evolving horizontal divergence. The
large-scale subsidence is assumed constant above
1600 m.

c. Subgrid-scale mixing

The subgrid-scale turbulent transport is
one of the key processes that affect the entrain-
ment velocity and thus development of STBL.
Too intense entrainment of dry and warm air
from a free atmosphere leads to excessive di-
lution of stratocumulus and its premature de-
cay. On the other hand, too little entrainment
suppresses development of the whole layer and
postpones transition from Sc to Cu. To find
setup suitable for this case, two different subgrid-
scale schemes (SGS) were examined, namely,
Smagorinsky (1963) or Schumann (1991), the lat-
ter based on the subgrid-scale turbulent kinetic
energy (TKE) closure. Although both schemes
are commonly used in LES modeling, the choice
of basic parameters, such as the Prandtl number
(Pr) or the turbulent mixing length (Λ), is un-
certain. This is because the schemes were origi-
nally developed for dry convection with the grid-
box aspect ratio of one. In contrast, model grid-
boxes are strongly non-uniform in the EUCLIPSE
setup, boundary layer is moist, and the essential
subgrid-scale processes occur within a thin stably-
stratified inversion layer rather than across neu-
trally stratified layer below. We selected Pr = 1

and Λ = ∆z. The former is typical for stable
stratification and the latter corresponds to the
vertical gridlength.

d. Surface fluxes

Surface sensible and latent heat fluxes are
calculated applying a prescribed value of the drag
coefficient (here Cd = 0.0014) and depend on both
the flow and the sea surface conditions, namely

F = −Cd|U |(q − qsurf ), (1)

where F is the flux; U is the near-surface flow ve-
locity; q represents either the water vapor mixing
ratio (for the latent heat flux) or the tempera-
ture (for the sensible heat flux) right above sea
surface; and qsurf denotes the surface value (the
sea surface temperature or the saturated water
vapor mixing ratio corresponding to the surface
temperature).

e. Microphysics

To represent processes of drizzle formation
in stratocumulus, we first examined a bulk pa-
rameterization of Kessler (1969) warm rain initi-
ation, which is commonly used in LES modeling
of convective clouds. The scheme assumes linear
dependence of autoconversion rate on the excess
of cloud water (qc) over a given threshold (qtr).
Since the value of a threshold is rather arbitrary, a
set of different qtr was tested. A strong sensitivity
of the results to qtr was found, especially for ex-
treme values of the domain averaged liquid water
path (LWP). For instance, the maximum LWP
of 160 g/m2 was simulated for qtr = 0.68 g/kg,
whereas 170 g/m2 for qtr = 0.70 g/kg. This is
because Sc is almost uniform and the cloud wa-
ter mixing ratio closely follows adiabatic profile
within each column, with qc increasing almost
linearly with altitude. Therefore, arbitrary def-
inition of qtr imposes also arbitrary level above
which drizzle formation is allowed.

To improve representation of the auto-
conversion, two other parameterizations, namely,
Berry and Reinhardt (1974) and Khairoutdinov
and Kogan (2000; hereafter KK2000), were exam-
ined. They both operate on mean volume radius
of the cloud water rather than explicit value of the
cloud water mixing ratio. The former scheme is
often applied in simulations of convective clouds,
whereas the latter was proposed for LES models
of STBLs.

The use of Berry and Reinhardt (1974)
scheme resulted in a very intense drizzle initiation
along with a rapid fallout of precipitation. For in-
stance, reduction of the initial LWP by more than
30% during the first four hours was simulated.
Furthermore, sensitivity of the results to the pa-
rameters describing cloud droplet spectrum (e.g.,



the spectral dispersion) was fairly weak and it
could not reverse the strong negative LWP trend.

The final microphysical setup is based on
KK2000 drizzle parameterization. Because the
KK2000 is designed for a double-moment bulk mi-
crophysics scheme (i.e., predicting both the con-
centrations and mixing ratios of cloud droplets
and drizzle drops), we assumed a constant droplet
concentration (100 per cc) for the autoconversion
and accretion, and a constant sedimentation ve-
locity of 0.72 m/s for drizzle sedimentation. Fur-
ther improvements applying the double-moment
scheme are being considered.

3. RESULTS OF THE SIMULATIONS

A large number of simulations, including
many sensitivity studies, was performed to exam-
ine and adjust each element of the model. The
results of that part were shortly described in pre-
vious section. Here, we present and discuss the
solution provided by EULAG for the final setup.

Figure 1: Time evolution of the domain averaged
scalars: LWP, RWP, QFX, HFX, We and Zi (see
text for details).

A typical development of STBL is shown
in Fig. 1. The figure shows evolution of the of
the following domain averaged scalars: the liquid
water path (LWP), rain water path (RWP), sur-
face sensible heat flux (HFX), surface latent heat
flux (QFX), inversion height (Zi), and entrain-
ment velocity (We). During the night, the long-
wave radiative cooling combined with relatively
large surface latent heat flux (45−50 W/m2) leads
to a gradual increase of LWP. As a result, RWP
increases to more than 10 g/m2 shortly after a
sunrise (around 06:40). During the day, solar
radiation reverses that trend because the cloud
layer is heated throughout its entire depth. After
16 hours, LWP and RWP both reach their min-
ima of 50 g/m2 and 0.5 g/m2, respectively. With
weakening solar heating, LWP and RWP begin to
increase again. Entrainment velocity is positively

correlated with changes of LWP because a slower
growth of the boundary layer depth is observed
for a thinner cloud. During the second night, the
cloud layer becomes less uniform, and the ampli-
tude of We fluctuations as well as LWP and RWP
all increase. After 30hrs, the STBL depth is al-
ready twice as large as the initial one.

Figure 2: Hourly averaged mean profiles of the
total water mixing ratio for 30 h of simulation.
Each profile represents one hour (1 h - red, 10 h
- green, 20 h - orange, 30 h - magenta).

To better understand the evolution of
STBL, a set of hourly averaged vertical profiles is
shown in Figs. 2-6. The profiles of qt (Fig. 2) and
θl (Fig. 3) document drying and warming of the
free atmosphere by the large-scale subsidence. As
the subsidence weakens with time, the radiative
cooling begins to prevail over the subsidence af-
ter about 20 hours and the free-atmospheric tem-
perature tendency turns to negative. The ini-
tially well-mixed STBL is affected by the buoy-
ancy production at the layer top (negative, due to
radiative cooling) and the layer bottom (positive,
due to surface fluxes). These are responsible for
the generation of downdrafts and updrafts, which
in turn enhance turbulence and vertical mixing
across the STBL. Although STBL remains well
mixed in θl, continuous supply of water vapor
from the ocean, as well as precipitation and dry-
ing of the STBL top, all lead to the decoupling
observed in qt and also < w′w′ > (Fig. 4). The
difference between mean qt at the height of 200 m
and 1200 m after 30 h is more than 2 g/kg (around
20%).

Fig. 5 shows evolution of the cloud wa-
ter (qc) profiles. For Sc, the cloud remains close



Figure 3: Hourly averaged mean profiles of the
liquid water potential temperature for 30 h of sim-
ulation. Each profile represents one hour (1 h -
red, 10 h - green, 20 h - orange, 30 h - magenta).

Figure 4: Hourly averaged profiles of the <

w′w′ > for 30 h of simulation. Each profile rep-
resents one hour (1 h - red, 10 h - green, 20 h -
orange, 30 h - magenta).

to adiabatic at all times due to efficient mixing
within the STBL. The mean cloud top height fol-
lows the evolution of inversion level, but the cloud
base rises only about 250 m after 30 h. The cloud

Figure 5: Hourly averaged mean profiles of the
cloud water mixing ratio for 30 h of simulation.
Each profile represents one hour (1 h - red, 10 h
- green, 20 h - orange, 30 h - magenta).

Figure 6: Hourly averaged mean profiles of the
rain water mixing ratio for 30 h of simulation (1 h
- red, 10 h - green, 20 h - orange, 30 h - magenta).

layer below stratocumulus, with mean qc values of
just a few hundredths of g/kg or less, represents
a field a scattered shallow convective clouds that
forms during the course of the simulation. The



sub-layer of broken Cu thickens in time and at
the end represents about 50% of the cloud field
depth.

Evolution of the drizzle mixing ratio pro-
files is shown in Fig. 6. The maximum of the
drizzle water is observed at 11 h (0.012 g/kg). Al-
though the autoconversion is less efficient at later
hours, the second night is characterized by similar
RWP values as during the first night time. This is
because precipitating water falls out from a much
larger altitude as the top of STBL systematically
increases in time.

4. SUMMARY AND CONCLUSIONS

In this study, modifications of the anelas-
tic nonhydrostatic model EULAG to LES setup
designed for simulating Sc to Cu transition was
presented along with many-hour simulation re-
sults. The STBL evolution is characterized by
a continuous increase of its depth and a gradual
decoupling of its internal structure. A sub-layer
of broken Cu develops beneath close-to-solid St.
According to the results of sensitivity tests, radi-
ation, microphysics and subrid-scale transport at
the cloud top all play vital role in the simulation,
and their interactions strongly affect evolution
of the boundary layer. When simulating cloud-
top radiative cooling, a full radiation scheme has
demonstrated its clear advantage over a simplified
approach, especially for multi-day simulations.
The microphysical schemes, commonly used in Cu
modeling, turned out to produce too much precip-
itation when used for the representation of drizzle.
The most realistic results were obtained for Sc-
oriented microphysics, full radiation scheme, and
relatively small mixing length used in subgrid-
scale turbulent transport scheme. Results of sub-
sequent studies will be presented at the confer-
ence.
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1. INTRODUCTION 

The structure and intensity of mesoscale 

convective systems (MCSs) are strongly 

regulated by their environmental conditions 

such as horizontal wind, temperature, and 

moisture. These environmental conditions 

are determined by synoptic-scale and/or 

larger-scale meteorological settings that 

develop in various climates ranging from the 

Tropics, sub-Tropics, mid-latitude regions, 

and arid/semi-arid regions. Because of the 

diversity of the climates over the globe, the 

meteorological settings that host mesoscale 

convective phenomena have a wide variety 

which is characterized by the horizontal and 

vertical distribution of wind, temperature, 

and moisture. Although a large number of 

studies have investigated the various 

aspects of MCSs in a certain specific region 

of the world, much less number of studies 

compared the characteristics of MCSs that 

develop in different climate regions. 

A significant difference between tropical 

and midlatitude convection is found for 

vertical velocities. Zipser and LeMone 

(1980) showed that the size and intensity of 

updrafts and downdrafts are significantly 

weaker in the tropical system than in the 

midlatitude one by comparing their 

observations with the data from the 

Thunderstorm Project. Lucas et al. (1994) 

suggested that the weaker vertical velocities 

in the Tropics are due to smaller buoyancy 

that is attributed to more effective water 

loading and entrainment, and they identified 

the midlatitude soundings as large buoyancy 

and the tropical sounding as small buoyancy. 

The importance of buoyancy profiles has 

been pointed out by a number of studies (e.g 

Takemi and Satomura 2000, Takemi 2010). 

The purpose of this study is to investigate 

the sensitivity of the structure and intensity 

of MCSs to the vertical profiles of 

temperature and moisture that represent 

tropical, oceanic and midlatitude, continental 

environments. A special focus for the 

environmental conditions is given to the 

vertical distribution of convective available 

potential energy (CAPE) that is determined 

by the temperature and moisture profiles. 

For the present purpose, we use the 

Weather Research and Forecasting (WRF) 

model/the Advanced Research WRF (ARW) 

version to perform a set of numerical 

experiments for MCSs under various 

temperature, moisture, and shear conditions 

in an idealized model setup. Squall lines are 

specifically examined as a representative 

mode of MCSs. This study is a part of the 

series of the studies conducted by the 

present author (Takemi 2006; 2007a; 2007b; 

2010). 
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2. MODEL AND EXPERIMENTAL SETUPS 

The numerical model used in this study is 

the WRF/ARW model Version 3.1.1 

(Skamarock et al. 2008). The model is 

configured for performing numerical 

experiments in idealized settings. The 

base-state atmosphere is horizontally 

homogeneous, and uni-directional shear is 

assumed.  

The grid resolutions of the experiments 

are 500-m spacing in the horizontal 

directions and 116 vertical levels in the 

computational domain of 300 km (east-west) 

by 60 km (north-south) by 23 km (vertical). 

The physics processes included in the 

present idealized experiments are only 

cloud-microphysics (Goddard warm-rain and 

ice-phase parameterization) and turbulent 

mixing (Deardorff TKE scheme). The lateral 

boundary conditions are periodic at the north 

and south boundaries and open at the east 

and west boundaries. The lower boundary is 

free slip, while the upper boundary is rigid 

with a Rayleigh-type damping layer. 

The thermodynamic profiles are given by 

a tropical sounding for a squall line over the 

tropical western Pacific (Trier et al. 1996) as 

a tropical, oceanic environment (TROPICS), 

and by an analytical sounding for 

mid-latitude supercells (Weisman and 

Klemp 1982) as a mid-latitude, continental 

environment (MIDLAT). The MIDLAT 

conditions are further divided as a moist 

type (the original Weisman-Klemp humidity 

profile, referred to as MIDLATM) and a dry 

type (reduced humidity from the 

Weisman-Klemp profile, referred to as 

MIDLATD). These thermodynamic 

conditions are characterized by the same 

CAPE value for the surface air parcel but by 

different CAPE distribution for elevated 

parcels above the surface level. On the 

other hand, five types of wind shear are 

examined: 5 m/s difference in the 0-2.5-km 

layer or in the 2.5-5-km layer; 15 m/s 

difference in the 0-2.5-km layer or in the 

2.5-5-km layer; and 15 m/s difference in the 

0-5-km layer. For each thermodynamic 

profile (TROPICS, MIDLATM, MIDLATD), 

these five shear profiles are defined. 

Furthermore, the initial disturbances are 

given by both warm and cold linear-type 

thermal aligned in the north-south direction. 

The set of experiments initialized by the 

warm line thermal is referred to as W-type, 

while that initialized by the linearly oriented 

cold pool is as C-type. Taking into account 

the different initialization, we perform five 

sets of experiments (TROPICS-W, 

TROPICS-C, MIDLATD-W, MIDLATD-C, 

MIDLATM-W) with five different shear 

profiles. Thus, the total number of 

experiments is 25. The integration time 

period for each experiment is 6 hours. 

 

3. RESULTS 

We compared the structure and intensity 

of the simulated MCSs in different conditions 

in terms of means and variability of 

precipitation intensity, vertical velocities, 

updraft fractional areas, and the relevant 

properties. The temporal and spatial mean 

precipitation intensity (which is the same as 

the accumulated precipitation) generally 

increases with the increase in temperature 

lapse rate (Fig. 1). 

CAPE for the surface air parcel 



distinguishes the intensity of MCSs if the 

lapse rates among the different conditions 

are similar. A critical impact on the MCS 

intensity is related to the vertical distribution 

of CAPE for elevated parcels above the 

surface (mainly within the PBL depth). The 

CAPE distribution is closely tied to the lapse 

rate in the troposphere as well as the 

moisture content in the boundary layer. The 

role of the shear profile in determining the 

MCS intensity becomes more significant in 

drier conditions by counteracting cold pools 

through the Rotunno-Klemp-Weisman 

mechanism. The sensitivity to the initial 

disturbances is less significant in moister 

environments. An interesting result is found 

for the maximum instantaneous precipitation 

intensity: the maxima increases with the 

decrease in lapse rate. There may be an 

optimal lapse rate for developing 

precipitation maxima. 

 

4. REMARKS 

We conclude that temperature lapse rate 

in the convectively unstable troposphere is 

useful in comparing the characteristics of 

MCSs that occur in various stability and 

shear conditions. An implication of this study 

is that precipitation characteristics in a future 

climate under global warming may be 

explained by the static stability (Takemi et al. 

2012; Takemi 2012). It is suggested that 

stability diagnosis for the climate simulation 

data should be useful for examining the 

variation of precipitation characteristics in 

the simulated climates. 
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Fig. 1: (a) Mean precipitation intensity (mm h-1) and (b) maximum vertical velocity in the 

computational domain for the various shear conditions in various stability conditions. 
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1. INTRODUCTION 

Studying of the processes of cloud and 

fog microstructure formation during their ini-

tiation plays an important role in the under-

standing of the mechanisms of the micro-

structure formation and interaction of the 

drops formed with the environmental pollut-

ants. The connection of a cloud microstruc-

ture with atmospheric aerosol composition 

influences the climate forming conditions. Of 

importance is also the problem of precipita-

tion enhancement at cloud modification with 

hygroscopic agents. But up to the present, 

there is no generally accepted mechanism of 

experimentally observed in natural condi-

tions rather broad cloud spectra [1], because 

the mechanism of regular condensation does 

not explain this aspect. In the monograph by 

Yu.S. Sedunov [2] devoted to the initial stage 

of condensation it is shown that within the 

frameworks of the theory of regular conden-

sation at a constant rate of updraft the drop 

spectrum becomes narrower with altitude. 

In the same way, by analyzing dominant 

estimations for the Junge condensation nu-

clei (CN) the regularities of cloud drop spec-

tra were obtained. These are the exponential 

function of maximum oversaturation and the 

concentration of the drops formed unambi-

guously connected with it on the velocity of 

updraft and CN concentration. Correspond-

ing expressions for the exponents are given. 

In the next work [3, part 2] broad drop spec-

tra, formed due to evaporation of fine drops, 

were obtained for high concentrations of CN 

(HC). But this result has not been analyzed 

from the physical viewpoint and was not 

considered later on. In the recently published 

work [4], with the use of a numerical model 

of regular condensation confirmed is the de-

pendence, obtained in [2], of drop concentra-

tion on the velocity of air mass updraft, and 

its corrected dependence on CN concentra-

tion is given. The dependence of drop con-

centration on air mass temperature and 

pressure is given as well. But the author lim-

ited himself by the case of small concentra-

tions (SC) at which the cloud drop concen-

tration formed at the initial moment remained 

constant at a further updraft. In the works by 

foreign authors the attempts to find a solu-

tion of the problem are likely to be stopped. 

In the work by Khvorostyanov V.I. and J. A. 
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Curry [5] the same dependences are studied 

for three kinds of spectra: the exponential, 

log-normal and algebraic ones. For the de-

termination of the drop concentration without 

defining parameters of their spectra one can 

find a set of parameters for CN spectra in the 

paper by N. Kivekas et al. [6]. In all the 

works mentioned above the case of high CN 

concentrations, that must result in qualitative 

changes of the mechanism of drop spectrum 

formation, has not been practically studied. 

The effect of air mass temperature on the 

regularities of cloud drop spectra has not 

also been studied (with the exception of [4]). 

To eliminate these gaps, the present paper 

presents a cycle of numerical studies for the 

initial stage of the condensation process 

made in the frameworks of the theory of 

regular condensation. For this purpose the 

author constructed a numerical model of 

regular condensation, the description of 

which together with the calculation results for 

different concentrations of CN and tempera-

tures at a constant velocity of air mass up-

draft are given in the first part of the present 

paper. There are also given the results of 

numerical simulations of cloud microstruc-

ture evolution at ceasing of updraft and at 

varying modes of updraft and downdraft and 

analyzed the possibilities to describe the cal-

culated spectra with the analytic expres-

sions. 

The second section gives a comparison 

of calculated regularities with the experimen-

tal results of cloud spectra formation in the 

Big Aerosol Chamber. 

 

2. CALCULATED REGULARITIES OF 
CLOUD SPECTRA FORMATION  
 
2.1. BASIC RELATIONSHIPS AND 
GENERAL PATTERN OF CALCULA-
TION SPECTRA FORMATION 

For studying calculated regularities of 

cloud spectra formation we shall limit our-

selves by a two-parametric inverse power 

distribution of the condensation nuclei over 

their equivalent radii rc.  
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where Cc determines the number of particles 

with rc>rc,0 per 1 mg of air. 

This distribution is transformed at a 

100% humidity into an equilibrium distribu-

tion over the radii rw of CN covered with wa-

ter being droplets of a salt particles dissolved 

in water [2] 
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Under an approximation of the equality of the 

surface tension δ and the solution density ρ 

with the corresponding characteristics of 

pure water, the value of rw is determined by 

the number of salt molecules nc multiplied by 

the Van’t-Hoff factor ic with the relationship 

[7] 
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Here mw is the mass of a water molecule, T 

is temperature, Rn is the gas constant of wa-

ter vapor.  
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studying the process of dry CN transforma-

tion at increasing relative humidity of air. For 

calculating the processes of drop formation 

the CCN interval chosen is separated into n 

channels with an equal number of CCN in 

them, that is not necessarily to be an integer. 

At a growth of a drop the number of salt 

molecules in it remains constant, and its 

growth depends on the precipitation of the 

number of water molecules at increasing 

relative humidity f. The Van’t-Hoff factor is 

considered constant, the distribution of salt is 

homogeneous. The formulae for drop growth 

are taken from the monograph [2] at intro-

duction of oversaturation δ=lnf. The value of 

vapor molecules accommodation is taken 

equal to 0.98. 

At the first stage during the time interval 

Δt is determined by the variation of thermo-

dynamic parameters due to the air mass up-

draft. At the second stage an increment of 

mass that occurred during this time is calcu-

lated for every nucleus. Then, the value of f 

is corrected for the total growth of mass on 

drops. It has been stated experimentally that 

stable results of calculations were obtained 

at Δh = 1 cm and n ≥ 100. Here, it appeared 

that, depending on the CN concentration, 

two different modes of cloud spectra forma-

tion can be realized. They will be named the 

regime of small (SC) and high (HC) concen-

trations. The difference of these regimes is 

illustrated by the curves in figure 1, where for 

the process of air mass updraft with the ve-

locity of 1 m/s to the height of 30 m and at its 

further evolution at a ceased updraft pre-

sented are the trajectories of drop growth (1a 

and 1b) at the separation of the whole spec-

trum into 100 channels, and in figure 1c – 

the trend of the drop concentration Cg(1/mg), 

δ(%) and a relative breadth rb. 

. 

 Figure 1. Trajectories of drop growth (a, 

b) and (c) - the trend of drop spectrum inte-

gral characteristics (Cd, d≡δ and rb): a) in 

the mode of SC – Cc=102 mg-1; b) in the 

mode of HC – Cc = 104 mg-1, v = 1 m/s, ν=5, 

Т=20°С, n = 100. 



The red vertical lines in figures a and b 

indicate the moments of updraft termination t 

= 30 s, and the numbers near the trajectories 

correspond to the ordinal number of chan-

nels. From figure 1a the process of growing 

drops separation from CCN covered with wa-

ter at the moment of maximum oversatura-

tion at the 16 second is distinctly seen. For 

the case shown in figure 1b the concept of ‘a 

drop’ is dimmed because in the spectrum 

different from stationary sizes of CN covered 

with water both growing and evaporating 

drops are present. Therefore, all the drops 

covered with water of non-stationary sizes or 

exceeding any size (in this case it is 0.4 mi-

crometer) can be considered as drops. 

 

2.2. APPROXIMATION OF CALCULATED 
SPECTRA 

When studying the spectra the main 

problem is in their adequate presentation in 

the form of particular analytic expressions. 

As such we tested the Lifshitz spectrum flif 

[8,9], gamma-distribution fγ, log-normal dis-

tribution fL, Smirnov distribution fS [10] and a 

possibility to use a combination of algebraic 

expressions.  

Here it appeared that the spectrum flif co-

incides with the calculated one only for the 

appropriate for this spectrum value of 

rb≈0.215. The analytic distributions fγ, fS, fL 

give a qualitative difference as compared 

with the calculated spectra. It is in a slower 

decrease in the large drop spectrum fraction 

and a quicker increase in a small-droplet 

spectrum fraction. The choice of expressions 

in the form of the power law with the index 

from 2.6 to 3 in the left-hand side and the 

inverse power law with the index from 8 to 

11 in the right-hand side wings and a para-

bolic one in the spectrum center showed that 

such an approach can satisfactorily describe 

the calculated spectra. But the choice of cor-

responding parameters is very time-

consuming. 

To find appropriate relationships for de-

scribing the calculated spectra we used 

dissymmetric shifted  fγm and fSKm distri-

butions obtained at replacing the value of r 

by the value of (rmax-r+<r>). Below, we write 

these expressions for  normalized by unity 

distributions in a dimensionless form with 

the use of the value of u=r/<r> and the lo-

cation of a maximum of the approximation 

function um 
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Both these distributions are the functions 

of one parameter um and the second pa-

rameters μ and k, correspondingly. Maxima 

of these functions do not depend on the val-

ue of um. 

The dispersion of the spectra with spec-

tra with the use of moments of function M(n) 

is expressed their application in the form of  
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A relative breadth spectrum is deter-

mined by the ratio rb=σ/<r> 

The values of um and sg obtained after 



calculations or experiments can be used for 

determining the parameters of μ and k in the 

approximation spectra. But at a correspond-

ing comparison it appeared that the calcu-

lated value δ strongly depends on the behav-

ior of f(u) on their wings, where an meas-

urement or calculation errors can be signifi-

cant. It also appeared that for an adequate 

description of spectra more reasonable is the 

agreement of measured and approximated 

spectra in the location of a maximum and its 

value. But we failed to obtain an analytic ex-

pression for the dependence of μ and k on 

max f(u). Therefore we propose to use for 

this the following approximation expressions.  

7,0f(u)max9,6 1,92 −⋅=μ  

79,1)(max1,7 ufk =   (6)  

We shall also write an expression for the 

non-parametric distribution  with 

rb≈0.215 that pretends to be an asymptotic 

distribution. 

mfγ

(7) 

The results of comparison of calculated 

and approximation spectra are given in fig-

ure 2 a and b for typical moments (the time 

is given in the legend) of the air mass updraft 

cycle with the velocity of 1 m/s to the height 

of 30 m and its further evolution at this 

height. 

 
Figure 2. Comparison of calculated fcal 

and fsm for the time moments a) 11 and 3600 

s after the beginning of the process and b) 

30 s (termination of updraft) and 275 s (the 

moment of reaching rb=0.215). 
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After comparison at other updraft 

heights, the CCN concentrations and other 

parameters it appeared that fγm и fSm de-

scribe rather well the calculated spectra in 

the range of 0.2<u<1.4 both at the stage of 

their formation at an air mass updraft and the 

stage of their evolution at a constant altitude. 

The first one is better at spectra approxima-

tion for large CCN concentrations and the 

second – for small CCN concentrations. The 

difference noted at u>1.4 can be eliminated 

by using the inverse power law for this part.  

 



2.3. APPROXIMATION RELATIONSHIPS 
FOR INTEGRAL PARAMETERS OF THE 
INITIAL STAGE OF CONDENSATION 

The studies of maximum oversaturation 

δm and other parameters on the updraft ve-

locity u, CCN concentration and the index ν, 

air mass temperature Ti and pressure ρ were 

performed at the subdivision (separation) 

into 1000 intervals. 

Studied were the ranges of u = 0.1 ÷ 10 

m/s, Cc = 100 ÷ 10000 at rw,0=0.1 μm, ν from 

4 to 8, Tс = -10 ÷ +30°С и ρ = 0.8 ÷ 1.25 

atm. As a result, it appeared that at SC δm 

can be approximated via the following rela-

tionships: 

 

 

 

 

 0

(8) 

The height of the updraft hm at which δm 

is attained is practically proportional to δm 

and is determined by the relationship similar 

to (4). Let us write this relationship in the 

form of 

 

(9) 

where the exponents x and y are determined 

by formulae (8), and the values of hm0 (200C) 

= 10 m and uh0 (200C) = 0.42 m/s at Cc = 100 

mg-1. 

At the heights h=2hm and 3hm drop 

liquid content makes 80 and 90% as com-

pared with (relative to) the thermodynamic 

one, correspondingly. Note that for the mode 

of SC an approximation error (9) does not 

exceed the units of percent. The character of 

the above-mentioned dependences at the 

transition to the mode of HC is not consid-

ered in this paper. 

The analytic regularities for the drop 

concentration Cd(1/mg) for the mode of SC 

can be obtained by integration over δ from 0 

to δm of the nucleus distribution function over 

oversaturations (8). But for the errors from 

there not to be included here, an approxima-

tion for the drop concentration was obtained 

on the basis of its own calculations. It has 

the form of: 
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To conclude this part we shall note that 

in our calculations the dependence of the 

above-mentioned parameters on ρ has not 

been found in the above range.   

2.4. EVOLUTION OF CLOUD PARAME-
TERS AT A CONSTANT HEIGHT ( )
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A calculated character of integral pa-

rameters behavior at a constant temperature 

depending on the conditions of their forma-

tion at an ascending air mass illustrated in 

figure 3 a, b and c. 



 
Figure 3. Dependence (v = 1 m/s) of an 

average drop mass <md> (10-10g), Cd(mg-1) 

and relative breadth rb on time at different a) 

updraft heights, (T=20°С, Cc=500), b) CCN 

concentrations (h=30 m, T=20°С) and c) 

temperatures (h=30 m, Cc=500). The multi-

pliers of the values are indicated in the fig-

ure. 

 

From the figures it is seen that in some 

time after the air mass ascent ceased de-

pending on the value of h the growth of the 

drop average mass starts to acquire a linear 

regularity with time counted from the mo-

ment t0 of ascent termination. This coefficient 

weakly depends on the updraft height ((drop 

liquid content) and increases noticeably with 

a growing CCN concentration and tempera-

ture increase. Considering only the depend-

ence on temperature and taking into consid-

eration the range of the value of a changes 

at varying h and Cc, this dependence can be 

written in the form of 

  tWhTatm Td ),,()( =  

)05,01(10)21( 10
cTa +⋅÷≅ −  (g/s) (11)  

The moment when the regularity tas comes 

into action strongly depends on the initial 

width of spectra and may last several hours 

at rb≈0.01 

 

2.5. FORMATION OF BIMODAL DROP 

SPECTRA 

A fast growth of updraft velocity can re-

sult in the appearance in the spectrum the 

drops of the second kind. An illustration of 

such a condition is given in figure 4, where 

for two CCN concentrations given are the 

trajectories of particle sizes at an increase of 

updraft velocity by 5 times. 

The condition for the appearance of the 

second mode v2 ≥5. v1 does not practically 

depend on the n the environmental condi-

tions and the velocity v1. For a cloud me-

dium remaining for some time at a constant 

height, the appearance of the second mode 

is possible at the updraft velocities of v≈0.2 

m/s. 

 

 



 

Figure 4. Trajectories of particles at a 

strong growth of updraft velocity v1 = 1 m/s 

at moment t = 30 s, T = 200C, ν = 5 

   

Note that at slow cyclic altitude variations 

the law of growth of an average drop mass 

at a fixed level does not change. 

 

3. EXPERIMENTAL STUDIES OF CLOUD 
MICROSTRUCTURE FORMATION IN AR-
TIFICIAL FOG CHAMBER 
 

3.1 DESCRIPTION OF AN EXPERIMENT 

Experimental studies of regularities of 

cloud spectra formation and transformation 

were performed in the BAC of IEM [11] (cyl-

inder of the height of 18 and diameter of 15 

m) where an air mass updraft was simulated 

by dropping excessive pressure created ear-

lier. The Chamber is equipped with the tem-

perature and humidity sensors with the use 

of standard instrumentation and drop spectra 

with the help of a photo-electric meter 

(counter) FIROK operating in the range of 

cloud drop radii from 0.35 to 50 micrometer. 

A change of updraft equivalent velocity is 

ensured by the change of pressure dropping 

rate and was determined by the relationship.  

 u
TR

g
dt
dp

p в

−=
1

 

The conditions of isothermality were ensured 

by a termination of the process of pressure 

dropping at equal temperature in the Cham-

ber and the temperature of its walls. The 

composition of CN was determined by their 

content in the environmental air. CN spectra 

and composition was not controlled, but the 

stability of their characteristics was checked 

by the reproducibility of characteristics of 

cloud drop spectra formed under similar 

conditions of pressure dropping. 

 

3.2. EXPERIMENTAL RESULTS AND 
COMPARISON WITH THE CALCULATED 
DATA 

Some experimental results obtained with 

the use of the BAC were reported at the 13-

th Conference on Cloud Physics [12] without 

a comparison with the calculation data. The 

present paper gives new results with a cor-

responding comparison.  

At the first stage studied was a depend-

ence of cloud drop concentration on the 

equivalent velocity of air mass updraft. It ap-

peared that the experimental points coincide 

best of all with the calculated ones at ν=5, 

Cc=104(1/mg). Such high concentrations of 



condensation nuclei are explained by the 

fact that the air is pumped into the chamber 

from the height of only 20 m. The formation 

of spectra at such CCN concentration occurs 

in the GC mode. Therefore, in the experi-

ments in BAC no narrow spectra were ob-

served. Their form is stabilized in some time. 

The dependence of cloud parameters on 

time connected with drop spectra is shown in 

figure 5.  

  

 
Figure 5. Dependence of Cd(cm-3), rb, 

<md>(microgram) and its approximation by 

the linear law for a cycle of updraft to the alti-

tude of 200 m and a further evolution of the 

cloud medium. t = 200 s is the time of the 

discharge termination. The data are multi-

plied by the coefficients from the legend. An 

average temperature of the process is equal 

to 200C. 

 

In the same figure for an updraft cycle to 

200 m with the velocity of 1 m/s (after which 

the air temperature in the chamber becomes 

equal to the wall temperature) shown is the 

curve of an average drop mass, their con-

centration and a relative width of spectra de-

pending on time. From the figure it is seen 

that the relative spectrum width changes little 

during the whole process. The average drop 

mass grows linear just after the updraft ter-

mination with the growth coefficient that is 

almost twice as that in the calculated rela-

tionship (11). The observation of spectra 

form made during the process showed its 

sufficient stability. A comparison of spectra in 

this experiment and a special experiment 

with cleaning the air from aerosols is shown 

in figure 6. 

 
Figure 6. Comparison of an experimental 

fexp and approximation fsm and fgm spectra 

with um=1,1 for the conditions a) without 

cleaning (<r>5.1 micrometer, Cd = 80 cm, k = 

21, μ = 19) and b) with the cleaning of the air 

medium (<r> = 8 micrometer, Cd = 30 сm-3, 

k=25, μ=23). 



From the comparison it is seen that for 

the approximation of the experimental spec-

tra most reasonable is the function fsm. With-

out taking into consideration the differences 

in the range of small values of u, we shall 

note that at u>1.4 the experimental spectra 

are a little greater than the approximation 

ones. It is higher for the spectrum a) than for 

the spectrum b). Such an excess was noted 

for the calculated spectra as well. This phe-

nomenon needs a more thorough investiga-

tion in the nearest future. 

The experiments with the formation of 

the second mode demonstrated that for the 

updraft velocities v1 = 0.3 – 1 m/s the ap-

pearance of the second mode was noted at 

v2 = (4.5 – 5)v1, that corresponds to the cal-

culated values of this relationship. For cloud 

spectra after 10 min of evolution at a con-

stant temperature the appearance of the se-

cond mode was noted at v = 0.2 m/s, that 

qualitatively agrees with the calculated re-

sults obtained. Figure 7 is an illustration of 

spectra formation and transformation. 

 
Figure 7. Formation of the second mode 

at the updraft velocity of 0.2 m/s after fog 

evolution at a constant height (temperature). 

The numbers at the curves indicate time in 

seconds from the updraft beginning. 

 

From this figure it is seen that already at 

the 20-th second of the updraft beginning a 

fine-drop spectrum fraction is formed. The 

after the 280-th second the spectrum be-

comes a bimodal one. Later both modes 

merge. 

 

4. CONCLUSIONS 

A numerical model has been con-

structed, that makes it possible at a preset 

CN spectrum to calculate the process of 

drop spectrum formation at any variations of 

air mass updraft equivalent velocities. Based 

on the calculations with this model two ap-

proximation formulae applicable for the de-

scription both of narrow and broad cloud 

spectra are proposed. The main conclusions 

obtained with the model are supported by 

experiments performed in the Big Aerosol 

Chamber of SI “RPA ‘Typhoon’. 

On the basis of these conclusions one 

can estimate the properties of natural clouds 

spectrum formation as: 

— Broad spectra in natural clouds can 

be explained both by a high concentration of 

CN and the evolution of cloud microstructure 

under stationary meteorological conditions. 

— Multi-modality of natural cloud spec-

tra can be caused by fluctuations of air mass 

vertical motions. 

— The factor of additional modes forma-

tion at vertical fluctuations of cloud layer 

even at the velocities of several tenths of m/s 

can result in a significant spectrum broaden-

ing in nature and stimulate coagulation proc-

esses in clouds. 

— The spectra of natural fogs measured 

by the author [12, 13] have the form that is 



described by the direct (mirror) shifted (dis-

placed) distributions of the form of (4 and 5) 

proposed by us. It is likely that such a de-

scription is suited for the spectra of natural 

objects.  
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1. INTRODUCTION

In July and August of 2008 the POST
(Physics of Stratocumulus Top) field study was
held off the California Coast to again investigate
the entrainment process in unbroken
stratocumulus (Sc). This study was motivated
by the earlier DYCOMS-II stratocumulus
entrainment study also of unbroken
stratocumulus off the California Coast (Stevens
et al., 2003a). DYCOMS-II was a useful learning
experience on how to measure entrainment into
Sc, since it was found that the horizontal width
of entrained parcels was smaller than the
mounting separation of the probes on the C-130
aircraft used during DYCOMS-II, and that the
probes were mounted too far from the 5-hole
gust probe on the aircraft nose. These factors

elikely affected entrainment flux (F ) and velocity

e(w ) estimates, with the latter varying as much
as a factor of four as measured with 4 co-
located independent probes on the C-130
(Gerber et al, 2005; Falloona et al. 2005),
making comparisons with model predictions
difficult (Stevens et al., 2003b).

The aircraft chosen for POST was the
fully-instrumented Twin Otter (TO) from Naval
Post Graduate School (CIRPAS, Center for
Interdisciplinary Remotely Piloted Aircraft
Studies). Figure 1 gives a head-on photo and
sketch of the TO where only the closely co-
located probes related to the present study are
shown. The UFT (Ultra-Fast Temperature;
Haman et al., 2001; Haman et al., 2007) probe,
the PVM (liquid water content (LWC), and
effective radius; Gerber et al., 1994), and three

vprobes for measuring the vapor mixing ratio (q )
are mounted on a hard-point ring close to the
nose of the aircraft that also has on it 5 holes 
for the gust probe. The UFT and PVM data was
collected at 1000 hz. However, given the ~0.5 m
separation the two probes the data was
averaged to 50 hz yielding horizontal incloud
resolution in the cloud of ~1 m at the TO speed

of ~50 m/s. This resolution is consistent with the
smallest entrainment scales observed during
DYCOMS-II, and provides for the first time the
opportunity to look at the microphysics and
thermodynamics of individual entrained parcels.

The following briefly describes the

emeasurements of w  made during POST, the
limitations found in making such measurements,
the role of wind shear and mixing at cloud top,
the contribution of evaporating LWC to the
cooling observed in the entrained parcels, and
the predictions of CTEI (cloud-top entrainment

Fig. 1 - Head-on view of the CIRPAS Twin Otter (TO)
research aircraft showing the locations of the UFT

vand PVM probes, and the q  probes which surround
the 5-hole UCI gust probe on the aircraft’s nose.  



instability) and mixture fraction analysis. For
greater detail see Gerber et al. (2012). 

2. TWIN OTTER FLIGHT PATHS

Seventeen flights of the TO were flown
out of the airport in Marina, CA located just
North of Monterey. The ferry portion of most
flight took the TO ~150 km WNW of Monterey
Bay at which point a horizontal quasi-
Lagrangian zig-zag pattern was flown so that
the mean downwind location of the TO matched
the mean wind speed in the Sc. A NEXSAT
satellite image shown in Fig. 2 

illustrates a typical horizontal flight path. This
path is for TO flight TO3 where a rapidly
advancing area of Sc dissipation likely caused
by strong shear and mixing at Sc top is seen.

The typical vertical flight path of the TO
is illustrated in Fig. 3 for flight TO10. The
vertical path for each TO flight concentrated on
performing “saw-tooth” like profiles ranging
from ~100-m above to 100-m below Sc top in
order to investigate the processes associated
with entrainment. In between each set (“pod”) of

porpoise-like profiles (Hill et al., 2012) the TO
descended to near the sea surface for flux 

measurements. Horizontal legs were also flown
just below cloud base and in the cloud for the
same purpose. At least one higher profile was
also included.  

3. ENTRAINMENT MEASUREMENTS

The classical “flux-jump” equation (Lilly,
1968) often used for estimating the average
entrainment velocity is given by 

                                                 
     

where w is the vertical velocity, f is the scalar
conserved during entrainment, and Df is the
jump of the scalar across the inversion
separating Sc top from the free atmosphere.
The numerator of Eq. (1) is termed the

eentrainment flux (F ); and the brackets indicate
an average. 

POST provided an opportunity to
evaluate the application of Eq. (1). Three
factors are considered: 1) The jump of the
scalar is strong (as indicated by the title of Lilly’s
paper). 2) The entrainment flux is linear with

Figure 2 - Early evening NexSat satellite image of
the CA coast and Pacific Ocean showing a sketch
of the Twin Otter aircraft horizontal flight track for
flight TO3. The white arrow shows the prevailing
wind in the Sc. 

Figure 3 - Vertical flight path of the Twin Otter during
flight TO10. Pods represent series of porpoises from
100-m above cloud top to 100-m below cloud top. 



respect to height below Sc top to permit

eextrapolation of Fe to Sc top where w  is
calculated. 3) Entrained parcels descend in the
Sc. 

The scalar used in this study is the total

twater mixing ratio q . Factor No. 1) is not met for
all POST flights causing large uncertainties for

ethe value of w . On occasion moist layers are
found adjacent to Sc top making the
denominator of Eq. (1) quite small. Further, it is
difficult to find the upper limit of the jump for
several flights. Factor No. 2 is not met by

eseveral POST flights where F   changes rapidly
near Sc top; see the example in Fig. 4. This 

behavior occurs for several daylight flights
(about half of the total POST flights are daylight
flights) as well as for one night-time flight.This
result has implication on previous attempts to

edetermine w  from measurements made lower
in the Sc. The observations dealing with factor
No. 3 are surprising in that entrained parcels not
only descend in the Sc but also ascend. This is
likely caused by mixing at Sc top where
entrained parcels are fragmented by the
turbulence. Figure 5 shows an example of this
effect for flights TO3 and TO10 where a positive
LWC contribution to Fe indicates entrained
parcels with depleted LWC that are descending.

eThe method applied here to estimate w

uses a variation of the flux-jump method where
conditional sampling is used to identify the
entrained parcels. The “indicator variable”
(Khalsa, 1993) used for this identification are
the high rate LWC measurements. Figure 6
shows an example of picking out the entrained
parcels which uses the assumption that the
sharp deviations of LWC from a approximately
steady LWC background are the entrained

tparcels. Given that the q  scalar needs both

v vLWC and q  in the entrained parcels, q  is
calculated by applying the Clausius-Clapeyron

vequation and assuming that q  is equivalent to
the saturation mixing ratio. This approach is

vnecessary since the q   probes on the aircraft
nose were unable to provide fast data. 

Figure 7 shows the calculated values of

ew  for the POST flights as a function of the wind
shear measured just above cloud top. The 

eFigure  4 - Entrainment flux, F  as a function of
distance below cloud top for flight TO1 showing the
non-linearity of the flux with height.

eFigure 5 - Entrainment flux F  as a function of distance
below cloud top for flights TO3 and TO10; red is the

vflux from q  and black is the flux contribution from
LWC. The pattern for TO3 indicates strong mixing of

the entrained parcels.   



   

correlation between the two parameters is poor suggesting that wind shear does not enhance
entrainment by a significant degree. For a different result see Wang et al. (2008). Correlations

emade between w  and other parameters measured on the aircraft (not shown) also give poor
correlations). 

4. MICROPHYSICS

An expanded segment of Flight TO is shown in Fig. 8 where temperature deviations from
a slowly varying temperature background are compared to locations (red) identified as entrained
parcels. The correlation between the temperature deviations and the entrained parcels is strong,

Figure 7 - Average entrainment velocity for all Sc
POST flights (numbered) as a function of wind shear
measured above cloud top. A higher overcast existed
for night flight TO6.

Figure 6 - High rate LWC measurements for one
porpoise into the Sc from flight TO10 showing the
background LWC values (black)  and the location of
the entrained parcels identified by conditional sampling
(blue).

Figure 8 - Expanded segment of flight TO10 showing negative temperature deviations from the
background temperature (black) and the location of the entrained parcels identified by conditional

sampling of the LWC data (red); 1-m resolution data. See text for explanation of the numbers. 



which is also the case in the other POST flights
except in some flights near Sc top. The
numbers in Fig. 8 indicate how much of the
segments with temperature deviation are filled
with entrained parcels. Note that the number 1
indicates empty segments, 2 indicates partially
filled segments with entrained parcels, and 3
indicates fully filled. Also the segments with
temperature deviation are usually broader than
the entrained parcels. The lack or partial
presence of entrained parcels in the reduced
temperature segments suggests that cooling
due to droplet evaporation in the entrained
parcels is minimal, and that the cooling must be
due to radiative cooling. This behavior is
observed both for daytime and nighttime flights.

Another way to illustrate the cooling
effects is shown in Fig. 9 for flight TO6 where
the temperature change in the reduced
temperature segments is related to the
decrease of LWC found in the segments.
Mixture fraction analysis predicts the largest
buoyancy reversal for POST flight TO6 with a
decrease in temperature of several tenths of
one degree. If cooling due to LWC evaporation
plays a significant role it should show up in Fig.
9 as an increase in the loss of LWC for  an
increase in the cooling. The cooling in Fig. 9 is
nearly constant again suggesting a minimal role
for evaporative cooling and a major role for
radiative cooling. 

Using equations given in Stevens

(2002) for mixture fraction analysis of
“saturated buoyancy perturbations” the
predicted temperature change resulting from
mixing cloudy air near Sc top with free
atmospheric air above the inversion is
calculated for all POST flights and shown in
Fig. 10 compared to the average observed
temperature change in the entrained parcels. 

The correlation in Fig. 10 is poor, with the
predicted temperatures changes generally
indicating warming due to the mixing, and with
the observed temperatures changes showing

Figure 9 - Change of temperature in the entrained parcels as a function of depleted
LWC in the entrained parcels for flight TO6. The red circles indicate average values. 

Figure 10 - The observed average change (red) in
temperature T’ in the entrained parcels and the
predicted  temperature change (black) in the parcels

using mixture fraction analysis.    



slight cooling or near isothermal mixing.
Calculation of CTEI for all the flights also
suggests that most flights should show
warming in saturated mixtures.

A key assumption in mixture fraction
analysis and  CTEI calculations is that cloudy
air near Sc top mixes with air from the free
atmosphere above the inversion. The
observations in POST suggest that this
assumption does not hold, and that cloudy air
mixes with pre-conditioned inversion air caused
by detrainment of sensible heat and
evaporation of cloud water as proposed earlier
(Gerber et al., 2002, 2005). While the predictive
equations must be correct, they need to use
much smaller jumps consistent with the pre-
conditioning to explain the lack of cooling in the
entrained parcels due to LWC evaporation; see
Malinowski et al. (2012) for further discussion
of this topic. 

5. CONCLUSIONS

1) The application of the “flux-jump” approach

eto estimate the entrainment velocity (w )
requires a linear entrainment flux below cloud
top which is not always observed in the POST
Sc.

t2) The jump of the conserved scalar (q ) across

ethe inversion, needed to estimate w , is often
difficult to determine in the Sc, as has been
also noted in previous studies. This leads to

esignificant uncertainty in w .

3) The aircraft measurement of entrainment
flux [(numerator of Eq. (1)] gives more robust
numbers than the jump measurements and
should be used for model inter-comparisons.

4) All POST flights show wind shear above
cloud top, with some showing strong shear and
mixing causing significant droplet evaporation.

5) Cooling in segments of cloud which have a
high correlation with entrained parcels is
caused primarily by radiative cooling and at
most by a minimal amount by LWC
evaporation.

6) Entrained parcels appear to be nearly

buoyancy neutral and fill various portions of
radiatively cooled parcels and with an unknown
mechanism. 

7) Effective radius in entrained parcels is nearly
constant compared to unaffected cloud
suggesting that mixing is either inhomogeneous
or homogenous if the entrained air is pre-
conditioned  to be moist and near isothermal.
The latter appears to be the case for POST Sc.

8) Predictions of CTEI and buoyancy changes
(mixture fraction analysis) are incorrect for
POST Sc because of wind shear and mixing at
Sc top, and because the predictions make use
of entire jumps across the inversion rather than
jumps that are a fraction of the entire jumps.

9) The observations show that moisture flux
goes both ways across the cloud-top interface.
Theory is missing to include this phenomena
likely caused by wind shear, mixing, and droplet
evaporation. 

10) Another field study of unbroken Sc is
recommended with a longer observation period
than for POST. More flights with better meso-
scale coverage is desired. 

11) POST data is available that are suitable for
high-resolution inter-comparisons between LES
a n d  m e a s u r e m e n t s  ( s e e
http://www.eol.ucar.edu/projects/post/ ).
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1.INTRODUCTION

A  prototype  miniature  thermometer  UFT-2 
was  developed  from  the  former  Ultra  Fast 
Thermometer  UFT(Haman  et  al.,  1997, 
2001).  It  is  aimed  at  very  high  resolution 
airborne measurements in  clear  air  as well 
as in clouds. The sensing element is an ultra-
thin  resistive  wire  (1.25  μm  in  diameter). 
Tests with alternative, more robust, thin film 
resistive sensor are on the way. The sensing 
element  is  placed behind  a   0.25mm thick 
and 4mm long rod that protects it from cloud 
droplets  and  ice  crystals.  The  whole 
thermometer has no moving parts, is thinner 
than  a  pencil,  and  potentially  may  be 
integrated  with  cloud  droplet  sensors  like 
FFSSP or CDP. Miniaturization of the sensor 
results in lower flow distortions and reduced 
aerodynamic  noise  compared  to  previous 
UFT thermometers .  This improvement was 
confirmed both in preliminary test flights and 
in numerical simulations of the airflow around 
the  sensor  head.  Frequency  response  of 
UFT-2  reaches  10kHz  in  flight  conditions, 
corresponding to ~2mm spatial resolution. In 
order to collect data from such a fast sensor, 
a  small  autonomous  acquisition  system 
(DAS) recording on a memory flash card up 
to 200000 of 16-bit samples per second was 
built.  UFT-2  together  with  dedicated  DAS 
form small,  battery powered package which 
can  be  easily  adopted  on  various  aircraft, 
including  UAS.  To  fully  characterize  the 
prototype  UFT-2  more  tests  with  different 
sensing  elements  and  under  various 
atmospheric  and  flight  conditions  are 
needed.

2. DESIGN

A  significant  modification  of  the  UFT 
geometry was introduced,  in order to avoid 
moving parts which are difficult to certify on a 
research  aircraft.  Rotatable  anti-droplet 

shield was replaced by a fixed protecting rod. 
Studies  of  the  airflow  around  fixed  anti 
droplet shield lead to the conclusion that the 
fixed sensor should be smaller: the Reynolds 
number Re of the flow behind the rod had to 
be reduced to diminish wake effects. 

The  new  sensor  is  34mm  long  and  4mm 
wide.  The anti-droplet  protecting  rod has a 
diameter of 0.25mm and is placed 0.75mm in 
front of the sensing element. Such geometry, 
should ensure satisfactory protection of  the 
sensing  element  from  wetting  by  cloud 
droplets  and  hitting  by  ice  crystals.  At  the 
typical  airspeed of  100m/s flow around the 
rod is characterized by Re~1600 (Re~800 at 
50m/s).  At  this  values  of  Re  pressure 
fluctuations  (and  consequently  temperature 
fluctuations)  in  the  vortices  shedding  from 
the rod are reduced. 

Fig.1. Prototype UFT-II – sensor head. 

As  in  former  UFT's,  the  sensor  is  a 
thermoresistive  thin  and  long  cylinder.  It  is 
spanned  between  the  central  core  coaxial 
cable  connector  and  external  supports. 
Symmetric  collection  of  the signal prevents 
external  electromagnetic  interferences.  A 
photograph of the prototype of the new UFT-
2 with no moving part is presented in Fig.1.
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3. MANUFACTURING

After a series of  laboratory tests of various 
materials  and  assembly  techniques,  a 
following  construction  of  the  sensor  was 
chosen:

- sensor shell, 34mm long, made of stainless 
steel (AISI 304) tube of external diameter of 
4mm  with  1.6mm  duct  for  isolated central 
conductor;

-  coaxial  cable  (Habia  flexiform 405  FJ)  to 
collect signal from the sensing element;

- protecting rod of stainless steel (AISI 321), 
0.25mm in diameter, located 0.75mm in front 
of sensing resistive wires;

- sensing platinum wires,1.25μm in diameter, 
or metalized glass fibers 5μm in diameter;

A Wollaston  technique  is  adopted  to  apply 
fine  wires  as  sensing  elements.  Wollaston 
wire:  25μm thick  silver  shell  with  the  inner 
platinum  core  1.25μm  in  diameter,  is 
soldered  with  Au80/Sn20  alloy  to  the 
supports. After soldering it is etched in 60% 
nitric acid in order to remove silver shell.

In alternative version a 5μm thick fiberglass 
cylinder  of  is  soldered  with  indium  to  the 
support. Then it is metalized with gold using 
Quorum Technologies Q150R sputter coater 
to achieve resistance of about 50Ω at 20oC 
(Fig.2).

Fig.2.  Four UFT-2 senors ready for coating  
with gold in a special clamp in sputter coater.

A series of 10 prototype UFT-2 sensors was 
built for the laboratory and flight tests. These 
sensors are prepared to work with a modified 
(changed  resistors)  bridge/amplifier  system 
originating at UFT-M thermometers.

UFT-2  sensors'  stability  and  linearity  were 
tested  in  laboratory.  In  course  of  tests 
readings  from  UFT-2  sensors  in  thermally 
stable  environment  were  compared  to 
standard PT-100 thermometer.

Laboratory tested specifications  of  the  new 
UFT-2  with  the  dedicated  data  acquisition 
system are the following:

 temperature dependence: 0.15Ω/K

 sensitivity : 21mV/K

Due to differences between the sensors 
resulting from manufacturing, sensitivities of 
individual sensors may differ from this value 
by less than 10%.

Selected sensors were tested in a laminar 
wind tunnel at the airspeeds up to 40m/s. No 
significant effects of vortex shedding was 
observed, but it occurred that platinum 
sensing wires are very delicate and break 
easily. 

3.1. A/D CONVERTER AND DATA 
ACQUISITION SYSTEM.

UFT  thermometers  are  characterized  by  a 
very  good  frequency  response,  (Haman  et 
al., 1997, Rosa et al.,  2005) which requires 
sampling  frequencies  exceeding  10000 
samples  per  second.  Available  research 
aircrafts are not equipped in data acquisition 
systems (DAS) ensuring proper recording of 
UFT signals.  Experience  with  commercially 
available  data  acquisition  systems onboard 
research  aircraft  is  that  the  records  were 
affected by electromagnetic noise from radio, 
radar  and  avionic  systems  (Kumala  et  al., 
2010). A new, dedicated compact DAS was 
designed  and  manufactured  in  order  to 
complete construction of the UFT-2.

Fig.3. Block diagram of the complete UFT-2:  
sensing  elements,  amplifiers  and  data 
acquisition system (DAS).

The  dedicated  UFT-2  DAS  is  completely 
autonomous and records signals on a static 
memory  card.  Signals  are  measured  with 
MAX1167,  low  noise  16-bit  A/D  converter. 
MAX1167 output  results  in  continuous data 
stream  at  rate  up  to  4.8  Mbps.  Proper 
reception  of  such  data  stream  requires 



appropriate  hardware.  Therefore 
AT91SAM7S256, 32 bit micro-controller with 
ARM7 core was chosen. 

Except  for  CPU  and  memories  which  are 
common  in  this  class  of  devices, 
AT91SAM7S256  contains  few  additional 
hardware units.  Two fast  serial  transmitters 
(SPI,  SSC)  and direct  memory access unit 
(DMA) were used to transfer  data between 
ADC and memory card. PWM unit was used 
to generate control signals for ADC. Due to 
utilization  of  these  hardware  blocks 
AT91SAM7S25  processing  power  was 
enough to control  device.  Block diagram of 
the firmware of the UFT-2 DAS is shown in 
Fig. 4.

Fig.4. Logic diagram of the UFT-2 DAS.

DAS  firmware  is  responsible  for  the 
initialization of the hardware subsystems and 
saving read data  to  the memory card.  A/D 
converter uses two sets of arrays in RAM.

1.  A single  array store  the configuration  of 
individual  measurements.  The  contents  of 
the array is filled by software. Thus one have 
possibility  to  set  customized  configuration 
(the  number  of  channels,  sequence  of 
measurements) by modifying the firmware.

2.  Four  arrays  store  results  of 
measurements.  Results  are  written 
periodically  to  the  subsequent  arrays  with 
use  of  DMA unit.  Set  of  arrays  works  as 
buffer  and  ensures  enough  time to  rewrite 
these data to memory card.

The measurement  results  are  finally  stored 
on  the  MMC  memory  card.  Maximum 
capacity of  the  card is  4  GB and provides 
nearly  four  hours  of  data  recording  at  a 
speed of 100,000 measurements/sec. MMC 
memory  card  is  controlled  by  the  micro-
controller using SPI unit.

A  series  of  laboratory  tests  aimed  at  the 

verification of the performance of UFT-2 DAS 
were performed. A special effort was made to 
ensure  that  there  is  no  signal  leakage,  no 
critical system failure or that no data is lost. 

Laboratory-confirmed  technical  specification 
of the system is:
 maximum total sampling frequency 200 
kS/s,
 four channels with sampling frequency 
up to 50kS/s per channel, 
 resolution: 0.075mV (3mK),
 recording on MMC card of 4GB capacity.

Fig.5. UFT-2 electronics.

A complete electronics of the prototype UFT-
2 is shown in Fig.5.

4. TESTS IN FLIGHT.

Field tests of  the UFT-2 with the dedicated 
DAS were performed in  course of  EUFAR-
DENCHAR  field  campaign  with  the 
Enviscope  Learjet  aircraft, on 23/05–1/06 
2011,  in  Höhn,  Germany.  Enviscope 
designed and built dedicated UFT-2 housing, 
capable to hold two UFT-II senors, amplifiers 
and  the  dedicated  DAS  (Fig.6.).  It  was 
mounted outside the measurement container 
under  the  right  wing of  the Learjet  aircraft. 
(Fig.7). 

In course of flight campaign one of ultrafine 
(1.25μm  thick) wires  was  substituted  by  a 
resistor  (fake  sensor)  in  order  to  test 
amplifiers and data acquisition system. 

The amplifiers  and  data  acquisition  system 
worked flawlessly in all research flights from 
the  boundary  layer  up  to  stratosphere.  In 
contrary,  ultra-fine  wires  occurred  delicate 
and broke in course of flights on this fast jet 
aircraft.  Additional  improvements  are 
necessary  in  order  to  make  the  sensor 
robust,  additional  flight  tests  with  thin  film 
coated  fiberglass  sensors  are  necessary. 



Nevertheless,  enough  data  to  characterize 
basic sensor performance was collected. 

Fig.6. Two  UFT-II  thermometers  with  
housing designed and built by Enviscope in  
course  of  DENCHAR  field  intercomparison  
campaign.

Fig.7. UFT-2  in  housing  attached  to  the 
container  under  the  left  wing  of  Learjet  
aircraft.

Fig.8. Power spectral density of temperature 
fluctuations recorded with the UFT-2.

In  Fig.  8  power  spectral  density  of 
temperature  fluctuations  in  the atmospheric 
boundary layer recorded in a first  phase of 
one of research flights. It  can be seen that 
the  record  is  free  from  the  aerodynamic 
noise  resulting  from  vortex  shedding  to 
frequencies  up  to  10  kHz.  The  relative 
amplitude of the noise is substantially smaller 
compared to the UFT-F sensors (c.f. Fig. 4 in 
Kumala  2010).  Also,  practically  no  signal 
damping  (drop  below  -5/3  line)  can  be 

noticed for frequencies as high as 5kHz. 

5. NUMERICAL TESTS

A large  number  of  numerical  experiments 
was performed in order to characterize flow 
around  UFT-2.  Transient  direct  numerical 
simulations  were  performed  with  the 
OpenFOAM® (Weller et al., 1998) code. The 
initially uniform, structured, hexagonal mesh 
was refined and deformed in such a way that 
it  fitted  a  digital  model  of  the  UFT-2 
geometry. In the region behind the rod cells 
had  size  between  (0.0012mm)3 and 
(0.05mm)3.  In  some  simulations  the  mesh 
with increased resolution was used in order 
to examine mesh-sensitivity of the results.

The numerical model solved incompressible 
Navier-Stokes  equations  using  the  PISO 
algorithm  implemented  in  the  so-called 
pisoFOAM  solver.  The  equations  were 
discretized  using  the  finite  volume  method 
with the second order accuracy. The second 
order accurate Crank-Nicolson scheme was 
used to perform stable integration in the time 
domain.  The time step used in most cases 
was  equal  to  4e-7s  which  resulted  in  the 
maximal value of the Courant number slightly 
below 3. The length of the time step was the 
main  factor  which  influenced  the  large 
amount of computational time required by the 
simulations.

Fig.9.  A snapshot  of  pressure  fluctuations  
behind the sensing rod at TAS 70m/s. Value  
of the pressure is given in Pascals divided by  
the air density. 

In  all  simulations  uniform velocity of  70m/s 
was used as a inlet boundary condition along 
with  a  no-slip  boundary  condition  at  the 
surface of the thermometer.

Exemplary  results  of  simulations  are 
illustrated  in  Figs  9-13.  In  all  the  figures 



sensor  location  is  not  shown  (the  sensor 
spanned  the  region  between  the  middle 
cylinder and the sides, see Fig. 1).

Fig. 9 shows that the sensor is located in the 
area of slightly reduced pressure behind the 
rod.

Fig.10. A snapshot of air velocity magnitude 
in the plane of symmetry. 

Fig.  10.  presents  magnitude  of  air  velocity 
around the senor. It can be seen, that in the 
position  of  sensing  element  velocity  is 
reduced from 70m/s TAS down to 30-50m/s.

Fig.11. Streamlines indicating recirculation of  
the flow behind the rod and escaping after  
recirculation.  Air  represented  by  these 
streamlines gets to the measurement volume 
– location of the sensing element

Figs  11  and  12  show  streamlines:  few  of 
them are trapped in a wake of the rod, and 
escape  the  wake  after  some  recirculations 
(Fig. 11), while most of them flow around the 
sensor head. (Fig.12). 

Reduction  of  velocity  behind  the  rod  and 
some recirculation should effect in reduction 
of the frequency response of the senor. This 
effect is shown in Fig.13, in which simulation 
of a sharp front of passive scalar advected 

with a flow is simulated and response of  a 
modeled sensing element is investigated. 

Fig.12. Streamlines indicating airflow around 
the  senor  head.  Air  represented  by  these  
streamlines  cannot  be  in  contact  with  the  
sensing element.

Fig.13. Response of the “synthetic” sensing 
element  placed  0.75mm  behind  the  
protecting rod to the step-like passive scalar  
(e.g. temperature) jump in the flow.

Presented  curves  refer  to  value  of  the 
passive  scalar  collected  from  four  points 
uniformly  distributed  along  the  sensing 
element. It is shown, that the disturbance of 
the flow and some recirculation  behind the 
rod slightly reduce frequency response of the 
senor.  In  effect  after  0.0002s  sensing 
element  can  recover  about  80%  of  initial 
passive  scalar  jump.  The  same  simulation 
was  performed  with  the  mesh  resolution 
twice  as  large  as  for  results  presented 
above, showing almost the same response of 
the sensing element.

The  estimated  response  time  better  than 
0.0002s  is  in  agreement  with  the  PSD  of 
temperature  fluctuation  shown  in  Fig.  8, 



where some damping of  frequencies above 
5kHz can be noticed.
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1. INTRODUCTION

Exchange processes between stratocumulus 
and  free  troposphere  above  have  been 
intensively  investigated  in  many  research 
campaigns (see e.g.  Albrecht  et  al.  (1988), 
Lenshow et. al. (1988), Stevens et al. (2003), 
Bretherton et al. (2004)). Despite the fact that 
marine  stratocumulus  is  a  relatively  simple 
system:  almost  plain-parallel,  warm  cloud 
occupying the upper part  of  the well  mixed 
boundary  layer  above  a  homogeneous  flat 
surface,  understanding entrainment into the 
stratocumulus topped boundary layer (STBL) 
is  limited.  Consequently,  estimates  of  the 
entrainment  velocity  are  ambiguous  (e.g. 
Stevens  (2002),  Gerber  et  al.  (2005), 
Faloona et al. (2005), Lilly (2008)). Data from 
in-situ  measurements  (e.g.  Caughley  et  al. 
(1982),  Nicholls  (1989),  Lenshow  et.  al. 
(2000), Rode and Wang (2007)) and results 
of  numerical  simulations  (e.g.  Moeng  et.al. 
(2005),  Yamaguchi  and  Randall  (2008)) 
clearly indicate that top of the stratocumulus 
is  located below the capping inversion and 
does  not  touch  the  free  troposphere.  In 
between  there  is  so-called  entrainment 
interface layer, EIL, of thickness varying from 
few meters to few tens of meters Gerber et 
al.,  (2002),  Haman  et  al.  (2007),  Kurowski 
et.al., (2009). Data from the majority of field 
campaigns and numerical simulations are of 
too poor resolution to infer  about  details  of 
this layer. In this note we present two cases 
of very di erent structures of stratocumulusff  
top, capping inversion and EIL, documented 
by  means  of  very  high  spatial  resolution 
measurements  of  temperature  and  liquid 
water content.  Analyzed airborne data were 
collected  in  course  of  Physics  of 
Stratocumulus  Top  (POST)  research 
campaign  performed  in  2008  Gerber  et  al. 
(2010,  2012).  The  present  document  is 

structured in a following way: information of 
POST and key instruments are in section 2, 
data from two contrasting cases TO10 and 
TO13  are  described  in  section  3  and 
discussed in section 4.

2. POST: PHYSICS OF STRATOCUMULUS 
TOP RESEARCH CAMPAIGN

Physics of Stratocumulus Top (POST) was a 
research  campaign  held  in  the  vicinity  of 
Monterey Bay in July and August 2008. High-
resolution  in-situ  measurements  with 
CIRPAS  Twin  Otter  research  aircraft  were 
focused  on  a  detailed  study  of  processes 
occurring at the interface between the STBL 
and  the  free troposphere.  The  aircraft  was 
equipped  to  measure  thermodynamics, 
microphysics, dynamics and radiation.

Figure 1. Radome of CRPAS Twin Otter research  
aircraft  with  fast-response  instruments  used  in  
POST.

Adopted  flight  strategy  was  aimed  at 
collection of data from the cloud-top region, 
accompanied  by  information  on  fluxes  in 
various levels of STBL and vertical profiles of 
thermodynamic  and  dynamic  parameters 
allowing  to  characterize  lower  atmosphere 
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for the purpose of Large Eddy Simulations. 
Of  key  interest  was  cloud  top,  sampled  in 
course of porpoises across EIL, as shown in 
Fig.3 of Gerber et al. (2010). In this study we 
focus  on  a  fine-scale  measurements 
collected  with  the  UFT-M  thermometer 
Kumala  et  al.  (2012),  Particulate  Volume 
Monitor PVM-100 Gerber et al.  (1994), and 
other fast-response instruments collocated in 
close  proximity  around  the  radome  of  the 
aircraft  (Fig.1).  The  finest  resolution  PVM 
and  UFT-M  data  discussed  here  are  of 
1000Hz  sampling  frequency,  which 
corresponds to 5.5cm spatial resolution at∼  
55m/s  true  airspeed  (TAS)  of  Twin  Otter. 
Other fast response sensors provided 100Hz 
and 40Hz (55cm and 1.4m spatial resolution) 
measurements  of  three  components  of 
turbulent  velocity  fluctuations  and  humidity. 
Data  are  freely  available  from  the  POST 
database maintained by by National Center 
of Atmospheric Research Earth Observation 
Laboratory, 
http://www.eol.ucar.edu/projects/post/.

Preliminary  analysis  of  collected  data 
performed  by  Gerber  et  al.  (2010,  2012) 
allowed  to  distinguish  between  ”classical” 
and ”nonclassical” cases. Out of 17 research 
flights  performed in  course of  campaign,  6 
were  characterized  as  ”classical”  and  9  as 
”non-classical”.  In  the following we analyze 
details  of  EIL structure  in  ”classical”  TO10 
case  and  ”non-classical”  TO13  in  order  to 
understand  similarities  and  di erencesff  
between the cases.

Figure  2.  Vertical  profiles  of  potential  
temperatures,mixing  ratios  and  components  of  
horizontal wind characteristic for TO10 research  
flight. Cloud layer marked with a gray box.

3. TWO CASES: TO10 AND TO13 FLIGHTS

3.1. CLASSICAL CASE TO10

Flight  TO10 was performed on 2008/08/04, 
17:15-22:15  UTC.  It  was  a  daytime  flight 
(local time was UTC -7h) in a fairly uniform 
cloud  field  (c.f.  satellite  images  in  POST 
database). Typical sounding, taken in course 
of TO10 (Fig.2), shows a sharp liquid water 
potential temperature θl jump (10K) in 30m∼  
thick layer above the cloud top, accompanied 
by a rapid drop of water vapor mixing ratio 
and a substantial wind shear ( 4m/s for each∼  
component of wind velocity). 

In  Fig.3  records  of  temperature  T,  liquid 
water  content  LWC,  pressure  corrected 
altitude  h,  water  vapor  mixing  ratio  r and 
fluctuations of three components of velocity 
(u,v,w) in course of typical descend into the 
cloud  deck  are  presented.  Three  black 
vertical lines discriminate between the layers 
of substantially di erent properties. The firstff  
one, corresponding to the left part of the plot 
is  a  free  troposphere  (FT)  above  the 
inversion.  Temperature,  water  vapor  mixing 
ratio  and  velocity  records  are  smooth, 
fluctuations are small.

The  first  black  line  set  at  67726s  (659m 
altitude) marks the end of FT layer. After the 
marker  temperature  decreases,  fluctuating 
rapidly. Velocity records show presence of a 
substantial  wind  shear  and  turbulence. 
Temperature  jump  of  8K  is  recorded  in∼  

13m thick layer on a horizontal distance of∼  
550m. Such temperature drop, wind shear∼  

and turbulence are common features for all 
porpoises in this flight, suggesting existence 
of  a characteristic  Turbulent  Inversion Sub-
Layer (TISL) above the cloud top. It is worth 
noticing,  that  vapor  pattern  not  always 
mirrors that  of  T.  Increased humidity spots, 
indicating  former  mixing  events 
(detrainment), are present in FT above TISL.

2nd marker,  set  at  67736s (644m altitude), 
indicates entrance into a first blob of a cloud 
(LWC>0). Later aircraft penetrates through a 
series of  cloudy and clear  filaments.  Inside 
the last ones a remarkable (amplitude 2∼ oC) 
temperature  fluctuations  are  present. 
Horizontal velocities indicate continuing wind 
shear, slightly weaker than in TISL. Turbulent 
velocity  fluctuations  are  increased. 
Intertwined cloudy and clear air filaments are 
recorded on a distance of 800m in 30m∼ ∼  
thick layer. This region is named a Cloud Top 



Mixing Sub-Layer (CTMSL). CTMSL together 
with  TISL  forms  the  Entrainment  Interface 
Layer, EIL.

The rightmost black mark at 67751s (628m 
altitude) indicates entrance into the cloud top 
layer  (CTL).  There  are  remarkable 
fluctuations of LWC inside CTL, but its value 
at 100Hz (55cm spatial resolution) record is 
everywhere  above  0.  Temperature 
fluctuations  are  small,  typically  of  0.2oC,  in 
contrast to that in CTMSL where they exceed 
2oC.  Velocity  fluctuations  are  still  large, 
especially of a vertical component.

In Fig.4 three expanded segments of 1000Hz 
LWC and  T records  from  CTMSL  are 
presented in order to demonstrate character 
of small-scale T and LWC fluctuations. It can 
be  seen  that  locally,  in  cloudy  filaments, 
LWC approaches 0.6gm-3 , i.e. the maximum 
value across the whole cloud depth. These 
filaments  are  cold,  of  temperature  9.8∼ oC, 
characteristic  for  the  CTL.  Some  cloudy 
filaments with depleted LWC are warmer, of 
temperatures  10.2-10.6oC.  Fluctuations  of 
LWC in CTMSL are steeper than fluctuations 
of  T.  Sometimes  (e.g.  at  67736.8s)  a  shift 

Figure 3. Temperature T, liquid water content LWC, water vapor mixing ratio q and velocity fluctuations  
(mean value substracted) in course of descend (h-altitude) into the stratocumulus cloud deck. Three  
black vertical lines mark borders between the free troposphere, the inversion, the cloud mixing layer  
and the cloud top.

Figure 4. Full 5.5cm resolution (1000Hz) blow-ups of T and LWC fluctuations in the cloud mixing layer.  
Time corresponds to that in Fig.3. Two upper panels show 1s (55m long) segments, the bottom one  
shows 2s (110m long) segment.



between  LWC and  T peaks can be noticed, 
most likely e ect of di erent location of PVMff ff  
and UFT sensors.

Vertical profiles of LWC across CTMSL and 
CTL from 12 consecutive typical penetrations 
are presented in Fig.5. Each dot corresponds 
to  LWC averaged  over  1.4m long  distance 
(40Hz data). In most subplots the maximum 
LWC increases  linearly  with  height, 
suggesting  presence  of  parcels  lifted 
(almost)  adiabatically  from  the  cloud  base, 
(c.f.  Pawlowska  et.al.,  (2000),  Gerber 
(1996)).  Parcels  with  reduced  LWC most 
often  appear  in  CTMSL,  in  CTL  depleted 
LWC is less common and indicates presence 
of  ”cloud  holes”  (Gerber  et  al.  (2005), 
Kurowski  et.al.  (2009),  Malinowski  et  al. 
(2012)),  parcels  of  negative  buoyancy, 
formed in course of mixing and evaporative 
cooling at  the cloud top,  slowly descending 
across the cloud deck.

Figure  5.  Typical  profiles  of  LWC collected  on  
porpoises  in  TO10  flight.  Each  data  point  
corresponds to 1.4m long average (40Hz data).  
Four consecutive profiles are shown in each row.  
Successive rows are from different flight legs in  
order to illustrate LWC profiles for the the whole  
flight.

3.2. NON-CLASSICAL CASE TO13

Conditions  during  evening  flight  TO13, 
performed  2008/08/09,  00:58-06:00  UTC 
were di erent,  as illustrated in  Fig.6.  Whileff  
the total jump of θl between the middle of the 
mixed  layer  and  the  1000m  altitude  is∼  
comparable to TO10 case ( 10K),  a sharp∼  
inversion  above  the  cloud  top  has  a 
temperature jump of  no more than 4K.  ∼ θl 

and total water profiles are tilted from vertical 
across  the  upper  part  of  the  cloud.  This 
suggests that the cloud top is not a part of 
the mixed atmospheric boundary layer.

Humidity  profile  in  Fig.6  shows  almost 
saturated layer (or blob?) at 750m height.∼  

Wind jump in the cloud top region is smaller 
than  in  TO10  case  and  a  shear  layer  is 
significantly  deeper,  its  bottom  correlates 
with the top of the mixed boundary layer.

Figure 6. As in Fig.2, but for TO13 flight.

In  Fig.7  100Hz  series  of  T,  LWC,  r and 
velocity fluctuations in typical penetration of 
the cloud top are  presented.  In  contrast  to 
TO10  case  (c.f.  Fig.4),  T, r and  velocity 
fluctuations  are  present  in  FT  above  EIL. 
Line discriminating between FT and TISL is 
set  at  14746s  (altitude  of  599m),  marking 
beginning of the sharp inversion associated 
with  a  wind  shear  (v velocity  component 
only). Patterns of  T and v before the marker 
suggest wavy engulfment of FT air into TISL.

A  first  blob  of  cloudy  air  (14751s,  591m 
height)  marks  beginning  of  CTMSL.  There 
are increased velocity fluctuations associated 
with this parcel and successive cloud blobs. 
Later, till 14772s (down to 554m altitude) T, r 
and  LWC vary.  Except  for  the  first  cloudy 
filament,  LWC in  CTMSL does  not  exceed 
0.25gm-3 , which is substantially less than the 
maximum  LWC in  cloud  top  region.  This 
suggests that  cloud filaments in  this  region 
do not contain adiabatic parcels originating at 
the cloud base. Humidity in both cloud and 
clear air filaments approaches the saturation 
value.

A marker discriminating between CTMSL and 
CTL is  set  in  a  point  in  which  LWC jump 
correlates with drop of  T and r. Right to this 
point  there  are  remarkable  fluctuations  of 
LWC and of all velocity components, but no 
more systematic increase of  v (end of wind 
shear layer). Across the whole depth of EIL 
(between  599m  and  554m)  temperature 
changes  by  less  than  2.5K,  v velocity 
component  changes  by  4m/s  and,∼  
paradoxically,  water  vapor  mixing  ratio 



increases  with  height,  indicating  that  the 
whole EIL is close to saturation.

Fig.8 shows 1000Hz blow-ups of T and LWC 
fluctuations in CTMSL. Microscale picture of 
cloud-clear air mixing clearly di ers from thatff  
in TO10 (c.f. Fig.5). Regions of LWC<0.1g/m3 

accompanied by temperature fluctuations of 
0.5K  are  common.  Sharp  ramps  in∼  

temperature  record  suggest  very  narrow 
interfaces between the filaments of  various 
temperatures.  Such  ramps,  common  within 
both: cloudy and clear air filaments were not 
observed in TO10 case. 

In Fig.9 twelve consecutive vertical profiles of 
LWC in are presented in a similar manner as 

in  Fig.6.  Di erences between these figuresff  
are striking. In TO10 maximum LWC in CTL 
and CTMSL in 100m thick layer at the cloud 
top  increases  with  height,  in  TO13  it 
decreases  or  is  constant.  Several  panels 
indicate that in a layer below 100-150m from 
the  cloud  top  the  maximum  LWC  shows 
pattern typical  to that  in the mixed layer:  a 
linear  increase  of  maximum  LWC with  the 
altitude. 

It  is  worth  of  mentioning,  that  structure  of 
stratocumulus top in TO13 is not unique. It 
resembles closely e.g. clod top from RF08B 
case of FIRE I research campaign (c.f. Fig 6 
in Rode and Wang (2007)).

Figure 7. As in Fig.3, but for TO 13 flight.Figure 3. 

Figure 8. As in Fig.4, but for TO 13 flight. Panels 1 and 3 show 2s (110m long) segments, in the middle  
panel1s (33m long) segment is presented.



4. DISCUSSION

Di erences  in  thermodynamical  andff  
dynamical  properties  of  the  cloud  tops 
between  TO10  and  TO13  cases  were 
reflected  in  visual  appearance  of 
stratocumulus  top.  Observers  on  board 
noticed  ”classic  stratocumulus  layer”  in 
course  of  TO10  flight,  while  in  course  of 
TO13 they reported ”cloud tops looking like 
moguls”. 

Figure 9. As in Fig.5, but for TO13 flight.

Nature  of  these  di erences  requiresff  
additional analysis. Consider crude estimates 
of  turbulence  parameters  in  consecutive 
layers and sublayers of the cloud top region 
(Table 1), based on few penetrations in each 
case. 

Table  1.  Typical  properties  of  turbulence  in  
consecutive layers of the cloud top in TO10 and  
TO13. 

Rows:  FT-free  troposphere,  TISL-  turbulent  
inversion  sublayer,  CTMSL-  cloud  top  mixing  
sublayer, CTL- cloud top layer, EIL: entrainment  
interfacial layer.

Columns:  RMSV-  root  mean square  velocity  in  
m/s,  Ri-  bulk  Richardson number,  LC –  Corrsin 
scale, LO –  Ozmidov scale.

Root  mean  square  velocity  (RMSV) 
fluctuations  were calculated using low-pass 
filtered  velocity  (10Hz  cuto  frequency)  inff  
order  to  damp the instrumental  noise.  Bulk 
Richardson number was estimated from 1 Hz 
data across 50m thick layer of FT, and the∼  
whole depths of TISL, CTMSL and EIL using 
the following formula:

Ri=

g
θl

(
Δθl
Δ z

)

(
Δ u
Δ z

)
2

+(
Δv
Δ z

)
2

       (1)

where g is gravity acceleration,  ∆ϑl,  ∆u and 
∆v are  jumps  of  liquid  water  potential 
temperature  and  horizontal  velocity 
components across the layer of thickness of 
∆z.

Vertical  gradients  are  a ected  by  the  wayff  
data were collected. Almost horizontal flight 
path  (typical  inclination  2  degrees)  and 
inevitable horizontal variability of temperature 
and  wind  are  cause  of  this  problem.  In 
particular, CTMSL as seen in Figs. 3 and 6, 
may not appear on vertical profiles from. e.g. 
dropsondes. Thickness of this sublayer is just 
a ”first  guess”  estimate of  the amplitude of 
cloud  top  fluctuations  on  a  horizontal 
distance of few km.

Keeping  above  in  mind,  a  simplified 
dynamical picture of cloud top region in both, 
such di erent  cases,  is  surprisingly  similar.ff  
Free  troposphere  is  dynamically  stable 
(Ri≈4), with the minimum values of RMSV in 
all the investigated layers. TISL, CTMSL and 
the whole EIL are characterized by values of 
Ri  close to the critical  (which,  according to 
di erent sources varies in a range 0.2–1.0).ff  
Minimum  value  of  Ri  seems  to  be 
characteristics  of  TISL.  All  the penetrations 
seen by the authors so far confirm that TISL 
is  turbulent,  despite  the  maximum  static 
stability across this layer. SiA border between 
non-turbulent  FT  and  turbulent  TISL  is 
always sharp, no gradual increase of velocity 
fluctuations is  observed.  CTL begins at  the 
level  where  horizontal  velocity  gradient 
vanishes. Similar properties of EIL, collected 
from helicopter-borne instrumented platform 
ACTOS were reported by Katzwinkel et al., 
(2011). 

Estimates of Ri and RMSV across whole EIL 
are more reliable than across the sublayers. 
Despite  the  uncertainties,  turbulent 
properties of  EIL as diagnosed from Ri are 
similar in both cases. This can be explained 
analyzing the length scales associated with 
the turbulence. The first one, Corrsin scale, is 
a scale above which eddies are deformed by 
the shear and can be expressed as:

LC=√
ϵ

S3
(2)



In the above  S is velocity shear across the 
EIL  and  ε is  the  turbulent  kinetic  energy 
dissipation  rate.  Ozmidov length  scale  is  a 
scale above which eddies are deformed by a 
stable stratification in EIL and is expressed 
as:

LC=√
ϵ

N 3
(3)

where  N is  Brunt-Vaisala  frequency across 
the  EIL.  While  we  do  not  know  ε  in  both 
cases (estimates from the power spectra of 
velocity  on  short  flight  segments  are  not 
reliable), we can estimate the ratio of Corrsin 
and Ozmidov scales:

LC
LO

=(
N
S

)
3
2=Ri

3
4 (4)

The  last  equation  shows  link  between  the 
scale ratio and Ri which can be interpreted in 
a following way: production of turbulence by 
the shear and across EIL and its damping by 
the  buoyancy  across  EIL  coincides.  Ri  in 
range  0.3-0.5  in  statically  stable  turbulent 
mixing  layers  is  widely  reported  in  the 
literature (see review by Peltier and Caulfield 
(2003)),  direct  numerical  simulations  of 
Smyth and Moum (2000) (c.f. Fig 6 therein), 
of Brucker and Sarkar (2007) (Fig.7 therein) 
and  of  Pham  and  Sarkar  (2010)  (Fig.  2B 
therein); consequently show Ri in range 0.3-
0.5 in the stratified shear layer in agreement 
with the laboratory experiments reviewed by 
Peltier  and  Caulfield  (2003)  and  with  our 
estimates.  More  interestingly,  Peltier  and 
Caulfield  (2003)  discuss  details  of  the 
mechanism  which  drives  mixing  across 
stratified shear layer: overturning of densities 
in  Kelvin-Helmhols  billows  leading  to 
secondary  convective  instability  across  the 
layer  which  determine  mixing  e ciency.ffi  
What di ers Sc cloud top mixing region fromff  
stable mixing layers reviewed in the literature 
is the e ect of evaporative cooling in courseff  
of  mixing,  leading  to  nonlinear  e ects  inff  
buoyancy of mixed parcels. Relative humidity 
RH of FT in TO10 case is 0.12, while in TO13 
it  reaches  0.92.  In  both  cases  CTL  is 
saturated  containing  small,  typical  for 
stratocumulus  clouds,  amounts  of  LWC. 
Mixing  diagram  for  TO10  case  closely 
resembles  that  from  RF01  of  DYCOMS  II 
experiment  (c.f.  Fig.  11  in  Kurowski  et.al. 
(2009)).  For  dry  troposphere  parcels 
containing FT fraction χ<0.12 in mixing event 
are negatively buoyant,  and mixtures of  FT 

fraction  χ<0.11  are  saturated  after 
completion  of  mixing.  This  means,  that 
diluted cloudy parcels of  χ<0.12 are likely to 
be  removed  from  CTML  by  negative 
buoyancy. 

In  contrary,  for  TO13  case,  mixing  across 
inversion cannot produce negative buoyancy. 
High  RH  of  entrained  FT  air  and  small 
temperature di erence between FT and CTLff  
cause  that  evaporative  cooling  in  course 
mixing is weak, which only marginally a ectsff  
buoyancy (density).  Additionally,  mixtures of 
as high fraction of clear air as χ<0.7 are still 
cloudy.  In consequence,  most  of  the mixed 
parcels  maintain  diluted  cloud  water  and 
remain  close  to  the  level  where  mixing 
occurred, which leads to formation of a layer 
with reduced LWC below the inversion. 

5. CONCLUSIONS

1.  Inversion  capping stratocumulus  layer  is 
turbulent.

2.  Exchange  between  FT  and  CTL  is 
governed  by  turbulent  mixing  across  EIL. 
Thickness  of  EIL  results  from  dynamic 
adaptation of thickness of the shear layer to 
temperature  (density)  and  wind  jumps 
between  CTL  and  FT.  Adaptation  means 
maintaining the Richardson number close to 
its critical value.

2.  Despite  similarities  in  dynamics  of 
exchange process across EIL,  existence or 
non-existence  of  cloud  top  entrainment 
instability leads to substantial di erences offf  
the Sc top structure.  When thermodynamic 
conditions allow CTEI, mixed parcels which 
are  negatively  buoyant  they  are  removed 
from CT region  due  to  negative  buoyancy. 
For  high  RH of  FT,  preventing  from  CTEI, 
mixed  parcels  often  remain  cloudy  and 
buoyancy  sorting  prevents  them  from 
sinking. They remain in the cloud top region 
below inversion. 
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1. INTRODUCTION 

In the updraft, below the base of convective 
cloud the boundary layer aerosol becomes 
hydrated due to increase of relative humidity 
in adiabatic lift. Cloud Condensation Nuclei 
(CCN) are activated and small droplets are 
formed. In 1959 Twomey [1] elaborated 
model of this process that is still considered 
a valid one. The refined and improved 
versions of this approach are widely used for 
numerical modeling of convective processes, 
[2, 3] and to elucidate in-situ measurements 
[4]. There are, however, many uncertainties 
related with the details of droplet formation, 
particularly important in context of indirect 
aerosol influence on the radiative forcing [5]. 
Remote retrievals of vertical profiles of the 
aerosol size distribution can help in better 
understanding of the microphysical 
processes at the cloud base. Here we 
present a technique to investigate CCN 
activation and preliminary phase of droplet 
growth at base of convective cloud using 
multiwavelength lidar. It combines on a 
natural technique of aerosol particle size 
distribution (APSD) retrieval described in [6] 
and additional information on CCN activation 
from Twomey model [1].  

Briefly the method consists in assumption of 
APSD function in a predefined form with 
several free parameters. In particular, for our 
three wavelength lidar we chose a bimodal 
combination of lognormal functions. The 
aerosol is assumed to consist of spheres of 
known refractive index. Such conditions are 
well fulfilled for the hygroscopic aerosol at 
high relative humidities close to the cloud 
base and for small cloud droplets. Using Mie 
approach [7] we calculate backscattering 
coefficient βλ(z) and total scattering 

coefficient αλ(z) for each wavelength λ in a 
range of distances z from the lidar located at 
z0. After substitution of obtained parameters 
to a set of lidar equations : 
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the range corrected calculated signals Lλ(z) 
are compared to the measured ones. 

Direct substitution of extinction and 
backscattering coefficients into (1) ensures 
that APSD remains as the only unknown 
function in the system of equations. 
Application of the minimization procedure 
provides an opportunity to get the optimal 
parameters characterizing the predefined 
APSD distribution. The method does not 
require knowledge of lidar ratio. 

 

2. LIDAR, EXPERIMENT AND SIGNALS 
REGISTERED UNDER CUMULUS CLOUD 

Construction of the lidar used in observations 
of Cumulus base was described elsewhere 
[6, 8]. Briefly, in the optical transmitter pulsed 
Nd:YAG laser generates the beams at 1064, 
532 and 355 nm. The energy of the light 
pulses reaches 100 mJ, the repetition rate is 
10 Hz. In the optical receiver a Newtonian 
telescope with the mirror of 400 mm in 
diameter and focal length equal 1200 mm is 
used. The return light pulses, collected by the 
telescope, are spectrally separated by a 
polychromator and registered in relevant 
channels, corresponding to consecutive 
wavelengths. The signals from the 
photomultipliers installed at each channel are 
digitized by 12-bit A/D converters. 

Lidar data analyzed in this study were 
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collected in Warsaw on 30. 08. 2008. On this 
day fair weather cumuli were developing in a 
mass of marine polar air advecting from 
north in peripheries of the Scandinavian high 
pressure system. The laser beams were sent 
vertically, pointing at clouds drifting above the 
lidar station. Cloud base height was 
increasing in course of measurements. 
Moreover, wind shear caused that clouds 
were tilted and signature of clouds in lidar 
profiles was observed at altitudes in a range 
from 1400 to 2000 m.  

Fig.1 presents an example of range-
corrected lidar profiles from the region 
classified as a cloud base. These profiles 
were obtained by averaging over 300 laser 
shots (30 s) and over 9 m long segments 
along the beam.  
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Fig. 1. Example of range corrected lidar 
signals in vicinity of the cumulus cloud base. 
zA and zC denote the activation and the 
condensation altitudes respectively  

 

In general, presented profiles are typical for 
the lidar signals at the cloud base, as 
reported e.g. in [9] and [10]. At the altitudes 
below 1.6 km (i. e. more than 40 m below the 
cloud base) the signals are weak, which 
indicates that the light is scattered by aerosol 
consisting of small particles. For these 
altitudes the technique of retrieval, described 
in [6] was applied in its generic form. 
Beginning from 1605 m (the lower arrow in 
Fig. 1) all three signals increase. That 
indicates the enhanced scattering due to 
hygroscopic aerosol particle size growth. The 
corresponding height is denoted za, and is 
considered a signature of activation of CCN 
beginning. In this region we change the 
retrieval algorithm using additional 

information, i.e. Twomey's model of CCN 
activation in adiabatic parcel. Its details are 
described in the next section.  

Above the signal maximum (1670 m) lidar 
returns are strongly affected by multiple light 
scattering. Consequently, the signals above 
the maximum are not analyzed.  

In course of measurements about 65 three 
wavelength profiles with cloud signature was 
collected. 12 of them was classified as 
pointing into the cloud base within the whole 
averaging period. For all 65 “cloudy” profiles 
a modified retrieval accounting for CCN 
activation and droplet growth was applied, 
but the statistical analysis of retrieval was 
performed separately for “cloud base” and 
“cloud side” cases, in order to look for 
differences. By principle the method should 
work for uniform cloud bases only. 

 

3. PARCEL MODEL CALCULATIONS OF 
CCN ACTIVATION 

Starting from the activation altitude, za 
(method of za determination is described in 
the next part) a simple model of CCN 
condensation and droplet growth, based on 
adiabatic parcel approach was used to 
provide additional information on vertical 
profiles of the particle distributions. 
Calculations of the evolution of CCN and 
droplet size distributions were performed with 
the accurate and efficient numerical code 
described in [11].  
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Fig. 2. Effective radius as a function of 
relative altitude for various lift speed v [m/s] 
and hygroscopity coefficient κ. 

 

Thermodynamic conditions were taken from 
the atmospheric sounding from 12 UTC from 
nearby (~25 km north) Legionowo (WMO 



123740). Typical well mixed boundary layer 
was observed. Aerosol evolution in updraft 
was calculated using κ-Koehler approach 
[12]. Computations were done for constant 
updraft velocities at the cloud base ranging 
from 0.1 to 4.0 m/s and two values of κ: 0.04 
(non-hygroscopic aerosol) and 0.64 
(hygroscopic aerosol). Example results, 
shown in Fig. 2, indicate that to the first 
approximation number of the activated 
particles increases with the updraft velocity, 
while the depth of activation zone depends 
on the hygroscopicity of aerosol. 
The initial modal distribution of aerosol 
retrieved from the lidar profile analysis below 
za was taken for the calculations. The starting 
level for all model runs was about 350 m 
below cloud base, and the simulations were 
stopped after reaching 500 m above the 
starting level. The following conclusions were 
drawn from the parcel model: 

a) In the range of investigated updraft 
velocities and for hygroscopity parameter 
from 0.04 (non-hygroscopic aerosol) to 0.64 
(highly hygroscopic aerosol), the particles of 
dry radius which exceeds rmin=100±20 nm, 
are activated and grow into cloud droplets. 
Thus the droplet number concentration in 
cloud can be estimated from the integration 
of the right part of the APSD at the activation 
level za : 
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 Fig. 3. Number of activated particles as a 
function of rmin. The arrow indicates rmin value. 

 

The value of NA as a function of rmin is 
presented in Fig. 3. While in this preliminary 
study the initial APSD is determined with 
precision of 50 % and the rmin with precision 
20 %, the estimated droplet number 

concentration in investigated clouds is 

NA = 24001000 cm-3, which is the value 
expected in polluted urban area. 

b) Starting from the activation altitude zA 
activated droplets constitute the Gaussian 
distribution. Its amplitude increases with 
height due to growing number of activated 
droplets. Median radius of the mode r0 and 
its width σ remains constant: r0≈1000 nm, 
σ≈500 nm 

c) For the particles smaller than rmin the 
APSD remains unchanged.  

d) At the altitude zc, all hygroscopic particles 
of dry radii r>rmin become activated. Further 
growth (for z>zc) of activated droplets takes 
place due to the condensation. It can be 
expressed by increase of the median radius 
of Gauss mode with the constant amplitude. 

 

4. RETRIEVAL OF APSD IN UPDRAFT 

Basing on the above conclusions a modified 
algorithm for retrieval of APSD in updraft 
under cumulus base consists of the following 
steps: 
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activation altitude zA for and consecutive 
altitudes to the condensation altitude zC and 
above. 

 

a) An initial guess of za altitude. 

The first guess is an altitude above which a 
systematic increase of all three lidar signals 
is observed. At this level the APSD function,  
which was determined for z<za, is divided in 
two parts: for r<rmin it persists in its initial form 

while for rrmin a Gaussian mode containing 
Na particles is generated. Then the 
backscattering and total scattering 
coefficients (βλ(z) and αλ(z)) are calculated 
for each wavelength λ with Mie approach [7]. 
Using the formula (1) the range corrected 



lidar signals Lλ(z) are found and compared to 
the measured ones. Fit provides the 
opportunity to determine the amplitude of the 
Gauss mode.  

b) Since the determination of za is 
ambiguous, the procedure is repeated 
starting from the neighboring altitudes 

(zA9 m etc.). The smoothness of increase of 
the Gauss mode amplitude with the altitude 
is evaluated for each level.  

After such iteration procedure the activation 
altitude is finally determined. The following 
evolution of the modeled aerosol particle size 
distribution within the activation range 
zA<z<zc are shown in Fig. 4.  

c) Above the condensation altitude zc the 
increase of the lidar signals (Fig. 1) result 
from the condensational growth of activated 
droplets, i.e. by the increasing median radius 
r0 at the constant number concentration NA. 
Comparison of synthetic lidar signal 
calculated using this assumption to the 
measured one provides opportunity to 
determine r0 for each altitude.  
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Fig. 5. Number of activated droplets as a 
function of the relative altitude (zc=0) 
retrieved for profiles classified as “cloud 
base” (a) and “cloud side” (b) 

Within these consecutive steps the size 
distribution function n(r,z) for each observed 
altitude can be determined (Fig. 4) and used 
e.g. to calculate the effective radius of 
droplets expressed by: 

drz)n(r,r

drz)n(r,r
=(z)reff




2

3

         (3) 

 

5. RESULTS AND DISCUSSION 

Figs. 5 and 6 present statistics of lidar 
retrievals of activation/condensation at the 
cloud base. Due to the variability of cloud 
base heights their altitude was normalized to 
zC for each lidar profile.  

It can be seen, that the cases classified as 
“cloud base” are characterized with a smaller 
spread of activated droplets number and of 
the effective radius than the cases classified 
as “cloud side”. This confirms that usage of 
parcel model of droplet growth is useful in 
the retrieval procedure.  
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Fig. 6. Effective radius as a function of 
relative altitude (zc=0) in profiles classified as 
“cloud base” (a) and “cloud side” (b) 

 



Decrease of NA and fluctuations of reff at the 
topmost end of “cloud base” profiles are the 
effects of low-number statistics (only few 
shots reach this level). On the other hand 
similar effect is visible in the profiles 
classified as “cloud side”. This suggests 
the artifacts due to secondary scattering, 
which means that two topmost points should 
be rejected. 

A sharp tilt in Na at z=0 and constant Na 
above is the effect of retrieval assumptions, 
not of non-hygroscopic aerosol (c.f. Na 
profiles from parcel model in Fig.2.). 
Comparison of Figs 2 and 5 suggests that 
the most probable updraft speed at the cloud 
base is ~2 m/s. 

In summary we may conclude that: 

a) Information from parcel model of 
activation and condensational growth of 
cloud droplets can be used to estimate the 
cloud droplet number concentration Na at the 
cloud base from multiwavelength lidar 
signals. 

b) Additionally, the method allows estimating 
vertical profile of the effective radius of cloud 
droplets at the cloud base. 

c) Comparison of measured lidar profiles at 
the cloud base to lidar profiles calculated 
theoretically with the parcel model allows to 
estimate updraft velocity for a given dry 
APSD functional shape and hygroscopicity.  
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1. INTRODUCTION

According  to  the  Intergovernmental 
Panel  on  Climate  Change  the  direct 
effect of  aerosols to radiative forcing is 
still  highly  uncertain  (IPCC,  2007).  The 
direct  effect  arises  from light  extinction 
by  aerosol  particles,  i.e.  due  to  the 
combined  effect  of  aerosol  light 
scattering and absorption. Evaluation of 
the  direct  effect's  magnitude  is 
complicated,  because  these  properties 
depend on the wavelength of the incident 
light  and the angular  distribution  of  the 
scattered light,  which, in turn, depends, 
e.g.,  on  the  size,  concentration,  and 
chemical  composition  of  the  aerosol 
particles.  Particles  that  contain  sulfate, 
nitrate,  and  organic  carbon 
predominately scatter light, and particles 
that  contain  black  carbon  absorb  it. 
Furthermore,  internal  mixing  (e.g.,  of 
organics  and  black  carbon)  may 
dramatically influence the aerosol optical 
properties.

Aerosol  particles  exit  the  atmosphere, 
e.g.,  by  activating  into  cloud  droplets, 
which subsequently  fall  down,  or  being 
scavenged  by  the  falling  rain  droplets. 
The degree of activation depends largely 
on  the  aerosol  size  but  also  on  its 
chemical  composition  (Dusek  et  al., 
2006). For  example,  fresh  soot  is 

generally  hydrophobic  and  therefore  inhibits 
activation,  whereas  sulphurous  compounds 
are hygroscopic. Furthermore, the scavenging 
efficiency in clouds is enhanced by aging of 
organic  species  and  subsequent  mixing 
(Sellegri et al., 2003).

In  this  work  we  present  aerosol  optical 
properties  during  three  cloud  events.  Our 
analysis is based on long-time measurements 
of  aerosol  scattering  and  absorption 
coefficients  at  Puijo  in  Kuopio,  Finland 
(Leskinen et al., 2009; Leskinen et al., 2012). 
We  inspect  the  cloud  effects  on  aerosol 
optical  properties  in  different  conditions  with 
or  without  emissions  from  local  pollutant 
sources.

2. MEASUREMENT SITE

The Puijo measurement station (Leskinen et 
al. 2009) on the top of an observation tower 
(62°54’34’’ N, 27°39’19’’ E, 306 m above sea 
level,  224  m  above  the  surrounding  lake 
level)  near  the  town of  Kuopio  (population 
97000)  in  Eastern  Finland,  has  provided 
continuous  data  on  aerosol-cloud 
interactions  since  2006.  Since  then  the 
station has been covered by clouds 15 % of 
the  time.  The  optimal  months  for 
investigating  low-level  clouds  are  from 
September  to  November  (Portin  et  al., 
2009).



We categorize the Puijo measurement 
station  as a semi-urban measurement 
station,  because  there  are  local 
pollutant  sources  (traffic  routes, 
residential areas, industrial plants) in a 
particular  sector  (0–245°)  seen  from 
the Puijo tower, whereas the remaining 
sector  (245–360°)  represents  a 
“cleaner”  sector  with  almost  no  local 
sources.  This  enables  studying  the 
properties  of  freshly  emitted  aerosol 
(e.g.,  sulphurous  compounds  from  a 
nearby paper mill or black carbon from 
combustion  sources)  and  aged  long-
range  transported  aerosols. 
Furthermore,  the  elevated  location 
enables  studies  of  the  interaction  of 
aerosols with low-level clouds (Portin et 
al., 2009).

3. INSTRUMENTATION

By using a special twin inlet setup (total 
and  interstitial  inlets)  and  a  switching 
valve system we are able to separate the 
total  aerosol  from  the  interstitial 
(unactivated) particles. The total air inlet 
has the same construction as that used 
and  designed  by  Weingartner  et  al. 
(1999), who reported that the cut-off size 
of  the  inlet  is  40  µm  when  the  wind 
speed is below 20 m/s, which is the case 
most of the time at Puijo. The large cut-
off  size  allows both  cloud droplets  and 
unactivated  interstitial  aerosol  particles 
to  enter  the  sampling line.  The  inlet  is 
heated,  which  makes  the  water 
evaporate from the droplets, leaving only 
the  cloud  condensation  nuclei  as  a 
residual aerosol. This way it  is possible 
to  study  the  aerosol  properties  as  it 
would  be  outside  of  the  cloud.  The 
interstitial inlet has a PM1 impactor (cut-
off  size  1  µm),  which  prevents  cloud 
droplets from entering the sampling line. 
When  a  cloud  is  present,  this  inlet 
samples only the interstitial aerosol. We 
use  a  valve  system  to  switch  the 

sampling lines for  the measurement devices 
every 6 minutes.

We  measured  the  aerosol  scattering 
coefficients at 450, 550, and 700 nm by using 
an  integrating  nephelometer  (TSI  Model 
3563).  The  nephelometer  illuminates  the 
sample volume from the side and detects the 
light  scattered  by  the  aerosol  particles  and 
gas  molecules  in  the  sample  with  a 
photomultiplier tube over an angle of 7–170°. 
The sample flow in the nephelometer was 8.0 
l/min.  The  nephelometer  calibration  was 
checked  periodically  (every  three  months) 
with pure carbon dioxide and filtered air. The 
data collection frequency in the nephelometer 
was 1 minute.

We measured the aerosol  absorption  with  a 
multi-angle  absorption  photometer  (Thermo 
Model  5012  MAAP).  The  MAAP determines 
aerosol  light  absorption  by  illuminating  a 
particle-loaded filter with 637 nm (Müller et al., 
2011; 670 nm according to the manufacturer) 
light  and  measuring  simultaneously  the 
radiation  passing  through  the  filter.  It 
compensates  light  scattering  from  the  filter, 
which  improves  the  aerosol  absorption 
measurement  considerably.  The  flow  rate 
through  the  MAAP  was  5.0  l/min.  We 
performed  periodic  checks  and  flow 
calibrations  for  the  instrument.  We collected 
the MAAP data every 1 minute.

4. DATA PROCESSING

We  analyzed  the  aerosol  scattering  and 
absorption  coefficients  during  the  cloud 
events  that  took  place  between  October  5, 
2010  –  December  5,  2011.  We  inspected 
each 6-minute cycle between two consecutive 
valve switchings. In order to exclude unstable 
data due to possible flow disturbances in the 
instruments caused by the valve switching, we 
ignored  the  first  and  the  last  minute  of  the 
cycle  and  calculated  4-minute  averages  for 
each cycle.



We  calculated  the  single  scattering 
albedo  (SSA),  which  is  defined  as  the 
ratio  of  the  scattering coefficient  to  the 
extinction  coefficient  (the  sum  of  the 
scattering and absorption coefficients), at 
637  nm.  For  this,  the  scattering 
coefficient  at  637  was  calculated  by 
using the Ångström power law. The SSA 
can  be  used  to  determine  whether  an 
aerosol layer in the atmosphere causes 
net heating or cooling.

5. RESULTS

During a cloud event the scattering and 
absorption  values  for  unactivated 
particles  compared  to  those  for  the 
activated  particles  are  sometimes 
smaller and sometimes not. In two cases 
on  October  8–9,  2010  (Figure  1)  the 
decrease was stronger for the scattering 

FIGURE  1.  The  (a)  total  scattering 
coefficient  at  637  nm,  (b)  absorption 
coefficient  at  637  nm,  and  (c)  single 
scattering albedo at 637 nm (SSA637) of 
total  and interstitial  aerosol  particles  at 
Puijo in October 7–11, 2010, when two 
cloud events took place.

than for absorption. The stronger decrease in 
scattering results in a decrease in the single 
scattering albedo (SSA). During the two cloud 
events the SSA dropped from its initial value 
of  0.80–0.85  to  as  low  as  0.4–0.5,  on  an 
average  (Figure  1).  A  similar,  but  not  as 
intensive, decrease in the SSA was observed 
by Berkowitz et al. (2011) in a foggy situation.

The scavenging is less efficient when the wind 
blows  from  the  direction  of  local  pollutant 
sources (the first cloud event in Figure 1) than 
when it blows from a cleaner sector with no 
local  sources  (the  second  cloud  event  in 
Figure 1). A similar observation was done by 
Sellegri et al. (2003) who concluded that the 
scavenging efficiency  in  clouds is  enhanced 
by aging of organic species and subsequent 
mixing.

When the wind blows from a larger residential 
area during a cloud event on September 27, 
2011  (Figure  2),  the  absorption  does  not 
change  much  but  the  scattering  by  the 
interstitial particles drops below the detection 

FIGURE 2.  A cloud event  in  September  27, 
2011. Please see the caption of Figure 1 for 
explanations.



limit of the nephelometer. This might be 
due  to  the  fact  that  the  absorbing 
material resides in the size fraction that 
does not activate into cloud droplets and 
that  the  scattering  material  is  in  the 
activated fraction.

6. FURTHER ANALYSES

Here we have presented the changes in 
the  aerosol  optical  properties  during 
three cloud events. Our data set with the 
total  and  interstitial  aerosol  lines 
separated  during  the  14-month  period 
(October 5, 2010 – December 5, 2011) 
consists of altogether ~50 cloud events. 
The  analysis  of  all  these  cloud  events 
will be published in a forthcoming paper, 
which is under preparation. Also, we will 
analyse  more  aerosol  mass 
spectrometry data in order to strengthen 
our  knowledge  about  the  role  of  the 
chemical  composition  of  the  aerosol 
particles  in  their  activation  into  cloud 
droplets.
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1.    ABSTRACT 
 

In this work, we evaluate and 
assess the impact of the in-cloud vertical 
structure of liquid water clouds on 
radiation. 

Two retrieval techniques, from 
surface and from satellite, are used in 
order to describe the vertical variation of 
the cloud microphysical properties. 

The EarthCARE SIMulator is used 
to carry out the radiative transfer 
calculations needed to perform the surface 
radiation closure experiment and to 
simulate synthetic satellite observations. 

We present a case study referring 
to a stratocumulus cloud observed during 
the COPS campaign in Germany in order 
to introduce the methodology and illustrate 
the results of this experiment.  
 For this case, the radiation closure 
experiment at the surface shows that the 
considered vertical cloud models can 
represent the irradiances with bias within 5 
W/m2. The satellite algorithm retrieves the 
best cloud properties for the cloud 
modeled with constant properties in 
height. 
 
2. INTRODUCTION 
 
 The microphysical and optical 
properties of liquid water clouds are 
essential parameters for the quantification 
of the surface radiation budget since they 
have strong impact on the absorption and 
scattering processes within the clouds. 
The representation of clouds and their 
interactions with radiation in the 

meteorological and climate models and in 
the satellite retrieval algorithms are still 
treated in a simplistic way, due to the large 
variability in the relevant cloud properties 
at small and large scales, favoring the 
occurrence of errors and uncertainties in 
the model predictions. Accurate 
observations and retrievals of cloud 
properties and their spatial and temporal 
variations are hence required to overcome 
these uncertainties. The synergy of 
ground-based detailed observations with 
high temporal resolution enables the study 
of the effects of the assumptions on the 
vertical structure of the liquid water clouds 
on the surface radiation budget. 

The radiation closure experiment of 
clear and cloudy sky provide the 
opportunity to assess the accuracy of the 
measurements techniques and retrieval 
algorithms of cloud properties in order to 
estimate the cloud impact on the Earth’s 
energy budget [Brandau et al., 2010; 
Wang et al., 2011].   

We use the synergy of the ground-
based sensors and various cloud models 
to derive the profiles of the microphysical 
and optical properties of liquid water 
clouds. 

Three different cloud models for 
the vertical variation of the in-cloud 
properties are assumed in order to 
evaluate the impact of the different profiles 
on the radiation at surface and at the top-
of-atmosphere. 

The retrieved profiles forming the 
observed cloud are input into a satellite 
simulator which calculates the surface 
(SFC) irradiances and the Top-Of-



Atmosphere (TOA) reflectances. The 
radiative closure experiment is performed 
by comparing the simulated surface 
irradiances with the surface irradiances 
measured by the pyranometer. 
 The simulated TOA reflectances 
are input into a satellite cloud properties 
retrieval algorithm in order to analyze the 
impact of the different cloud models on the 
satellite derived cloud properties. 
 
3. METHODOLOGY 
  

The presented work makes use of 
a broad source of data, models and 
retrieval techniques in order to assess the 
impact of the assumptions on the cloud 
vertical structure on radiation at surface 
and at top-of-atmosphere and on the 
satellite retrieved cloud properties. 
Figure 1 shows a diagram of the steps 
followed in this work. 
 

 
Figure 1 Block diagram of the methodology 

 
Ground-based observations from 

cloud radar, lidar ceilometer and 
microwave radiometer (MWR) belonging 
to the ARM Mobile Facility (AMF) deployed 
in Germany during the COPS campaign 
are used together with a cloud model 
describing the vertical variation in the 
cloud to retrieve the profiles of the 
microphysical and optical properties.  

The retrieved profiles of liquid 
water content (LWC) and cloud effective 
radius (Re) are ingested into the European 
Space Agency (ESA) EarthCARE 
SIMulator (ECSIM) [Voors et al, 2007], in 
order to re-create the observed cloud 
scene and run the radiative transfer 
model. 

The simulated shortwave broadband 
surface irradiances are compared with the 
collocated surface irradiances 
measurements of the pyranometer in order 
to perform the radiation closure 
experiment. Simultaneously, the top-of-
atmosphere bidirectional reflectances 
distribution functions (BRDFs) for visible 
and near-infrared channels are also 
calculated and used in the Cloud Physical 
Properties [Roebeling et al., 2006] satellite 
retrieval algorithm by the Royal 
Netherlands Meteorological Institute  
(KNMI-CPP). The KNMI-CPP retrieved 
cloud properties are compared with the 
same properties derived from the ground-
based retrievals in order to perform the 
cloud properties closure. 
 During the two closure 
experiments, for radiation and for cloud 
properties, we use three different cloud 
models describing the vertical variation 
into the observed cloud.  
The closure experiments will help in 
evaluating the impact of the in-cloud 
vertical variation on radiation and on the 
satellite retrieved properties. 
 
3.1  The surface retrieval algorithm 
 
 The retrieval method relies on a 
combination of the cloud radar reflectivity, 
the estimated MWR-LWP and on the cloud 
geometrical thickness from the lidar and 
the cloud radar. These observations are 
used as input data for three vertical cloud 
models to retrieve profiles of the LWC, the 
droplet concentration, the effective radius, 
the optical extinction and the optical depth 
[Brandau, 2012]. 
 Figure 2.a and 2.b show the 
averaged profiles of the liquid water 
content (LWC) and the effective radius 
(Re) retrieved from the surface 
observations of the selected water cloud 
case. In the Vertical Uniform (VU) cloud 
model, the cloud layer mean droplet radius 
is uniformly distributed over the cloud layer 
thickness while the Scaled-Adiabatic 



Stratified (SAS) and Homogeneous Mixed 
(HM) cloud models parameterize the 
vertical profiles of the effective droplet 
radius in consideration of possible impacts 
of the cloud dilution. 

The SAS cloud model accounts for 
the entire range of mixing processes 
available in the atmosphere by a constant 
reduction in the particle size with height 
compared to the pure adiabatic stratified 
growth. 

In case of the HM cloud model, the 
impact of mixing is associated with the 
observed vertical variation in the radar 
reflectivity profile, which is attributed to 
changes in the mean particle size. The 
cloud models are described in detail in 
Brandau, 2012.  

 

 
Figure 2 Example of the three cloud models for the 
averaged LWC (a) and Re (b) during COPS case. 
Plot of the fluxes differences between VU and the 
SAS and HM cloud models for different solar zenith 
angles at surface (c) and top-of-atmosphere (d). 

The retrieved profiles presented in figure 
2.a and 2.b correspond to the averaged 
profiles during the study case and are 
used as input for the EarthCARE 
SIMulator to analyze the impact of the 
different vertical structure on the SFC and 
TOA radiative fluxes. Plots 2.c and 2.d 
show the differences between the 

presented VU and the HM and SAS 
models with respect to the Sun zenith 
angle (sza) for the simulated radiative 
fluxes at surface and at the top-of-
atmosphere, respectively. Differences for 
the fluxes in W/m2, in both cases, increase 
with higher values of the cosine of sza, 
where the income solar radiation is 
largest.  

 
3.2 The EarthCARE SIMulator  
 
 The EarthCARE SIMulator 
(ECSIM) is the end-to-end satellite mission 
simulator developed by the European 
Space Agency in order to completely 
simulate the EarthCARE (Earth Cloud-
Aerosols-Radiation Explorer) mission. 
It is able to simulate the four sensors 
onboard the EarthCARE satellite, such as 
the 94GHz Cloud Profiling Radar, the 
Atmospheric LIDar, the MultiSpectral 
Imager and the BroadBand Radiometer, 
by means of forward and instrument 
models, retrieval algorithms and scattering 
libraries [Donovan et al., 2008].  

ECSIM creates a tridimensional 
cloud scene from information on the 
profiles of LWC and Re, on the 
thermodynamic status of the atmosphere 
and on the surface albedo. The forward 
and instruments models are run on this 
three-dimensional “realistic” scene 
[Placidi, 2012]. 

In this paper, we only use outputs 
from the Indipendent Pixel Approximation  
radiative transfer model as the broadband 
shortwave surface irradiances and the 
TOA BDRFs at 0.6 µm and 1.6 µm 
channels. 
 
3.3 The satellite retrieval algorithm 
 

The KNMI-CPP is developed at 
KNMI as meteorological satellite retrieval 
algorithm to derive cloud, precipitation and 
radiation products and it is part of the 
EUMESAT satellite application facility for 
climate monitoring (CM-SAF). 



 The cloud properties, optical 
thickness ( τ ) and effective radius (Re), 
are retrieved with the KNMI-CPP satellite 
retrieval by iterative comparing the 
simulated/observed reflectances at visible 
(0.6 µm) and near-infrared (1.6 µm) 
wavelengths with pre-calculated 
reflectances simulated with the Doubling-
Adding KNMI (DAK) radiative transfer 
model. DAK is developed for line-by-line 
and/or monochromatic  multiple scattering 
calculations at UV, visible and near-
infrared wavelengths for narrow and broad 
bands in an horizontally homogeneous 
(plane parallel) cloudy atmosphere using 
the doubling-adding method [De Haan et 
al., 1987]. The liquid water path – LWP is 
consequently retrieved assuming a 
vertically uniform cloud with a constant 
vertical profile of the cloud water content, 
hence with the following  formula, where ρ 
is the density of water : 

2
  Re

3
LWP ρ τ=

 

 
4.    THE CASE STUDY  
 
 We present a case study in order 
to illustrate the methodology followed in 
this project and to present the results.  
In order to fulfill the goal of this project 
there is the need of having accurate 
observations of the overcast atmosphere 
from different and complementary sensors. 

We choose to study a case of 
overcast sky observed by the ARM Mobile 
Facility during the COPS campaign in 
Germany in October 24th, 2007. Figure 3 
shows the plots of the best estimates of 
the sensor measurements for this case, 
the 94 GHz cloud radar reflectivity (3.a), 
the MWR - LWP (3.b) and the pyranometer 
shortwave (SW) irradiances (3.d). 

These plots show the presence of 
an overcast sky with stratocumulus cloud 
with a thickness of about 500 m and liquid 
water path ranging between 10 and 200 
g/m2. Plot 3.d shows the trend of the 
shortwave irradiance at surface which 

becomes close to zero at about 1600 UTC 
due to the Sun zenith and azimuth angles. 

The same cloud scene is re-
created in ECSIM using the retrieved 
profiles of the LWC and Re along with the 
atmospheric thermodynamic status 
measured by the radiosondes and the 
actual surface albedo. 

 
Figure 3 Best estimates of the ARM instruments 
observations for the study case: Radar reflectivity 
(a), MWR LWP (b) and SW irradiances (c) 

 

4.1    IMPACT AT SURFACE  
 

The plots in the columns of figure 4 
show the results of the radiation closure 
experiment at surface for the three 
different vertical cloud models, Vertical 
Uniform (VU), Scaled-Adiabatic Stratified 
(SAS) and Homogeneous Mixed (HM), 
respectively. The three rows from top-
down show the time-series, scatter plots 
and histograms of the differences between 
the simulated and the observed surface 
irradiances. 

The three cloud models can 
correctly reproduce the radiation at 
surface in terms of variability showing 
correlations of about 85% and in terms of 
magnitude. In fact, the average bias 
between the simulated irradiances and the 
measured one is below 5 W/m2 for all the 
three models. However, for this study 



case, the vertical uniform model represent 
best the magnitude of the surface 
irradiances, in fact, the difference between 
the simulated and the observed ones is 
about 0.2 W/m2. The standard deviations  
are around -16 W/m2.  

 

 Figure 4 The simulated and observed surface 
shortwave irradiances for the three vertical cloud 
models (columns) are compared with the timeline 
(first row), scatterplots (second row) and histograms 
of their differences (third row). 

 
4.2    SATELLITE CLOUD PROPERTIES 
 
 After evaluating the impact of the 
vertical cloud model on surface radiation, 
we analyze the impact on the satellite 
retrieved cloud properties. The KNMI-CPP 
retrieves optical thickness, effective radius 
and liquid water path assuming the cloud 
to be vertically uniform (VU).  
 Figure 5 and figure 6 show the 
scattering plots and the histograms, 
respectively, for the three vertical models 
in the columns and for the three cloud 
properties in the rows, optical thickness 
(τ), effective radius (Re) and liquid water 
path (LWP). 

 
Figure 5 Scatter plots of the original and the satellite 
retrieved cloud properties (top-down: optical 
thickness, effective radius, liquid water path) for the 
three vertical cloud models (columns).  

 
The satellite algorithm can correctly 

retrieve the cloud properties for the three 
models with some differences in the 
magnitude. Correlations above 96% 
between the KNMI-CPP and the original 
cloud properties are obtained for optical 
thickness and liquid water path, while for 
the effective radius they are slightly lower. 

 
Figure 6 Histograms of the differences between the 
retrieved and the original cloud properties for the 
three vertical cloud models. (same as figure 5) 



The histograms show that the differences 
between the retrieved and the original 
cloud properties are not large for optical 
thickness and effective radius for all the 
three models, even if the VU model shows 
the best closure. Liquid water path, 
instead, presents large differences for the 
HM and SAS models, while it is correctly 
retrieved for the VU model.  
 The best closure for the VU model 
is expected since the cloud model in the 
satellite retrieval algorithm is the same as 
the one used to retrieve the ground-based 
properties. 
 
5.    CONCLUSIONS 
 

A methodology to asses the impact 
of the assumptions about the vertical 
structure of the liquid water clouds on 
radiation by means of surface radiation 
closure has been introduced. Furthermore, 
the impact of the assumptions about the 
in-cloud vertical structure with respect to 
satellite retrieval algorithm is also 
presented. 

The EarthCARE SIMulator is the 
fundamental tool for this research because 
it allows to compute the radiative transfer 
model calculations on the three-
dimensional realistic cloud scene. 

For this case, the three vertical 
cloud models are able to reproduce the 
observed surface irradiances with small 
biases.  

The closure for the satellite derived 
cloud properties also shows that the 
satellite algorithm can correctly reproduce 
the properties for all the three cloud 
models. 

The optical thickness, being an 
integrated quantity is not strongly 
influenced by the vertical model. The 
effective radius is also not influenced by 
the cloud model, due to the use of the 1.6 
µm channel  for the retrieval. This channel, 
in fact, observes the radiation coming from 
within the cloud, where the differences for 

the effective radii in the three models are 
low. 

The satellite retrieval of liquid water 
path is  related to the assumptions of the 
vertical distribution of water in the cloud. 
The satellite LWP retrieval assumes a VU 
cloud and in fact, retrieves the LWP for the 
VU cloud model with the smallest 
differences. 

Future works will focus on the use 
of synthetic cloud profiles and the impact 
on the radiation and satellite retrieved 
properties with respect to different Sun 
zenith angles and for more cloud cases. 
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1. INTRODUCTION 

Physical conditions which result in 

clouds and rains are key ingredients in the 

formation and maintain mechanisms of the 

precipitation. The physical processes of 

clouds and rains play significant roles in the 

occurrence and development of mesoscale 

disaster weather systems. Because clouds 

are extremely complex phenomena, 

treatments of cloud and precipitation 

processes in numerical model are usually 

simplified. Only the water vapor was 

considered in the early model whose grid 

resolution was low, whereas the condensate 

water substance was treated "implicitly" as 

estimated by atmosphere temperature and 

humidity. Such sort of simple treatment, 

however, would directly influence the 

accuracy of rainfall forecast in numerical 

models because of its poor ability in 

reflecting the actual variation of clouds and 

precipitation. 

Along with the increasing of the grid 

resolution of numerical model, the 

recognition of the cloud and precipitation 

processes is quickly enhancing in the model. 

It is then more and more important to 

describe the detailed processes of the cloud 

and precipitation explicitly in the model. 

Therefore, the development and 

improvement of explicit cloud forecast 

schemes merged into numerical model 

increasingly receive considerable attentions 

and become an important choice in 

improving the capability of precipitation 

forecast . 

Based on AREM (Advanced Regional 

Eta-coordinate Model, Ru-Cong YU, 

You-Ping XU, 2004), we establish a 

water-bearing numerical framework and 

design explicit warm and cold cloud 

predicting schemes under this framework. In 

order to evaluate the reasonableness and 

improvement of the new developed cloud 

predicting schemes, the numerical experi- 

ments using this water-bearing framework 

are carried out and the simulation of typical 

heavy rain processes are compared among 

different cloud predicting schemes.  



2． DESCRIPTION OF THE WATER- 

BEARING  AREM 

AREM is a mesoscale numerical 

prediction model based on original REM’s 

framework, which is developed by the State 

Key Laboratory of Numerical Modeling for 

Atmospheric Sciences and Geophysical 

Fluid Dynamics (LASG) of Institute of 

Atmospheric Physics (IAP) ， Chinese 

Academy of Sciences(CAS). AREM has 

shown good capabilities in simulating heavy 

rainfall in East Asian monsoon region. To 

further improve its forecasting capability of 

mesoscale disastrous weather, this study 

focuses on the development and evaluation 

of the cloud physical scheme for AREM. The 

AREM’s water-bearing numerical framework 

is established and explicit warm-cloud 

predicting scheme (BW scheme) and explicit 

cold-cloud predicting scheme (BC scheme) 

are designed.  

2.1 The Water-bearing Framework in AREM  

The treatment of cloud and precipitation 

processes was relatively simple in original 

version of AREM, which only included large- 

scale saturated condensation (hereafter 

referred to as NC scheme) and Betts-Miller 

wet convection adjustment. In order to 

develop explicit cloud forecast scheme in 

AREM, the prediction equations of water 

substances such as cloud water, cloud ice, 

rain and snow are introduced. The load of 

condensate water substances floating in the 

air and the effects on water vapor density 

variation are considered in the dynamical 

framework. The specific water-bearing pre- 

diction equations in AREM are as follows: 

（1） Basic Dynamical Framework 
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where,  
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Where，  
*

PC  is the specific heat at a 

constant pressure of moisture air, and PC  

is the specific heat at a constant pressure 

of day air. vq , wq , iq , rq sq are the 

mixing ratioes of water vapor, cloud water, 

cloud ice, rain and snow respectively. R is 

gas constant. 0C is the constant gravity 

wave speed of the standard atmosphere. 

u ， v ， T and   are the zonal wind, 

meridional wind, departures of temperature 

and geopotential from their ”standards” 

respectively. a and  are the radius of the 

Earth and angular velocity of the Earth’s 

rotation.  , ,    are the common 

surface spherical coordinates. t  is the 

time coordinates, bz is the base elevation 

defined so as to include gentle slopes of 

surface topography,  rfp z is a reference 

pressure as a function of z , tp ， sp  

and p are the pressure of model top, 

surface pressure and air pressure, 

respectively. LH is the latent and sensible 

heat rate during the phase transformation 

of water substances, RH  is atmosphere 

radiative heating rate,   is dry air density, 

T ,   are the temperature and geo- 

potential of ”standards atmosphere”, g is 

gravity accelerated velocity. 

（2）Water Substance Forecasting Equa- 

tions 

All sorts of water substance mixing ratio 

are regarded as forecast quantities to 

establish water substance forecasting 

equations in the water-bearing framework of 

AREM. The specific forms are as follows: 
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2 2, ;r r s sQ P q Q P q          (30) 

In the above equations, some 

parameters have been explained before, 

and will not repeat here. The new 

parameters include:
VP  is water vapor 

generation rate in the processes of cloud 

changes, namely water vapor source and 

sink term. 
WP  is cloud water generation 

rate in the processes of cloud changes, 

namely cloud water source and sink term. 

IP  is cloud ice generation rate in the 

processes of cloud changes, namely cloud 

ice source and sink term. 
RP  is storm water 

generation rate in the processes of cloud 

changes, namely storm water source and 

sink term. 
SP  is snow generation rate in the 

process of cloud changes, namely snow 

source and sink term. 
RW  is mass weighted 

mean descend terminal velocity of raindrop, 

and 
SW is mass weighted mean descend 

terminal velocity of snow. 

2.2 Cloud Microphysics Process Framework 

This paper introduces two cloud 

micro-physics schemes. One is explicit 

warm cloud forecast scheme (hereafter 

referred to as BW scheme) considering 

three categories of water substances and six 

types of cloud micro-physical processes (i.e., 

condensation, evaporation, agglomeration 

and coagulation of cloud water and 

rainwater). The BW scheme is a simplified 

one which treat the cloud in the atmosphere 

only as liquid cloud (i.e., warm cloud). The 

other is explicitly cold cloud forecast scheme 

(hereafter referred to as BC scheme) 

considering five categories of water 

substances, i.e., the cloud water, rain, cloud 

ice, snow and water vapor.The BC scheme 

is a more complex one which provided more 

detailed description of clouds and 

precipitation of mixed phase microphysical 

processes, which considers 25 kinds of 

cloud microphysical processes. Table 1 

gives the meaning of the 25 kinds of cloud 

physical processes and the symbols of their 

water substance conversion rates. The 

symbols with * are the cloud physical 

processes which are considered in both the 

BC and the BW schemes. Figure 1 and 

Figure 2 show the framework for the 

conversion of cloud physical processes of 

the BW and the BC schemes, respectively. 

 

Fig 1 The basic framework of warm cloud 

microphysical processes (BW scheme) 

Table1 The meaning of cloud physical processes 

and the symbols of water substance phase changes 

Symbol Meaning Symbol Meaning 

PIAR 
Accretion of rain by 

cloud ice 
PSAW 

Accretion of cloud 

water by snow 

PIDV 

Depositional growth 

of cloud ice PSCI 

Autoconversion of 

cloud ice to form 

snow 

PIDW 

Depositional growth 

of cloud ice at 

expense of cloud 

water 

PSDV 

Depositional growth 

of snow 

PIFW 

Homogeneous 

freezing of cloud 

water to form cloud 

ice 

PSFI 

Transfer rate of cloud 

ice to snow through 

growth of Bergeron 

process embryos 

PINT 

Initiation of cloud ice 

PSFW 

Bergeron process 

(deposition and 

riming)—transfer of 

cloud water to form 



snow 

PRAI 
Accretion of cloud 

ice by rain 
PVER* 

Evaporation of rain 

PRAS 
Accretion of snow 

by rain 
PVES 

Evaporation of 

melted snow 

PRAW* 
Accretion of cloud 

water by rain 
PVEW* 

Evaporation of cloud 

water 

PRCV* 
Condensational 

growth of rain 
PVSI 

Sublimation of cloud 

ice 

PRCW* 

Autoconversion of 

cloud water of  

form rain 

PVSS 

Sublimation of snow 

PRMS 
Melting of snow to 

form rain 
PWAS 

Accretion of snow by 

cloud water 

PSAI 

Accretion of cloud 

ice by snow PWCV* 

Condensation of 

water vapor to form 

cloud water 

PSAR 
Accretion of rain by 

snow 
PWMI 

Melting of cloud ice 

to form cloud water 

 

 

Fig2 The basic framework of cold cloud microphysical 

processes (BC scheme) 

 

2.3  difference calculus of water substance 

treatment 

To ensure that the advection transport 

of all kinds of condensate water substance 

is positive definite and conserved, a 

two-step shape-preserving positive definite 

advection scheme is applied here in the 

advection calculation of condensate water 

substance (Ru-Cong YU,1994,1995)  

To guarantee positive definite in the 

vertical differential calculation of the rain, 

snow and other rainfall substances, the 

following difference computation formats in 

calculating the rainfall speed is used:  

The forecast equations (25) and (26) of 

rain and snow water substances can be 

written as a general form when considering 

the vertical convection and fall speed: 
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Where, the spatial and temporal 

difference can be written as： 

                   

 t
kd

t

k

tt

k gqWQVAtQQ )()( 
 (32) 

the difference operator above is 
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In order to guarantee the positive 

definite of rainfall substances, the vertical 

fall speed must agree with the following law : 
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If formula 34 is right 

If formula 34 is wrong 



3． RESULTS OF NUMERICAL EXPERI- 

MENTS  

To investigate the prediction results of 

AREM after the introduction of explicit cloud 

prediction schemes, we design three groups 

of numerical forecasting experiments as 

AREM_NC, AREM_BW and AREM_BC, , 

which uses the original NC scheme and the 

new BW scheme and BC scheme, 

respectively. The three groups of 

experiments base on the same conditions 

except cloud and precipitation physics 

schemes. The numerical experiments 

adopts the model with horizontal resolutions 

of 37km and 15km and vertical resolution of 

32 layer with top at 10hPa. The initial 

condition uses the observations based on 

the objective analysis of NCEP reanalysis. 

To ensure the representation of the 

experiments, three different types of typical 

rainstorm cases in Chinese flood season are 

chosen as the object of study. The three 

cases were the heavy rain process with fast 

mobility occurred on August 24 to 25 2002, 

in Huang-Huai River Valley (short for 

CASE1), continuous heavy rainfall process 

occurred on June 12 to13 2008 in South 

China's Guangdong and Guangxi province 

(short for CASE2) and heavy rainfall 

appeared after the "Phoenix" landed in the 

eastern China on July 30 to 31 2008 (short 

for CASE3) . 

 Figures 3a, b and c show respectively the 

24-hour precipitation forecasts and the 

comparison with observation in the three 

groups of numerical experiments namely 

CASE1, CASE2, CASE3. In general, the 

forecast results of BW scheme and BC 

scheme are better than NC scheme, as they 

can overcome the unreasonable 

phenomenon such as the scattered rainfall, 

the "stay" of the moveable heavy rainfall 

systems which appears in the NC scheme. 

For the continuous stable heavy rain system 

(such as CASE2), the forecast results of BC 

scheme is similar to those in BW scheme, 

whereas for the fast moved storm system 

(such as CASE1), BC scheme is different 

with the BW scheme. The results of BC 

scheme is more detailed and accurate in 

predicting the center, the strength and 

evolution of the storm than BW scheme. It is 

indicated that to describe the physical 

processes of clouds and precipitation in 

detail, especially the ice phase physical 

processes, can efficiently improve the 

prediction of the rain drop zone, movement 

and strength. 

 

Figure 3a The observed and 24-hour forecasted 

rainfall distributions in three experiments during 

August 24-25 in 2002 (CASE1). 



 

Figure 3b Same as Figure 3a but for June 12-13 in 

2008 (CASE2) 

 

Figure 3c Same as Figure 3a but for July 30-31 in 

2008 (CASE2) 

 

Why does explicit cloud scheme better 

improve the forecast of rainfall and the 

mesoscale system? The preliminary reason 

is explored by the analysis of atmospheric 

structures in the numerical results among 

the three different schemes. Figure 4 gives 

the zonal section of vertical speed along the 

25° N, which are the 12-hour forecast (July 

30, 20 o’clock) of the BC, BW and NC 

schemes in CASE3. 

It can be seen that though the vertical 

speed in the heavy rain center in BC 

scheme is not larger than NC and BW 

scheme, the BC scheme favors the 

development of ascending motion, and 

spread throughout the whole atmosphere. 

Although the vertical speed of NC scheme is 

strong in the low-level, the altitude of 

ascending motion is not very high. Figure 5 

shows the stream field and the water 

substance advection of BC, BW and NC 

schemes at 300 hPa level with 12-hour 

forecast of CASE3. It can be seen that in the 

downstream of high level flow above the 

storm center, the positive advection of water 

substance occur in all three schemes. But 

by comparing the results of the three 

schemes (Figures 5b ~ d) , it is found that 

the differences of positive advection 

intensity and its extension area of the water 

substance are fairly large. As at the typhoon 

rainstorm center in the south of China, the 

extension range and the value of the 

positive advection to the downstream are 

larger in the BC scheme and BW scheme, 

whereas very small in the NC scheme. 

Therefore, the explicit cloud forecast 

scheme can not only improve the vertical 

distribution of water substance and 

atmospheric heating, but also improve 

obviously the advection processes of water 

substance, so as to effectively improve the 

ability of the heavy rains forecast. 



 

Figure 4 Zonal section of 12-hour forecasted (July 30, 

20 BJT) vertical speed (unit: 
310 /hPa s

) along the 

25° N for BC, BW and NC schemes in CASE3. The 

initial hour is 08 BJT. 

 

Fig.5  The stream field and the water substance 

advection (unit: 10-8kg·kg-1·s-1) field of BC, BW and 

NC schemes for the 12-hour forecast at 300 hPa of 

CASE3. The shadings are corresponding hourly 

rainfall (unit: mm). The initial hour is 08 BJT, July 30 in 

2008. 

4． MAIN CONCLUSIONS 

The paper briefly introduced the 

water-bearing framework of AREM model 

and two kinds of explicit cloud schemes (BW 

and BC schemes). The forecasting of three 

typical heavy rainfall cases in Chinese flood 

seasons are compared among three 

experiments, namely AREM_BC, AREM_ 

BW and AREM_NC. The influences of 

different cloud physical schemes to the 

improvement of numerical forecast capabi- 

lity of heavy rainfall are evaluated by 

analyzing the rainfall, mesoscale systems 

and cloud structures.some conclusions are: 

the new developed BC and BW explicit 

cloud schemes in AREM can evidently 

improve the heavy rainfall forecasting and 

reasonable capability to forecast the clouds. 

the explicit cloud forecast schemes have 

better capability in forecasting the occur- 

rences, development and moving path of 

mesoscale systems compared to the 

saturated condensation scheme (NC 

scheme). The forecasting of heavy rainfall 

area, location of rainfall centers and their 

remotion are also remarkably improved in 

explicit schemes. Besides, because of the 

more complicated physical processes of 

clouds and precipitation are involved in the 

BC scheme, especially the ice-phase 

physical processes, it show more detailed 

and accurate forecasting capabilities of 

cloud and precipitation compared to the BW 

scheme. 
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1. INTRODUCTION 

The Andes Cordillera is the longest 

continental mountain range in the world. 

It is a continual range of highlands along 

the western coast of South America. This 

range is about 7,000 km long, about 

200 km to 700 km wide, and of an 

average height of about 4,000 m. The 

Andes extend from north to south through 

seven South American countries: 

Venezuela, Colombia, Ecuador, Peru, 

Bolivia, Chile and Argentina (first panel in 

figure 1). 

The climate in the Andes varies greatly 

depending on latitude, altitude, and 

proximity to the sea. Temperature, 

atmospheric pressure and humidity 

decrease in higher elevations. The 

southern section of the Andes is rainy 

and cool, the central Andes are dry. The 

northern Andes are typically rainy and 

warm, with an average temperature of 18 

1in Colombia. 

                                                           
1 Corresponding author address:  

The northern Andes, particularly in    

Colombia (second and third panels in 

figure 1), are characterized by intense 

and extreme rainfall events, which cause 

devastating phenomena such as flash-

floods and landslides. Therefore, 

improving the Quantitative Precipitation 

Forecast QPF over this region could 

prevent large loss of life and economical 

damage to homes and businesses on a 

yearly basis.  

The two main approaches to tackle the 

problem of cloud formation and 

precipitation in numerical weather 

prediction (NWP) models are the explicit 

or microphysical scheme (ES) and the 

implicit or Cumulus Parameterization 

Scheme (CPS).  The first one takes into 

account the discrete structure of cloud 

and precipitation, whereas, the later 

represents an interaction between large 

                                                                                  
Gerardo Montoya Universidad Nacional de 
Colombia, depto Geociencias, Cra 30 No 45-
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scale environment and an ensemble of 

cumulus clouds (Yanai et al., 1973, 

Arakawa and Schubert, 1974). 

Traditionally, the CPS has been used in 

unstable grid points and the ES in stable 

grid points. It has also been documented 

that for grid-scales greater than 10km, 

the CPS must be used; for grid-scales 

between 10 to 6 km both schemes (CPS 

and ES) could be used simultaneously 

and for grid-scales less that 4 km the ES 

is enough to capture the effects of 

atmospheric convection (Molinary and 

Dudek, 1992, Weisman e.a 1997, Belair 

and Mailhot 2001). Generally, CPS tends 

to smooth and to diffuse spatially 

simulated precipitation, whereas the ES 

scheme tends to overestimate it (Belair 

and Mailhot 2001, Clark, e.a., 2007) 

The main objective of this study is to 

investigate the degree of accuracy for 

which both the ES and the CPS simulate 

the observed rainfall over the Northern 

Andes Cordillera in Colombia.  To do so, 

several numerical experiments were 

performed over this complex topography 

(third panel in figure 1) by using the 

Weather Research Forecast (WRF) 

model. The skill for model-predicted 

(forecast skill) rainfall, for both schemes, 

was estimated by using a new 

methodology, which might be cataloged 

as object oriented (Weisman 2008) or 

event oriented (Baldwin & 

Lakshmivarahan, 2003) technique.  

The remainder of this paper is organized 

as follows. Section 2 describes the 

numerical experiments and observations. 

Section 3 follows with the methodology 

used in this study.  Results are discussed 

in section 4.  Section 5 presents the 

conclusions.   

 

2. NUMERICAL EXPERIMENTS AND 

OSERVATIONS 

In this study, observed and model-

predicted rainfall are compared to 

evaluate the forecast skill rainfall of the 

WRF model.  The spatial domain of the 

study is the northwestern part of 

Colombia, which is located approximately 

between the latitudes 4°N to 10°N and 

the longitudes 72°W to 78°W (third panel 

of figure 1).  This geographical coverage 

presents a complex topography including 

three ramifications (the western, the 

central and the eastern branches) of the 

Andes Cordillera and the Magdalena 

Valley.   

The observed rainfall data in this study is 

obtained from the Measured Colombian 

Rain Gauge Data, which has about 700 

stations over the region under study.   



 

 

 

 

 

 

 

 

 

Fig.1. The Domain of the experiment (rightmost panel). Topography is shaded and rain 

gauge station network is represented with dots. State abbreviations are: An-Antioquia, Bl-

Bolivar, By-Boyaca, Cl-Caldas, Ch-Choco, Ce-Cesar, Co-Cordoba, Cu-Cauca, Cn-

Cundinamarca, Qu-Quindio, Ma-Magdalena, Ns-Norte de Santander, Ri-Risaralda,Sa-

Santander, Su-Sucre. 

To obtain the model-predicted rainfall, the 

WRF model was run for three different 

configurations as described in Table 1.  

Table 1. Configuration of the experiments 

Kain-Fritsch +WCM6 Morrison Only 

10 km grid size 5km grid size 

With WRFDA With WRFDA 

 With WPS only 

 

In the first numerical experiment, both the 

CPS - Kain-Fritsch and WCM6 schemes 

were used with 10km grid-resolution and 

data assimilation (WRFDA). In the 

second experiment, the ES Morrison 

scheme was used with 5km grid-

resolution and data assimilation. Finally, 

in order to investigate the effect of initial 

data, a third experiment was performed 

without WRFDA and the Morrison 

scheme..  Each numerical simulation was 

initialized with data from the National 

Center of Environmental Prediction 

(NCEP).   

Each forecast output is produced up to 

36-hour, but due to the model spin up, 

only the last 24-hour of accumulated 

rainfall was compared against the 

observations. To compare the observed 

and model-predicted rainfall, the 



observed data was interpolated to the 

model grid using Cressman method. The 

case study corresponds to October 29, 

2011. 

 

3. METHODOLOGY  

Previous studies by Ebert and McBride 

(2000), Baldwin and Lakshmivarahan, 

(2003), Clark et al., (2007), Davis et al., 

(2006), Weisman et al. (2008) indicate 

that the traditional grid point based 

statistical forecast verification technique 

presents problems at high grid 

resolutions (simulation of small 

convective systems).  This is because it 

penalizes small displacements of these 

systems. As an attempt to solve this 

issue, the above mentioned authors 

propose an alternative approach, the 

object oriented method.  The basic idea 

of this method is as follows: For an 

extreme rainfall event, the aim of this 

method is to determine which forecast 

areas (characterized, for instance, by a 

maximum precipitation exceeding a 

threshold value) have counterparts in the 

observations and vice versa (which 

observed areas are forecasted). 

In this paper a similar approach is used 

but, instead of the Equitable Treat Score 

ETS (Clark & Chen, 2007)) or Critical 

Success Index CSI (Davis et al. 2006) in 

this work a matching and a false alarm 

indexes are applied separately. 

Succinctly, the method used here is as 

follows: 1) Both the observed and the 

simulated domains are divided into sub 

domains (equal squares of 100x100km 

each one) 2). In each square, the 

maximum precipitation exceeding a 

threshold value is searched in both 

domains (observed and modeled). In this 

investigation, a heavy rain event is 

characterized by a threshold value of 80 

mm/day, 3). Two skill measures are 

defined; the Matching Probability (MP) 

and the False Alarm Probability (FP). The 

MP is calculated as  

 

   
  

  
                           (1) 

Where, FM is the number of predicted- 

matched with observed areas and NO is 

the total number of observed areas with 

heavy precipitation. Note that FM ≤ NO 

because the number of predicted- 

matched areas is less than the observed. 

The MP index determines the observed 

areas that have counterpart in the 

simulated areas.  On the other hand, the 

FP is calculated as 

 

   
     

  
                              (2) 

                                                



Where, NS is the total number of 

simulated areas exceeding the threshold 

value (80mm). Note that also FP ≤ 1. The 

FP index determines the predicted areas 

that exceed matched areas.  In other 

words, the areas predicted as false 

alarms. 

 

4. RESULTS AND DISCUSSION 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 Observed (a) and simulated daily precipitation by the KF (b) and Mo (c), schemes. The 

precipitation is contoured every 20mm. The symbol “+” identifies precipitation maxima 

exceeding 80mm. 

 

 

Figure 2a shows the observed daily 

rainfall, and Figures 2b and 2c show the 

model-simulated rainfall for two different 

parameterization schemes. From figure 

2a is clear that the precipitation occurs 

mostly to the west of western branch of 

the Andes Cordillera, over the valleys 

between the mountains, and a small 

amount over the mountains. On the other 

hand, Figures. 2b and 2c indicate that the 

model-simulated rainfall is mostly over 

the mountains.  It is also clear that the 

model-simulated rainfall by both schemes 

overestimates the observations.  As it is 

indicated by Celeste et al., (2001), the 

overestimation over mountains is a 

common shortcoming of the numerical 

models. Overestimation of rainfall also 

a b c 



occurs over the oceans, however, no 

comparison was made over this area 

because there are not rain gauge 

observations over there.   

 

 

 

 

 

 

 

 

 

 

    

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Illustration of the skill methodology. 

(a) observed (b) simulated with KF  and (c) 

with Mo schemes. The “+” symbol is 

plotted in the center of each area and 

indicates that this area has maximum 

precipitation > 80mm (the maximum value 

is not showed). contours are every 20mm. 

Topography is shaded. 

The methodology used for the calculation 

of skill measures is illustrated in Fig. 3. In 

this Figure the “+” symbol indicates the 

areas having maximum precipitation > 

80mm. This is valid, because according 

to our methodology, the maximum value 

is representative for any point of the 

considered area. Thus, there is not a + 

for areas where the maximum 

precipitation does not exceed 80mm.    

It can be seen from Fig. 3, that Mo 

scheme overestimates, whereas KF 

underestimates precipitation. This result 

is also shown in column bar graphic (Fig. 

4). 

c 

a 

b 



In this figure, the observed maximum per 

area, exceeding 80mm is shown in blue 

and the corresponding for these areas 

maximum simulated are showed for the 

Mo (red) and KF (Yellow) schemes. It can 

be seen that the Mo overestimates 

whereas KF underestimates the 

observed precipitation. 

This tendency to the overestimation 

(underestimation) by the Mo (KF) 

schemes, can be appreciated more 

clearly in bias (simulated – observed) 

(see Figure 5). 

Table 2 summarizes the results for 

matching and false alarm probabilities. In 

this table results for the simulation 

without WRFDA is also included 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. Observed maximum per area precipitation (blue) exceeding 80mm and 

correspondingly maximum simulated for these areas, by Mo (red) and KF (yellow) schemes. 

 

According to Fig. 4, there are 10 

observed areas with maximum 

precipitation exceeding the threshold 

value. From these areas, 8 areas are 

matched by the Mo and 5 by the KF 

scheme. Thus, the matching probability 

MP (see Eq.1) is 0.8 for Mo and 0.5 for 

KF schemes. This is a good result, for the 

Mo scheme. However, the number of 

simulated areas by this scheme with 

maximum precipitation exceeding 80mm 



are 41, which gives a false alarm probability of 0.8 (see Eq. 2).  

 

 

 

 

 

 

 

 

 

 

        Fig.5. As in Fig. 4 but for bias (simulated – observed) by the Mo (blue) and KF (red)  

                 Schemes 

 

Table 2. results for matching and false alarm probabilities 

 Obs KF Mo Mo without WRFDA 

Areas with max >80mm 10 39 41 38 

Matched areas  5 8 7 

MP  0.50 0.80 0.70 

FP  0.87 0.80 0.82 

 

Obviously, a good forecast should have  

high matching probability MP and low 

false alarm probability FP. The explicit 

scheme Mo has MP of 80% which is a 

good result in comparison with the 

obtained low ETS in (Clark et al., 2007) 

or CSI in (Davies et al., 2006, see fig. 6 in 

this paper). However, Mo also has a high 

FP. We suppose that this high FP is 

associated with over prediction produced 

by Explicit schemes. 

 

Although, the high FP represents a 

disadvantage, the separation of the skill 

measure into MP and FP allows to the 

end user, to involve other meteorological 

information (synoptic or modeled) to 

reduce the number of false alarms. For 

instance, taking into account that any 

convective parameterization tends to 

over predict precipitation over the 

mountains, for regions with complex 

topography as Colombia thus, looking at 

convergence – divergence behavior at 



greater scales over the mountains, some 

of false alarms can be discarded.       

 

According to table 2, the convective 

parameterization KF has a lower MP and 

also little higher FP in comparison with 

Mo. This fact makes the convective 

parameterization no suitable for 

predicting heavy rain events. The results 

with the run without supplementary data 

assimilation (WRFDA) are better than of 

KF results but a little worse than Mo with 

WRFDA. Although, it is well known to 

modelers, this result shows to the 

decision makers, the adding value that 

can be obtained if the observation 

network is improved. 

  

5. CONCLUSIONS 

 

In this study, we evaluated the heavy 

rainfall forecasts over the northern Andes 

Cordillera in Colombia by explicit (ES) 

and implicit (CPS) parameterization 

schemes. The comparison between 

these schemes was performed by an 

object-based verification methodology.  

Our results indicate that the ES 

generates better results than the CPS.  

 

The separation of the skill measure into 

matching probability and false alarm 

seems to be a very promising procedure, 

since it allows to the end user to involve 

alternative synoptic or modeled 

information in order to discard false 

alarms and to improve the final decision 

about the forecast. 

 

It is important to point out that our results 

were related to a particular case study.  A 

more robust conclusion about the 

effectiveness of this methodology can be 

achieved by a more extensive statistical 

analysis involving many other case 

studies. This task is currently on the way. 
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1 INTRODUCTION 

 

The accurately description of cloud and 

cloud radiation process in climate models 

are important aspects to improve their 

modeling ability and can decrease the 

uncertainty of cloud radiative feedback 

greatly. In simulation of cloud radiative 

process in climate model, the uncertainty in 

cloud vertical overlapping treatment is one 

of the biggest barriers, how to treat multiple 

cloud overlap vertically have great influence 

on radiative heating (or cooling) rate, 

whereas the heating rate of cloud influences 

not only the development of cloud, but the 

radiation balance in the atmosphere and at 

the surface as well. 

In most of GCMs, the commonly used 

hypothesis of cloud overlapping is maximum, 

random overlapping or the combination of 

both, respectively, Generally speaking, the 

above three overlapping schemes are 

characterized by fixed expression and not 

flexible and unable to represent the true 

cloud overlapping which varies temporally 

and spatially. 

By adding an adjustable overlapping 

parameter, Hogan and Illingworth (2000) 

assumed the actual total cloud amount is 

between maximum overlapping and random 

overlapping, which is called the general 

overlapping hypothesis, making the 

expression of cloud overlapping flexible and 

adjustable. The overlapping parameters 

exhibit an exponential distribution, and 

hence obtained a parameter—decorrelation 

depth（Lcf*） that can remove the 

dependence of cloud vertical structure on 

model vertical resolution effectively. The 

observing study of decorrelation depth is still 

at the initial stage, and it is necessary to 

conduct relevant study over China region by 

using available datasets from satellite. 

We use the datasets of solar polar orbit 

satellite-CloudSat launched (by UTC) on 

April 28, 2006, and combining with 

Stochastic Cloud Generator (SCG), to 

analyze temporal and spatial variation of 

decorrelation depth over Eastern Asia. 

 

2 DESCRIPTION AND PROCESSING OF 

THE CloudSat DATA 

 

In this paper, the level 2 productions of 

2B-GEOPROF and 2B-GROPROF-Lidar are 

mainly used. We determines the existence 

of clouds within each pixel according to 

figure 1. 

Figure 2 shows the five study regions 

over Eastern Asia divided according to local 

climatic characteristics, so there are totally 

six regions if plus the whole Eastern Asia. 
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Fig. 1 The schematic of cloud determination 

 

Fig. 2 The schematic of regional divisions in this work 

 

3 METHOD 

3.1 Scheme description 

For GCM could not distinguish the cloud 

smaller than the model resolution, cloud 

geometrical position (include vertical 

overlapping) within any model grid region 

can be decided by generating sub-grid cloud 

structure based on the information from 

model grid.  

Recently, a new 3D sub-grid cloud 

scheme named Stochastic Cloud Generator 

(SCG) has been developed, which can 

generate 3D sub-grid cloud structure based 

on the cloud profile (cloud cover, water/ice 

content) and cloud overlapping hypothesis, 

therefore it is very useable to study Lcf. 

   When using SCG, three initial conditions 

need to be set: cloud overlapping scheme, 

vertical profile of cloud amount and the 

value of Lcf, then the SCG can generate 

cloud in 3D sub-grid structure, so that we 

can obtain the total cloud amount for the 3D 

structure regions. Here the vertical profile is 

obtained from CloudSat data, and we 

choose the new general overlapping 

scheme in this work. By setting Lcf 
increasingly, SCG can generate different 

cloud structure and different total cloud 

amount. Therefore, we obtained a functional 

relationship between cloud amount and Lcf-- 

C(Lcf). When C(Lcf*) equal to the total cloud 

amount from CloudSat data, Lcf*
 is then 

considered to be the scale parameter that 

correctly describing cloud overlapping there.  

3.2 Approach to obtain Lcf
* 

Firstly, we chose the sub-domain that 

range from 33.482 °N: 98.732 °E to 

34.441 °N: 98.461 °E within orbit 03609 at 

January, 2007. The total cloud amount of the 

sub-region was 0.85 according to the 

CloudSat data, the cloud amount vertical 

profile was also calculated (see figure 3 (a)), 

and was input into SCG; Lcf was changed 

from 0.1 km to 10 km with the interval of 0.1 

km, by generation of different cloud amount 

through SCG, the function C(Lcf) was 

obtained (see figure 3 (b)). 

 

(a)                      (b) 

Fig. 3(a) Differences of cloud amounts between SCG and 

observations at different altitudes, (b) cloud function as Lcf   

(C(Lcf)) at sub-region of (33.48 °N: 98.73 °E, 34.44 °N: 

98.46 °E）. 

4 RESULTS AND DISCUSSIONS 
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4.1 Decorrelation length 

Figure 4 provides the average value of 

Lcf* as the function of the cloud amount of 

sub-regions at 4 seasons and 6 study 

regions. 

    

(a)                            (b) 

    

(c)                            (d) 

Fig. 4 The mean value of Lcf
*

 as functions of cloud amount for 

6 regions in (a) Spring, (b) Summer, (c) Autumn, and (d) 

Winter. 

4.2 Sensitivity Test of cloud radiative  

forcing  to Lcf*
 value 

After the geographical distribution and 

seasonal varies of Lcf* were calculated and 

analyzed, we will then discuss the influence 

of setting different value of Lcf* on the 

simulation of cloud radiation in GCM, 

especially on cloud radiative forcing. 

Figure 5 shows the longwave cloud radiative 

forcing (CRF) in winter (January), 2000. 

Figure 5 (a) is the result of setting Lcf*=2 km, 

while Figure 5 (b) is the difference between 

setting Lcf*=1 km and Lcf*=2 km and the 5 (c) 

is the difference between setting Lcf*=3 km 

and Lcf*=2 km. While the shortwave CRF 

shows similar difference (figures are   

ignored), which indicate that the CRFs are 

greatly sensitive to the decorrelation length, 

especially for several main monsoon 

regions. 

 

(a)                      (b) 

 

(c)                      

Fig.5 (a) Long wave CRFs in January 2000 (unit: W/m
2
) when 

Lcf*=2 km; (b) the difference of CRFs between Lcf*=1 km and 

Lcf* =2 km; and (c) the difference of CRFs between Lcf*=1 km 

and Lcf*=3 km. 

5. CONCLUSIONS 

(1) The decorrelation length in six study 

regions are mostly within 0-3 km, by dividing 

decorrelation length according to the cloud 

amount in sub-regions, its peak appears 

near the sub-regions with cloud amount 

between 0.6 and 0.8, the average is 2.5. 

(2) The spatial varies of Lcf*. Lcf* of North 

and Nw in higher latitudes is larger than that 

of Tibet and South in lower latitudes 

generally, while E.O and Total are between 

them. With the cloud amount in sub-regions 

change from 0 to 1.0, the difference of Lcf* 

between its maximum  and its minimum in 

six regions ranges from 0 to 1.6 km, 0 to 2 

km, 0 to 1.7 km and 0 to 2.4 km in four 

seasons, respectively. 

(3) The seasonal varies of Lcf*. The Lcf* in 

Total and Nw, Tibet which located in western 
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area of East Asia have maximum value in 

summer, smaller values in spring and 

autumn, and minimum value in winter; 

whereas the Lcf* of E.O and North located in 

east regions of Eastern Asia have maximum 

value in winter, smaller values in spring and 

autumn, and minimum in summer.  

(4) Setting the value of Lcf* to 2 km can 

result in an error of 15% in average cloud 

amount, which then has great influence on 

the CRFs.  

(5) Lcf* has significant influence on longwave 

and shortwave CRFs, especially in several 

main monsoon regions and western area of 

East Asia where the absolute peak values 

are up to 40-50 W m-2, indicating it is 

necessary to provide accurately 

parameterization of Lcf* with geographical 

and seasonal change, which needs to be 

done in the next.  
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1. INTRODUCTION

The electrification of clouds is a natural
phenomenon that can be studied and ob-
served in many ways: networks of detectors
to count and to map the lightning flashes,
but also field mills and even induction rings to
record the local evolution of the electric field
and to sample the electrical charge carried by
the raindrops, respectively. These observa-
tions are precious to understand the physical
processes that drive the electrical properties
of the clouds. They are absolutely essential to
evaluate the electrical schemes which still con-
tain many uncertainties in the description of
the cloud charging processes and in the charge
neutralization rates by means of intermittent
cloud discharges.

The explicit simulation of the electrifica-
tion of real meteorological precipitating cloud
systems remains difficult for three reasons at
least. First, meaningful experiments need to
reproduce the good timing and location of the
convective clouds to compare with flash net-
work maps. Second, the requirement of high
horizontal resolution (the kilometric scale and
better) is necessary to simulate both the flow
structure inside deep convective clouds prone
to electrification processes and the morpho-
logical structure of the lightning flashes. Con-
sequently, kilometer-scale simulations of real
electrified clouds must be achieved on large
enough horizontal grid systems to cover ar-
eas commensurate with the scale at which me-
terological analyses are available (tens of km).
In this context, a multiprocessor computing
environment is the rule and a fully parallelized
coding of the electrification module, which is
specially uneasy to achieve for the lightning
flash algorithm, is a demanding task. Third,

real case simulations imply complex terrain
conditions and the need of terrain following-
coordinates. So even if orographic flows can
be resolved accurately in this case, the compu-
tation of the electric field components needs a
fast-converging iterative algorithm while dis-
tortions of the coordinates impose to revise
the lightning flash algorithm that otherwise
would operate nicely with traditional carte-
sian coordinates.

Very few three-dimensional (3D) models
with a complete cloud electrification scheme
(Helsdon et al, 2002; Mansell et al., 2002;
Barthe and Pinty, 2007) are available to ex-
plore the sensitivity of the physical mecha-
nisms that regulate the electrical state of the
clouds. A recurrent weakness of these models
however, is their limitation to investigate ide-
alized deep convective cases with a poor com-
parison to electrical data. This is in contrast
with the present study which attempts to sim-
ulate for the first time the electrical proper-
ties of real orographic clouds and furthermore
to compare maps of the simulated flash rates
to network observations. This goal could be
achieved after a profound revision of CELLS,
the electrification scheme of MesoNH (Barthe
et al., 2012).

2. CELLS: THE ELECTRICAL SCHEME

OF MESONH

The cloud resolving model MesoNH (see
http://mesonh.aero.obs-mip.fr/mesonh/)
is able to simulate real meteorological events
at high resolution on large domains with com-
plex terrain. Since the code is fully vectorized
and efficiently parallelized, the 3D evolution
of cloud systems at one kilometer resolution is
currently simulated on large grids with hun-
dreds of points in each horizontal direction.



2.1 Electrical charges

The electrification scheme integrates the
evolution of bulk charge densities (qx in C
kg−1 of dry air) which are closely related to
the mixing ratio (rx in kg kg−1) of the mi-
crophysical species x (cloud droplets, rain,
pristine ice crystals, snow/aggregates, grau-
pel and hail). The evolution of the concen-
trations of positive (n+) and negative (n−)
free ions is considered to reproduce the screen
charges and to close carefully the electrical
charge budget when the cloud particles and
the hydrometeors (the main electrical charge
carriers) evaporate or sublimate.

The non-inductive charge separation mech-
anism due to rebounding collisions between
small unrimed and bigger rimed ice particles,
is the crucial process to consider. For each
colliding event, the polarity and the quan-
tity of separated charge is given as a function
of the temperature and the liquid water con-
tent (Takahashi, 1978) or riming rate (Saun-
ders et al., 1998). This concerns only three
types of collision: pristine ice-snow, pristine
ice-graupel and snow-graupel. In addition,
electrical transfer rates (T q

x ) due to the mi-
crophysical evolution of the particles are in-
cluded in proportion of the mixing ratio and
the electrical charge, i.e. T q

x = (qx/rx) × T r
x

where the mass transfer rates T r
x are provided

by the microphysical scheme.

2.2 Electric field

The electric field ( ~E) is diagnosed at each
time step and after the charge rearrangement
following a flash. Multiple flashes are allowed
in a single model timestep. ~E is the solution of
the Gauss equation forced by the total volume
charge density q̃tot = ρdrefqtot

ǫa∇ · ~E = q̃tot = ρdref [
∑

x

qx + |e|(n+ − n−)]

(1)
with ǫa = 8.85 pF m−1, the air permittivity
and |e| = 1.602×10−19 C, the elementary elec-
tric charge. The integration of Eq.(1) is done
using a pseudo electric potential V ′ defined by
ρ̃ ~∇V ′ = − ~E so that the diagnostic ”pressure
equation” analog in MesoNH is recovered:

ǫaGDIV (ρ̃ GGRAD(V ′)) = q̃tot (2)

GDIV (GGRAD) is the generalized di-
vergence(gradient) operator in a terrain-

following coordinate system, and ρ̃ = ρdref×J
is the local mass of dry air (J , the Jacobian
of the coordinate transform, equals the grid-
box volume). As a result, the optimized ellip-
tic pressure solver of MesoNH can be used to
get V ′ from Eq. 2 but with mixed boundary
conditions. The solver is based on an itera-
tive conjugate-residual algorithm with a ”flat
Laplacian” preconditioner. ~E is obtained by
applying the GGRAD operator to V ′.

2.3 Lightning flashes

The lightning flash scheme is widely based
on observed morphological characteristics of
the flashes as described in Barthe and Pinty
(2007) and in Barthe et al. (2012) for the
adaptation of the code to parallel computing.

Flashes are composed of a bidirectional
leader phase (extending vertically upward and
downward from the triggering point) followed
by a probabilistic branching phase to sim-
ulate the horizontal spread of the flash in
electrically charged zones. A flash is trig-
gered when || ~E||max > Etrig where Etrig =
167×1.21 exp (−z/8.4) with altitude z in km,
is the breakdown field. The leader propagates
vertically until || ~E|| drops below 15 kV m−1.
A branching algorithm selects the gridpoints
to form the ramifications of the flash. The
number N of these gridpoints at a distance d
from the triggering point, is assumed to follow
a fractal law (Niemeyer et al, 1984):

N(i) =
Lχ

Lmean

iχ−1 (3)

with Lmean, the mean mesh size (m), Lχ, a
characteristic length scale (m), and χ, the
fractal dimension (2 < χ < 3 according to
Petrov and Petrova (1993). The running inte-
ger i = NINT (d/Lmean)†, varies from imin =
0 to imax. The index imax corresponds to the
maximum distance where branching is possi-
ble in the electrically charged zone defined by
qtot > 0.2 nC kg−1. Because most of the time
there are more possible fitting grid points at
distance i than necessary, the N(i) flash grid
point locations are chosen at random. The
constraint of code parallelization (Barthe et
al, 2012) imposes an important simplification
that disregards any connection condition be-

†
NINT is an intrinsic Fortran function which

rounds its argument to the Nearest INTeger



tween grid points selected at successive dis-
tance i − 1, i, i + 1, etc.

The total charge qtot in excess of qneut =
0.1 nC kg−1 along the lightning channel is
neutralized. In the case of intra-cloud (IC)
flashes, a charge correction is applied to all
the flash grid points to ensure the total charge
neutrality (MacGorman et al, 2001) before
the redistribution of net charge at grid points.
This constraint does not apply to cloud-to-
ground (CG) discharges which are selected
when the tip of the downward branch of the
leader reaches an altitude below 2 km above
ground level.

3. THE HEAVY PRECIPITATING CASE

OF 6-8 SEPT. 2010

On 6 September, 12 UTC, the synoptic
situation was characterized by an elongated
trough extending from from West of Green-
land to North of Spain. In the low-level, the
Cévennes region remained under the influence
of a persistent and convectively unstable low-
level moist flow blowing from the Mediter-
ranean Sea towards the Massif Central leading
to heavy precipitation and an intense electri-
cal activity.

The MesoNH model was run at 1 km hori-
zontal resolution for 54 hours over a large do-
main of 384×384 km2 with 50 vertical lev-
els encompassing the South-East of France.
”AROME”‡ analyses at 2.5 km were used to
initialize MesoNH (6 Sept. 2010 at 00 UTC)
and to feed the lateral boundary conditions
which were updated every 3 hours.

Fig. 1 displays the amount of rainfall pro-
duced by the model and the raw non-gridded
rain gauge data between 7 and 8 Sept. 2010
taken at 06 UTC. The agreement is quite good
along the Cevennes ridge (peak value is 273
mm in ”Ardeche” while MesoNH gives ∼300
mm but at the right location). This high res-
olution experiment leads us to conclude that
the model was able to catch the location and
timing of the cloud system that developed
over the Cevennes ridge. The consistency of
the simulation invites us to restart the model
(7 Sept. at 12 UTC) for a 6 hour simulation
of the electrical properties of the precipitat-

‡AROME: Applications de la Recherche à Opéra-
tionnel à Méso-Echelle, is the operational high resolu-
tion weather prediction model of Météo-France

Figure 1: 24 hour amount of precipitation for the 7-8
Sept. 2010 at 06 UTC, (right) simulated by MesoNH,
and (left) observed by the raingauge network.

ing system using CELLS and Takahashi’s di-
agram to compute the charge separation rate.

In the following, a detailed cross-section of
the electrical charge density and maps of the
electric field and the flash rate are selected
to illustrate briefly the results of the MesoNH
simulation once the CELLS module is acti-
vated.

A detailed vertical structure of the electri-
cal charges is shown in Fig. 2 along a South-
North cross-section taken at 16 UTC and one
third from the left of the domain of simula-
tion. The total ice mixing ratio (black con-
tours) and the rain mixing ratio (red con-
tours) are superimposed with the bulk electric
charge density, ranging between ±2 nC kg−1,
of cloud ice, snow-agregates, graupel and rain,
according to Figs 2a-d order. The cloud ice
and the graupel are mainly positively charged
while snow particles are electrically negative.
This charge arrangement is inverted around
z ∼ 6.5 km according to the temperature-
polarity reversal of non-inductive charging di-
agram of Takahashi (1978). The raindrops
drain mostly positive charges which obviously
come from the melting of the graupel but
some negative charges, brought by an earlier
melting of the snow particles, are also vis-
ible. As a result, the polarity of the rain-
drops reaching the ground can be viewed as
a tracer of the origin of the drops. As grau-
pel is falling faster than snow, the raindrops
should be first positively charged then nega-
tively charged along this precipitating event.
The total charge density obtained by sum-
ming the individual charges plotted in Fig.
2, leads to an electrical tripole structure (not
shown here).



(a) (b)

(c) (d)

Figure 2: South-North cross-section located at one
third of domain of simulation starting from the West,
displaying the electric charges (in nC kg−1) carried
by (a) pristine ice crystals, (b) snow-aggregates, (c)
graupel and (d) raindrops for 7 September 2010 at
16 UTC. The mixing ratio of the total ice condensate
(black) and of the rain (red) is superimposed (contour
intervals are 0.1, 0.2, 0.5, 1.0, 2.0 and 5.0 g kg−1).

The vertical component Ez of the electric
field is plotted in Fig. 3. At the first model
level (∼ 30 m AGL), Ez is in the range of ±
10 kV m−1 and shows a complex structure un-
der the main precipitating cloud system. At
very low levels, Ez is sensitive to the electri-
cal charge brought by the raindrops. Tens of
km away from the leading edge of the heavy
precipitating system, the electrification of the
cloud is still detectable (Ez > 1 kV m−1). The
wide area in green in the South-East part of
the domain corresponds to the negative fair-
weather electric field which dominates away
from the electrified cloud cells. At 4 km ASL,
the structure of Ez is well organized with a
peak value of 100 kV m−1 (Etrig ∼ 120 kV
m−1 at the same altitude). The Ez contour
fits with the geometry of the clouds while
young cells (according to the main southern
flow) are not electrified.

The microphysical state of the clouds and
all the other prognostic fields (e.g. the vertical
velocity, etc...) are initialized from a ”restart”
file produced by a precedent run performed

Figure 3: Instantaneous vertical electric field com-
ponent (colored area) and total condensate mixing ra-
tio (solid contours) at first model level (left) and at
z=4km (right) for 7 Sept. 2010 at 16 UTC. The con-
densate mixing ratio contours are 0.1, 0.2, 0.5, 1.0, 2.0
and 5.0 g kg−1. The Ez ranges are in kV m−1.

Figure 4: Map of flash density (in flash/km2) simu-
lated by the 6 hour run of MesoNH (left) and recorded
by the LInet network (right).

without cloud electrification. In absence of
spin-up, the clouds become electrified very
rapidly. For instance, the first flash is trig-
gered after 144 s of simulation only.

During the 6 hour run, MesoNH produced
10 143 flashes. This number of flash can be
compared to the 12 368 strokes observed by
LInet and 12 513 strokes detected by ATDnet
over the same area and for the same interval of
time. Note that several strokes can be related
to a single flash.

Fig. 4 shows at 1 km resolution, the hor-
izontal distribution of the total flashes pro-
duced by MesoNH (here the horizontal loca-
tion of the triggering point is considered) and
the same for the observed LInet strokes. One
can notice that the simulated areas of high
flash rate (> 5 flash/km2) are well reproduced
by the model. This result is due to the good
location of the simulated electrified clouds as
previously observed, but also due to the realis-
tic microphysical development of the ice phase
which is absolutely essential for the cloud elec-
trification processes.



4. CONCLUSIONS

This work demonstrates the feasability of
simulating explicitly electrified clouds in the
context of real flows and for demanding con-
ditions: kilometer scale resolution, large com-
putational domain and presence of orography.
This context corresponds to the envisioned
simulation project of the next coming HyMeX
experiment (SOP 1.1) which will take place in
the same area between late Summer and end
of Fall 2012 (see http://www.hymex.org/).
The bulk comparison between the simulated
flashes and the data of two flash detection
networks reveals the strong need of a refer-
ence dataset with a high degree of detection
capability of the total flashes. To this goal,
the HyMeX experiment will benefit from the
deployment of high resolution additional net-
works, a Lightning Mapping Array (LMA)
(Krehbiel et al., 2000) detector and possi-
bly, a high resolution LInet network (Höller et
al., 2009), to capture all the discharge events.
Moreover, it is also worth to consider the eco-
nomical measurement of the electrical charge
of the raindrops by induction rings in several
places. We hope that with the help of high
value wind and humidity analyses and the
access to the many verifying cloud and pre-
cipitation data (radar, instrumented aircrafts,
disdrometers and raingauges), the electrical
activity of the precipitating systems over the
Cévennes area will be investigated in great de-
tails for a complete evaluation of the repre-
sentation of the charging processes and light-
ning flash scheme in the CELLS module of
MesoNH.
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1. INTRODUCTION 
 
The province of Camaguey and its 
surroundings are an almost flat region in 
the eastern part of Cuba. It is frequently 
affected by thunderstorms during the 
afternoon and evening of the rainy season, 
from May to October. These systems 
produce a high proportion of the total 
annual precipitation in the region and are 
frequently responsible for severe weather 
reports. Consequently, there is 
considerable interest in gaining a better 
understanding of the storm properties and 
the means to prevent the damages they 
cause. 

 
This work describes the implementation 
and validation of an objective methodology 
for storm cell tracking and nowcasting, 
which only uses radar reflectivity data as 
input. The methodology is applied to the 
statistical characterization of convective 
storms in Camaguey. Section 2 describes 
the data and methodology utilized. In 
Section 3, distributions of storm properties 
are presented and compared with other 
reports. Evaluation of the system 
performance is discussed in Section 4, 
and some conclusions, limitations and 
future work developments are highlighted 
in Section 5. 

 
2.  DATA AND METHODOLOGY 
 
The Camaguey radar (S-band) is located 
at a height of 160 masl at 21.38°N, 
77.85°W. It is a modernized Russian MRL-
5 with antenna control and product 
generation fully automated (Perez et al., 
1999; Peña et al., 2000). Figure 1 shows 
the study area around the radar position, 
including topography. 
 
During the 2007 rainy season, radar 
observations with high temporal resolution 
(5 min) were taken in Camaguey, as one 
of the main tasks of the Randomized 

Experiment of Cold Cloud Seeding in 
Extended Areas that has taken place in 
that province since 2005 (Martinez et al., 
2007). 

 
Fig. 1. Study area with topography. 

 
Each radar volumetric observation was 
composed by 16 PPI scans at elevation 
angles between 0.5° and 21.2°. For each 
PPI scan there were 256 radials at 1.4° in 
azimuth and each radial comprised 1500 
sample bins at 300 m length to a 
maximum range of 450 km. Thirteen days 
with active convection were selected for 
this study on a semi-random basis 
depending on data availability and trying to 
include a wide range of events. The 
observing period each day is shown in 
Table 1. The sample was composed of a 
total of 2076 radar scans at 5-min 
intervals. Another shorter sample of 1238 
radar scans (not shown) taken during the 
rainy seasons of 2005 and 2006 was 
chosen in the same way for comparison. 
All the observations were pre-processed 
with Vesta software (Perez et al., 1999; 
Peña et al., 2000; Rodriguez et al., 2005) 
to obtain two-dimensional maps of main 
radar products inside a radius 180 km 
around the radar position. The cell 
resolution was 1.5 km. Table 2 shows the 
radar products that served as input to the 
storm identification algorithm. 
Table 1. Sample of radar data. 



Date Observation period (LT) 
24 Aug 2007 12:20 – 20:00 
27 Aug 2007 12:00 – 22:45 
30 Aug 2007 12:00 – 22:15 
31 Aug 2007 12:00 – 21:05 
10 Sep 2007 12:00 – 23:55 
11 Sep 2007 12:00 – 00:00* 
15 Sep 2007 12:00 – 08:00* 
17 Sep 2007 13:30 – 07:00* 
18 Sep 2007 12:10 – 08:00* 
22 Sep 2007 12:00 – 22:15 
27 Sep 2007 12:00 – 08:00* 
28 Sep 2007 18:20 – 08:00* 
  4 Oct 2007 12:00 – 23:20 
*Final hour on next day 
 
 
Table 2. Radar products for storm 
identification and analysis. 

Name Code Range 
Maximum reflectivity ZM 10-70 dBZ 
Height of ZM H 1-20 km 
Echo top (10 dBZ) T 1-20 km 
 
For storm identification and tracking we 
follow Handwerker (2002, hereafter 
referred as H02), but we use here the ZM 
matrices. In the H02 method, regions of 
precipitation are discriminated from the 
background using a first threshold of 
reflectivity. Within each of the regions thus 
obtained, the convective cells are defined 
through the use of a second threshold, 
which depends on the maximum 
reflectivity in the region. In this work the 
first threshold was chosen to be 25 dBZ 
(H02 used 35 dBZ) with the aim of 
detecting the storms as early as possible. 
After the first dissection of the radar 
image, a second threshold is defined as 
the maximum reflectivity inside each 
precipitating region minus 10 dBZ. Each 
storm will then be formed by contiguous 
pixels (connectivity = 4) that exceed this 
second threshold, provided that the 
maximum reflectivity inside the storm is 35 
dBZ or higher and the storm covers an 
area of at least 3 pixels (6.75 km2). This 
means that the storm area depends on the 
maximum reflectivity inside the first 
dissected region and it will surround its 
most intense part. This procedure allows 
the discrimination of storm cells inside 
large thunderstorm clusters. 

After the identification of storm cells, their 
instantaneous properties are calculated 
and saved for further analysis. To estimate 
the translation velocity of each storm, its 
previous positions are utilized, assigning 
to them different weights according to their 
age (as in H02). For each location in a 
given scan, the algorithm estimates the 
future location by using its estimated 
velocity and the time lag between scans. 
The new real location for each storm is 
assumed to be in the vicinity of its 
estimated location, and is taken as the 
nearest one to the forecast position, 
providing the distance between the two 
points is less than certain threshold (taken 
here as 4.5 km). If the storm under 
inspection is newly formed, then the 
averaged velocity of all other storms 
present in the previous scan is used. If 
there are no previous scans (typical at the 
start of tracking when there are only very 
few storms) then the next position is taken 
as the nearest one if the velocity between 
the two points does not exceed 15 m/s. 
This procedure results in the temporal 
association between the storms through 
the scans, and two new properties are 
saved into the storm table: the 
instantaneous velocity and direction of 
motion for each storm. Storm tracks are 
considered continental if more than ¾ of 
its lifetime is spent over land, otherwise, 
maritime. 

 
Fig. 2. Storm tracking during 1 h on 10 
Sep 2007. 
 
Figure 2 shows an example of storm 
tracking during the first hour on 10 
September 2007. Only the backward 
trajectories of the storms detected in the 
last scan (1300 h) are shown. Storms #1 
and 2 lasted 1 h, while storms #3 and 4 



lasted at least 30 min, and storm #5 is a 
new cell. Figure 3 shows all the storm 
tracks registered on the same day from 
1200 to 1600 h. Notice that the storms 
were moving mainly between W and 
WNW. For comparison, the mass-
weighted mean wind velocity between the 
surface and 300 hPa obtained from the 
available sounding at 0700 h on 10 
September 2007 was (30.2 km/h, 275°). 

 
Fig. 3. Storm tracks observed between 
1200 and 1600 on 10 Sep 2007. 
 
Once each storm has an instantaneous 
velocity assigned for every time step, it is 
possible to extrapolate its movement into 
the future to forecast its position. This is 
done by a straight line to the last up to ten 
positions of each track. As in the algorithm 
used by SCIT (Johnson et al., 1998), 
equal weight is given to every previous 
position. 
 
3.  STORM PROPERTIES 
 
The spatial distribution of storm frequency 
for all the 2076 volumetric scans is shown 
in Figure 4. Each grid square represents a 
30x30 km2 area and the frequency 
corresponds to the number of times the 
centroid of a storm lied within the same 
square. The three main zones of maxima 
observed coincide with the reports of 
Lecha et al. (1994) and Alvarez (2006) for 
the spatial distribution of rainstorms from 
three-hourly surface data, although in 
those reports the relative importance of 
each maximum slightly varies between 
them and in relation to the obtained here. 

 
Fig. 4. Spatial distribution of storm 
frequency. 
 
For each storm, the time at the middle of 
its lifetime was taken as representative of 
its time of occurrence. The diurnal 
variation in the frequency of mean time of 
occurrence between noon and midnight 
(Fig. 5) shows that convection reaches its 
maximum activity at 1600 h over land, 
while convection over the sea is low. After 
this time, convection over the sea begins 
to increase monotonically, surpassing the 
land activity near 2000 h and reaching its 
maximum at 2200 h when it begins to 
decrease but remains higher than land 
activity up to the end of the day. The 
diurnal convection maximum at 1600 h 
has also been observed by Núñez et al. 
(1999) and Alvarez (2006), although none 
of these studies discriminated between 
land and sea, nor did they note the lower 
nocturnal maximum mainly due to 
convection over the sea. 

 
Fig. 5. Diurnal variation in the frequency of 
storm occurrence. 
 
The frequency of the total duration of 
storms (Fig. 6) shows the typical 
exponential decay distribution reported in 
other studies (Cruz, 1973; Dixon & 



Wiener, 1993; Handwerker, 2000). Only 
211 (land: 114, sea: 97) from 5159 storm 
tracks last more than 1 h (4.1%). The 
average lifetime of a storm cell was 
roughly 19 min. The inner plot in Fig. 6 
refers the fraction of storms in each group, 
land or sea, separately. Both curves are 
quite similar each other, which indicates a 
low influence of terrain (land or sea) on the 
number of convective cells with the same 
lifetime in the study region. Fig. 7 indicates 
that the life cycle of a storm cell and its 
maximum reflectivity are correlated. The 
maximum reflectivity reached by different 
groups of storm duration is displaced to 
higher values when the duration 
increases. This has also been reported by 
Handwerker (2000) for storms in Germany. 
Mean values for the distributions in Fig. 7 
are, in the same ascending order as 
duration groups: 42.9, 46.0, 47.3 and 48.8, 
all in dBZ. 

 
Fig. 6. Distribution of storm total duration. 

 

 
Fig.7. Distribution of maximum reflectivity 
for different duration ranges. 
 
The frequency distribution of the maximum 
area reached by storms during their life 
cycle (not shown) also follows an 
exponential decay curve, which has been 
reported by Cruz (1973), Dixon & Wiener 
(1993) and Potts et al. (2000). The mean 
value was 48 km2 and more than 95% of 
storms reached areas below 150 km2. 

 
The frequency distribution of the maximum 
reflectivity (Fig. 8) is slightly positively 
skewed with skewness 0.5 and kurtosis 
3.7. The mean and median coincide in 44 
dBZ, which is close to the median of 43 
dBZ reported by Potts et al. (2000) for 
Sydney storms. About 88% of storms 
reached maximum reflectivities below 50 
dBZ. The inner graph in Fig. 8 shows that 
storms over land are relatively more 
frequent than storms over the sea for 
maximum reflectivities in excess of 47 
dBZ, which indicates higher intensities of 
storms over land. 

 
Fig. 8. Distribution of maximum reflectivity. 
 
Fig. 9 shows that the maximum top (10 
dBZ) more frequently reached by storms 
was 10 km, with almost the same 
contribution from land and sea storms 
(~900 each) for this height. Mean and 
median values for the distribution are 9.8 
and 9.6 km, respectively. This compares 
with a median of 9.7 km for Venezuelan 
storms (Cruz 1973). Mean values for land 
and sea storms in Fig. 9 are 9.6 and 10.2 
km, respectively. In addition, the inner 
graph indicates the much higher percent 
that represents the storms over the sea 
with tops between 7 and 14 km inside their 
group, when compared to the same 
portion in the group of storms over land. 
Only for tops beyond 14 km, the relative 
percent of storms over land is slightly 
higher. Distributions of maximum 
reflectivity for different groupings of storm 
height are shown in Fig. 10. The 
correlation between maximum top and 
maximum reflectivity reached by storms 
during their lifetimes is evident. Potts et al. 
(2000) found a similar relationship for 
storms around Sydney, Australia. The 
mean values for the distributions in Fig. 13 
are: 42.3, 42.4, 45.1 and 48.5 dBZ. 



 
Fig. 9. Frequency distribution of maximum 
top height of storms. 
 

 
Fig. 10. Distribution of maximum 
reflectivity for each height group. 

 

 
Fig. 11. Distribution of storm mean speed. 
 
The frequency distribution of storm mean 
speed (Fig. 11) indicates that storms were 
moving more frequently over land with a 
mean speed around 10 km/h, while storms 
over sea were moving more at a mean 
speed around 20 km/h. Besides that, the 
fraction of the sea storms that were 
moving at mean speeds above 16 km/h 
was superior to those over land with the 
same range of velocity, as indicated by the 
inner plot in the same figure. Both results 
are consistent with the lower friction of the 
sea surface. 
The frequency distribution of storm track 
mean direction of movement is depicted in 

Fig. 12. The bulk of tracks (71 %) moved 
westward on average, between 225° and 
315°, with the maximum around 270° (W). 
This is consistent with the predominant 
trade winds in the southern side of the 
North Atlantic Subtropical High during 
August-October over eastern Cuba. 
 

 
Fig. 12. Frequency distribution of storm 
track mean direction of movement. 
 
There were two days without sounding 
information (31 Aug and 4 Oct). If they are 
not considered in the analysis, the mass-
weighted mean wind vector obtained from 
the rest of the tracks is (16.2 km/h, 274°). 
This compares well with the mean wind 
vector in the surface-300 hPa layer 
calculated from the available soundings: 
(14.6 km/h, 273°), which indicates that 
most of the storms were moving close to 
the mean wind. 
 
4.  PERFORMANCE EVALUATION 
 
To assess the skill of the tracking 
algorithm, results were compared with 
those determined subjectively. Three days 
with different degrees of convective 
activity (in relation with the number of 
storms by image) and different 
environmental conditions (in relation with 
the predominant wind speed) were 
selected and the comparison was carried 
out during 6 hours of storm tracking each 
day. The temporal assignments detected 
subjectively were called “the true set” and 
those detected by the tracking algorithm 
were called “the objective set”. The total 
number of hits, misses, and false alarms 
were determined, and with them the 
probability of detection (POD), the false 
alarm rate (FAR) and the critical success 
index (CSI). 
 



Table 3 shows the performance statistics 
for the three cases analyzed. The tracking 
algorithm performs best for a day with the 
least number of cells by image, strong 
predominant wind speed and the least 
number of merge/split events (not shown). 
This result was expected because the 
algorithm performs best tracking isolated 
storms moving with the wind. However, the 
worst performance was on 27 August, a 
day with strong wind and a relatively low 
number of cells by image, when compared 
with 4 October. This was linked to a great 
amount of merge/split events that took 
place during this day. In Table 3, CSI 
values are similar to POD because of the 
low FAR values. In average POD=0.88, 
FAR=0.02 and CSI=0.86, comparing well 
with other reports, as shown in Table 4. 
 
Table 3. Performance statistics for tracking. 

Day Cells/imag Wind POD FAR CSI 
27 Aug 21 Strong 0.84 0.02 0.83 
10 Sep 16 Strong 0.93 0.01 0.91 
  4 Oct 30 Weak 0.87 0.02 0.85 
 
Table 4. Performance statistics in other reports 
(DW93 is Dixon & Wiener 1993; KN05 is 
Kyznarova & Novak 2005; H02 as above). A ? 
symbol means not reported value. 
Author Cells/image Wind POD FAR CSI 

H02 16 ? 0.90 0.04 0.87 
H02 19 ? 0.93 0.09 0.85 
H02 27 ? 0.87 0.07 0.81 

DW93 ? ? 0.91 0.13 0.80 
KN05 25<?<30 Weak 0.89 0.08 0.83 
KN05 ~20 Strong 0.92 0.06 0.87 
KN05 ~20 Strong 0.93 0.06 0.88 

 
As a comparison, Table 4 shows the cell 
tracking results from several authors. The 
higher FAR values are supposed to be a 
consequence of some fails in the 
merge/split detection algorithm included in 
those tracking systems. As some of these 
authors mention (Handwerker 2002; 
Kyznarova & Novak 2005), most of the 
merge/splits events are artificial products 
of reflectivity core identification. However, 
none of these authors check the 
performance of the merge/split detection 
algorithm. By contrast, Johnson et al. 
(1998) did not include merge/split 
detection in the SCIT algorithm and 
reached higher values of POD (95% in 
average, nothing is said about FAR or 
CSI). 
 
The tracking algorithm here evaluated 

does not include the detection of 
merge/splits. It is then remarkable that, on 
average, the CSI values in this study 
compare very well with those in Table 4. 
 
To assess the performance of storm 
motion nowcasting, forecast and actual 
locations were compared (at the time of 
the forecast). The distance between each 
pair of locations was calculated, and the 
results for different lead times were 
averaged to find the mean forecast error. 
This was done for forecast lead times up 
to 60 min. All the observation periods 
during the thirteen days of 2007 were 
included in the analysis. Table 5 shows 
the results. As comparison, the results 
from Johnson et al. (1998) for the same 
forecast lead times are included in 
parenthesis. The larger mean forecast 
errors in Johnson et al. (1998) could be 
caused by the type of thunderstorms they 
analyzed, mainly severe. However, the 
results in Table 5 are encouraging. 
 
Table 5. Performance of storm motion 
nowcasting. In parenthesis results from 
Johnson et al. 1998. 
 Forecast time 
(min) 

Number of cells 
in sample 

Mean forecast 
error (km) 

5 30773 (898) 1.8 (2.0) 
15 17300 (498) 3.7 (5.0) 
30 8272 (227) 6.7 (9.9) 
45 3955 (109) 9.8 (15.2) 
60 1826 (55) 12.8 (22.8) 

 
Mean forecast error was also calculated 
for an independent sample of 12 days 
from the 2005-2006 rainy seasons. For a 
lead time of 60 min in a sample of 612 
cells, the mean forecast error was 11.6 
km, which is similar to 12.8 in Table 5. 
 
5. SUMMARY AND CONCLUSIONS 
 
An algorithm has been presented and 
validated, which automatically detects and 
tracks convective cells and provides a 
forecast for their location. The algorithm 
only uses radar reflectivity data as input 
and has been applied to the analysis of 
Cuban convective storms during 13 days 
of the 2007 rainy season. Some 
preliminary results were obtained for the 
Camaguey province and its surroundings, 
and are summarized here. 
 
The spatial distribution of storms in the 



region of study has two maxima toward the 
center of the Cuban island and a third one 
along the south coast of Camaguey. All of 
them reflect the interaction between the 
general circulation driven by the North 
Atlantic Subtropical High and the local 
sea-breeze circulation over Cuba, and 
have been reported before. 
 
The diurnal cycle of convection shows the 
highest activity around 1600 h over land, 
and a much lower secondary maximum 
around 2200 h when land breeze 
produces convergence over the sea. 
 
Storm properties like total duration, 
maximum area and maximum reflectivity 
show the typical distributions reported in 
the literature. The distribution of maximum 
top is similar to the one reported for 
northern Venezuela, with the highest 
contribution from storms with heights 
between 8 and 10 km, both over sea and 
over land.  
 
The motion of storms over land is more 
frequent at mean speeds around 10 km/h, 
whereas the maritime storms move faster 
with a mean around 20 km/h. Mean 
direction of movement preferred by storms 
is westward between 250° and 300°.  
 
Both the total duration and the height of 
10-dBZ storm top are shown to be clearly 
correlated with the maximum reflectivity 
reached by storms. Other storm properties 
like maximum area and mean speed can 
be also correlated with maximum 
reflectivity, but this needs further study. 
 
The performance evaluation for 6 h during 
three days with different degrees of 
convective activity and environmental 
conditions shows that, on average, the 
tracking algorithm performs well for 86% of 
the time. This compares well with tracking 
algorithms elsewhere. However, the 
inclusion of an effective merge/split 
detection algorithm can improve 
considerably the tracking skill.  
 
The performance evaluation of storm 
motion nowcasting shows encouraging 
results, with a mean error in the forecast 
position of 12.8 km for a forecasting time 
of 60 minutes. Similar results were found 

for an independent sample of 12 days 
during the 2005-2006 rainy season. 
 
The tracking and nowcasting system 
described in this article is currently been 
tested in Cuba with the high temporal 
resolution radar data from the 
Randomized Convective Cold Cloud 
Seeding Experiment under way (Martinez 
et al., 2007) during summer. An adapted 
version has been also used for tracking 
and analyzing large convective areas 
during the same experiments (Novo et al., 
2008). The analysis of larger datasets 
from different regions will provide useful 
information about the climatology of 
convective activity in the country, as well 
as local detailed studies about the 
properties of severe storms. 
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1. INTRODUCTION. 
 
 Detailed information on the proper-
ty of ice phase hydrometeors (crystal den-
sity and size) has emerged as a strong 
need to improve and validate the rain resti-
tutions from BRAIN (Viltard et al., 2006) 
algorithm within the Megha-Tropiques pro-
ject. The ice phase is parameterized in 
BRAIN by a Particle Size Distribution 
(PSD) and a density which depends on the 
type of particles. Namely three types are 
implemented: dense particles (hail), mod-
erately dense particles (graupel) and light 
particles (snow). The mass-diameter rela-
tionship can be set according to various 
values found in the literature or can be set 
as a constant for a given class of particles.  

 Two measurement campaigns 
have been performed in order to capture 
correctly the properties of these cloud par-
ticles and thus, to improve the existing 
parameterization implemented in BRAIN. 
The study covers cases of continental 
(2010 over West Africa, MT1) and oceanic 
convection (2011 over the Indian Ocean, 
MT2) over the Tropical belt, in order to 
demonstrate most eminent differences in 
continental and oceanic ice cloud micro-
physics. 
 
2. INSTRUMENTATION. 
 
 The ice microphysics study pre-
sented here will primarily give an overview 
of the microphysical cloud data from state 
of the art instrumentation mounted during 
two measurement campaigns on the 
French Falcon 20 (FF20) research aircraft 
operated by SAFIRE (Service des Avions 

Français Instrumentés pour la Recherche 
en Environnement). The in situ instrumen-
tation mounted on the FF20 during the 
MT1 campaign consisted of the imaging 
probes 2D-S, CIP (Cloud Imager Probe), 
and PIP (Precipitation Imager Probe) as 
well as the cloud droplet spectrometer 
FSSP-100. Moreover, the cloud Doppler 
radar RASTA (Protat et al., 2009) was 
used to measure the reflectivity (or 
backscattering energy) of the hydrome- 

 

 
Figure 1: Histograms of the temperatures measured 
during the Megha-Tropiques campaigns. a) Niamey, 
Niger, above the African Continent in August 2010. 
b) Gan, Maldives above the Indian Ocean, in No-
vember/December 2011. 

b) 

a) 



teors at 95GHz above and below the FF20 
aircraft. The basic thermodynamical and 
dynamical parameters such as tempera-
ture, pressure, and vertical velocity were 
recorded routinely on the aircraft along its 
trajectory. 
 For the MT2 campaign the CIP 
array probe used during MT1 has been 
replaced by a cloud particle imager CPI. In 
addition, a Nevzorov probe has been add-
ed to the instrumentation on the FF20 to 
measure the in-situ condensed water con-
tent (CWC).  
 Figure 1 illustrates the in-situ tem-
peratures encountered during the two 
campaigns. Temperatures included here 
cover the range between -40°C and 0°C. 
The maximum occurrences during MT1 
have been observed for temperatures near 
-30°C, -25°C, -20°C, and -10°C. During 
MT2 the temperatures of maximum occur-
rences were somewhat similar with maxi-
mum occurrences of temperatures near -
30°C, -20°C, and -10°C, however, temper-
atures below -30°C have been barely en-
countered in contrast to MT1. 
  
In general, the FF20 did not enter the 
deep convection cores of the MCS sys-
tems, in particular not over the continent. 
Approximately 75% of the data points of 
measured vertical velocity have been 
found in the velocity interval of -0.5m/s to 
0.5m/s (figure 2). The cloud systems en-
countered during MT1 were essentially 
extended MCS systems. During MT2 a 
first smaller period of the campaign expe-
rienced somewhat extended cloud sys-
tems (up to MCS size), whereas during the 
second period of MT2, the cloud systems 
were especially comprised of smaller iso-
lated convection systems. The updrafts in 
the oceanic systems were less violent for 
comparable reflectivities, when compared 
to the continental convection. Over the 
ocean the pilots accepted easily to cross 
the systems without restrictions. 

 
Figure 2: Histograms of the vertical velocities meas-
ured during the Megha-Tropiques Campaigns. a) 
Niamey, Niger, above the African continent in Au-
gust 2010. b) Gan, Maldives above the Indian 
Ocean, in November/December2011. 

 3. INTERCOMPARISON OF 
CLOUD MICROPHYSICAL PROPERTIES 
(CONTINENTAL & OCEANIC CLOUDS ). 

 Particles recorded by the particle 
imagers were classified, both as a function 
of their maximum length (Dmax) and as a 
function of the equivalent diameter of a 
disc corresponding to the crystal surface 
(Deq). The 1Hz composite particle size 
distribution (PSD) has been derived, com-
bining PSD (in Dmax or Deq) of individual 
probes used during each flight. For this 
study, composite PSD were built for flights 
15,17,18,19, 20 of MT1 from the size-
restricted individual PSD of 2DS, CIP and 
PIP. For MT2 the composite PSD for 
flights 45, 46, 49 and 50 were build from 
the individual PSD of 2DS and PIP probes.  

a) 

b) 



 

Figure 3: Trends of particles size distributions as a 
function of Dmax of the particles measured during the 
two measurement campaigns of Megha-Tropiques. 
Flights included in the category “MCS above African 
continent” are flight numbers 15, 17, 18, 19, and 20 
of MT1. The category “isolated convection above 
the Indian Ocean” averages PSD from flight num-
bers 49 and 50 of MT2 (December 2011). Finally 
flight numbers 45 and 46 are included in the catego-
ry “MCS above Indian Ocean” (November 2011). 

  The averaged composite PSD 
have been calculated separately for each 
flight and subsequently averaged over all 
flights of the same category of cloud sys-
tems. Therefore the available microphysi-
cal data from FF20 flights have been 
grouped in three different categories cor-
responding to different synoptic features 
as there are: (i) MCS (Mesoscale Convec-
tive System) above African continent, (ii) 
MCS above Indian Ocean, and (iii) isolat-
ed convection above the Indian Ocean 
(figure 3). Averaged PSD for the two types 
of MCS (category (i) and (ii)) are similar in 
shape, however with higher total concen-
trations of sub-millimeter crystals and 
larger sizes of super-millimeter crystals for 
the continental PSD as compared to the 
oceanic PSD. Compared to both MCS 
type PSD, the averaged PSD of isolated 
oceanic convection reveals much higher 
concentrations of smallest ice particles 
and also significantly smaller sizes of the 
entire crystal population.  

 

 

 

Figure 4 : Mean mass spectrum calculated with the 
mass-diameter relationships constrained by the 
reflectivity measured by RASTA and the simulated 
reflectivity from the composite PSD and area-
diameter relationships. The fraction of the mass size 
distribution of particles with diameters smaller than 
200µm is underlined in green, the range between 
200µm and 1000µm in blue the super-millimeter 
particles in red. 

 It appears (figure 4), that the mean 
mass-diameter relationship deduced by 
constraining simulated reflectivity from 
particle size distributions with measured 

a) 

b

c) 



reflectivities from the Doppler radar 
RASTA (95 GHz) (see Fontaine et al, 
2012b, this ICCP issue), is greater for 
MCS observed above the African cont
nent (m=0.015Dmax

2.09) than for oceanic 
MCS systems and isolated convection 
(m=0.009Dmax

1.80 and m=0.0055D
respectively. Figures 4a, 4b ,
trate that, on average, super
particles (with Dmax beyond 1mm) co
prise a mass fraction of 55% in the cont
nental MCS compared to 67% and 46% in 
oceanic MCS and isolated convection sy
tems, respectively.  

Particles shown in figures 5a and 5b have 
been chosen within identical temperature 
ranges. Whereas figure 5a is an extract of 
the PIP catalogues for MT1, figure 5b pr
sents an extract of particles sampled du
ing MT2. Particles have been selected, if 
the particle surface is larger th
pixels for MT1. Since the 1000 pixel crit
ria didn’t produce counts for the MT2 
clouds, the threshold has been set to 500 
pixels for MT2.  

 In order to connect findings from 
figures 3, 4, and 5 we have seen larger 
and somewhat higher concentrated s
millimeter particles in continental MCS as 
compared to oceanic MCS. Since we sta
ed above that super-millimeter mass co
prises 55% of the total cloud particle mass 
in the continental MCS, compared to 67% 
in the oceanic MCS, this means that the 
relative mass contribution of sub
particles to the total particle mass is more 
important for continental MCS (44%) than 
it is for oceanic MCS (33%).  

  

reflectivities from the Doppler radar 
STA (95 GHz) (see Fontaine et al, 
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MCS observed above the African conti-
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MCS systems and isolated convection 
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nental MCS compared to 67% and 46% in 
oceanic MCS and isolated convection sys-
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ranges. Whereas figure 5a is an extract of 
the PIP catalogues for MT1, figure 5b pre-
sents an extract of particles sampled dur-
ing MT2. Particles have been selected, if 
the particle surface is larger than 1000 
pixels for MT1. Since the 1000 pixel crite-
ria didn’t produce counts for the MT2 
clouds, the threshold has been set to 500 

In order to connect findings from 
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Figure 5: Extract of particle catalogue recorded by 
the PIP. At the end of each line temperature and 
arrival time in second after midnight of the last part
cle is shown. Particles have been selected if their 
surfaces in pixels are larger than a threshold of 
1000 pixel for MT1 (figure 5a) and 500 pixel for MT2 
(figure5b)   

 In general, the mean density of the 
cloud particles is larger in continental MCS 
(MT1) than in oceanic MCS (MT2). 
Whereas it is not possible to clearly class
fy the particle shapes in the continen
MCS (shapes somewhere between 
graupel and aggregates), in the oceanic 
MCS much more pristine (rosettes, co
umns, sideplanes, etc…) ice can be found. 

 An important conclusion is that for 
observed oceanic convection the growth of 
the cloud particles is much more domina
ed by vapor diffusion, as compared to the 

b) 

a) 

 

 

Extract of particle catalogue recorded by 
the PIP. At the end of each line temperature and 
arrival time in second after midnight of the last parti-

ve been selected if their 
surfaces in pixels are larger than a threshold of 

xel for MT1 (figure 5a) and 500 pixel for MT2 

In general, the mean density of the 
cloud particles is larger in continental MCS 
(MT1) than in oceanic MCS (MT2). 
Whereas it is not possible to clearly classi-
fy the particle shapes in the continental 
MCS (shapes somewhere between 
graupel and aggregates), in the oceanic 
MCS much more pristine (rosettes, col-
umns, sideplanes, etc…) ice can be found.  

An important conclusion is that for 
observed oceanic convection the growth of 

much more dominat-
ed by vapor diffusion, as compared to the 



more violent continental convection. Thus, 
cloud particle aggregations that lead to 
very large particles in the continental con-
vection are somewhat limited in oceanic 
convection.  
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1. INTRODUCTION.   

  The presented study is performed 
within the Megha-Tropiques (MT) project. 
Megha-Tropiques is a French-Indian satel-
lite devoted to improve our knowledge on 
the understanding of the processes linked 
to the tropical convection. The relevant 
instrument on the satellite for cloud studies 
is the MADRAS microwave imager with 9 
frequencies (18,7 GHz to 157 GHz). Two 
aircraft measurement campaigns (MT1 
over  West Africa in 2010 and MT2 over 
the Indian Ocean in 2011) have been per-
formed with the French Falcon 20 in order 
to improve cloud microphysics parameteri-
zation and precipitation retrievals from the 
satellite data. The presented study is using 
solely MT1 data. Onboard the French Fal-
con aircraft, the French Doppler radar 
RASTA (Radar Aéroporté et Sol de 
Télédétection des propriétés nuAgeuses; 
with a frequency of 95GHz: Protat & Al, 
2009), the Cloud Imaging Probe (CIP), the 
Precipitation Imaging Probe (PIP) and the 
2D Stereo (2DS). In situ CWC mass has 
not been measured directly. After image 
data processing two types of composite 
particle size distributions (hereafter PSD) 
have been derived. The representation of 
PSD is given as a function of the equiva-
lent diameter of a disc corresponding to 
the crystal surface (hereafter Deq), the 
second type of PSD is presented as a 
function of the maximum length of the par-
ticle (Dmax). Both PSDs are calculated for 
a 1 s and 10 s time resolution (PSD are 
handled in 10 µm bin resolution from 50µm 
to 6400µm).  

 Determining the mass of a particle 
is very difficult when its shape is not 
known. Baker and Lawson, (2006) pre-
sented a relationship between particle 
mass and geometric parameters derived 
from 2D particle images. Schmitt and 
Heymsfield (2010) showed that the fractal 
dimensions of aggregates are related with 
their mass.  

The estimation of IWC in MCS sys-
tems over West Africa presented in this 
study is based on two slightly different 
approaches of IWC retrieval from simulta-
neous analysis of in situ cloud particle im-
agery and radar reflectivity measured at 
95GHz with the cloud Doppler radar 
RASTA.  

2. METHOD USED TO RETRIEVE THE 
MASS-DIAMETER RELATIONSHIP. 

 The reflectivity at 95 GHz is usually 
calculated, assuming the mass of the ice 
particles. Thus, our purpose is to estimate 
the mass-diameter relationship which pro-
duces the smallest deviations (equation 2) 
between the measured radar reflectivity 
(Z95GHz) and the equivalent reflectivity 
(ZMie) calculated from the mass-diameter 
power law (equation 1). The diameter D 
stands either for the equivalent or the 
maximum diameter. In the present study 
the maximum error (cf. equation 2) has 
been set to 5%. 

�(�) = ���      (eqn. 1) 

�		
		(%) = 100. ������������
�������

�     (eqn. 2) 



The equivalent reflectivity at 95 GHz can 
be calculated as shown in the equation 3, 
where Ki and Kw are the dielectric con-
stants for ice and water. The PSD is rep-
resented with n(D) and the Mie scattering 
effect is described by the function f(D). 
However, this formula is difficult to imple-
ment, since the Mie scattering effect can-
not be described by a simple equation. 
Therefore, to calculate properly the 
equivalent reflectivity we use an algorithm, 
where the Mie theory is applied on a 
sphere with a homogenous mixture of ice 
and air. The mixture is related to the 
mass-diameter law by the fact that the ice 
fraction is proportional to the mass of the 
ice in the particle divided by its mass if the 
particle would only consist of ice.  

���� !" = � #$#%�
&
. ∑ ((�).�(�)&. )(�)*     

(eqn. 3) 

The calculation is performed in two differ-
ent ways: Either we fix the β exponent to 
be equal to 2.1 (for example) or we calcu-
late the β exponent as a function of the 
exponent of an area-diameter relationship 
(to be derived from particle images) of the 
crystals. Thus, either β is a constant, or it 
is a function of the 2D images recorded by 
the in situ imagers (2DS, CIP, PIP). In or-
der to characterize a falling particle in the 
atmosphere, Heymsfield and Miloshevich, 
(2003) and Mitchell (1996) use the area +, 
and the aspect ratio Ar (which is the area 
of the particle projected normal to the flow 
(+,) divided by the area of a circumscrib-
ing disc). 

-. 	= 	 /0
1
2*3456

  (eqn. 4) 

+, = 	7. ��89: (eqn. 5) 

 In this study we consider that the 
diameter-area law is equal to (+,). The 
Diameter-area law could be explained as 
the expected area (or mean area) for a 
given maximum length (Dmax). An exam-
ple of a diameter-area law is given in fig-

ure 1 and has been calculated using all 
particle images in a time interval of 10 se-
conds for one arbitrary flight of the MT1 
campaign. We can see that the relation-
ship between the mean area and the max-
imum length is well fitted with a power law. 

 

Figure 1. Example of relationship for crystal mean 
area as a function of the maximum length for an ice 
crystal population of more than 200 analyzed crys-
tals within a time period of 10 seconds. The parti-
cles have been recorded by the PIP probe.  

The diameter-area law shown in this figure 
has been calculated for 2D images rec-
orded by the PIP probe in the size interval 
1000µm and 6400µm. The calculated 
mean areas are represented by triangular 
symbols and the line corresponds to the 
fitted power law. The line above and below 
the data points represents one standard 
deviation.  

Figure 2. Scatter plot of the reflectivity versus α of 
the mass-diameter law. Each point corresponds to 1 
second of measurement data of flights 15, 17, 18, 
19, 20 of the MT1 campaign and its color represents 
the measured in situ temperature. 
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3. RESULTS. 

 In this first part of the results, we 
show findings obtained when fixing β 
equal to 2.1. In figure 2, the calculated 
coefficient α of the power law is plotted as 
a function of the reflectivity measured by 
RASTA. The temperature measured in the 
corresponding cloud volume is color cod-
ing the data points. We can see that there 
is some temperature dependency in this 
figure. Low values of α are particularly 
found for low temperatures, which is of 
course the result of having chosen a con-
stant exponent β, independently of the 
temperature and related to the clouds mi-
crophysics.  

  A reason to study area-diameter 
relationships from particle imagery is also 
to compare the in situ findings to the ter-
minal velocity of the hydrometeors de-
duced from the reflectivity measured by 
the radar RASTA. Since area-diameter 
relationship is varying during a flight and 
since the area-diameter law of the parti-
cles is strongly influenced by the specific 
ice microphysics, different relationships 
between the β exponent of the mass-
diameter law and the σ exponent from the 
area-diameter law have been tested. Fig-
ures 3 and 4 present the results obtained 
with the dataset from the MT1 campaign. 
The mass-diameter laws are calculated for 
the flights 15, 17, 18, 19, 20 with a time 
integration of 10 seconds. The PSD used 
have been built as a function of the 
equivalent diameter Deq and the area-
diameter law has been calculated using 
the 2D images monitored with the PIP 
probe. In figure 3 we can see the relation-
ship between the condensed water con-
tent (equation 6; CWC) and the measured 
reflectivity (Z95GHz). The data points are 
color coded with measured temperature. 
The resulting relationship is a power low 
which is influenced by the temperature 
(equation 7). For a given reflectivity, CWC 
increases with decreasing temperature. 

We can also conclude that a given CWC 
produces lowest reflectivities for lowest 
temperatures.   

;<; = ∑ ((�).�(�)*   (eqn. 6) 

;<; = ;=%=(>). ��� !"?@A@(B)  (eqn. 7) 

 The subsequent relation in equa-
tion 8 resumes what is presented in figure 
4. α is written as a power law of β and with 
Cm and Am both depending upon tempera-
ture. Overall, β increases (for given α) with 
increasing temperature T, whereas α in-
creases with decreasing T (for given β).  

� =	;3(>). C?D(B)  (eqn. 8) 

Finally figure 5 shows the impact on CWC 
retrievals when applying 6 different mass-
diameter relationships. The figure is a 
zoom of 15 minutes of calculations for one 
exemplary flight (flight number 19). It 
shows results obtained with 4 different 
relationships between σ (from the area-
diameter law) and β (from the mass-
diameter law) calculated for PSD ex-
pressed in terms of the maximum length 
Dmax and the area-diameter law calculat-
ed from the PIP probe (maximal length 
between 1000µm to 6400µm). To these 
four curves are added two curves. In one 
of these two curves CWC is calculated for 
PSDs expressed in terms of the equivalent 
diameter Deq with data from the PIP 
probe, whereas in the other curve CWC is 
calculated for Dmax, however for CIP data 
(maximal length between 500µm to 
1600µm) derived area-diameter relation-
ships.  

 The results of these 6 curves are 
rather similar and somewhat independent 
of the relationship between σ and β, inde-
pendent of the probe used for the area-
diameter relationship and thus, the range 
of the particles used to calculate that rela-
tionship, and independently of the parame-
ters (Dmax or Deq) of 2D images used to 
classified the particles to build up the PSD. 



 

Figure 3. Scatter plot of the CWC versus the reflec-
tivity at 95 GHz measured by RASTA. Each point 
corresponds to 10 seconds of measurement data of 
flights 15, 17, 18, 19, 20 of MT1 and its color shows 
the in-situ temperature. 

 

Figure 4. Scatter plot of α versus β from the mass-
diameter law m=αDβ. Each point corresponds to 10 
seconds of measurement data of flights 15, 17, 18, 
19, 20 of MT1 and its color shows the temperature 
in-situ.  

5. CONCLUSION. 

 To resume figures 3, 4, 5, we can 
state that the mass-diameter relationship 
is significantly influenced by the tempera-
ture. CWC calculated from the RASTA 
radar reflectivities using the Mie theory 
and applying different relationships for the 
mass-diameter relation, the results are 
approximately the same, if all m(D) rela-
tions have been constraint by the radar 
reflectivities. In fact, for any given value of 

β, α can be calculated to fit to the function 
given in equation 8. It is important to give 
the variations of the area-diameter law to 
the mass-diameter law. It seems that the 
area-diameter law is influenced by the 
temperature and some further parameters. 
More studies have to be performed in or-
der to understand how the area-diameter 
law varies in clouds, and what are the 
most significant physical parameters con-
trolling the calculation of the area-diameter 
law. 

 

Figure 5 :  CWC calculations for 6 different mass-
diameter relationships, all laws have been constraint 
by the radar reflectivities. 
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OUTPUT - THE MULTI-PURPOSE OF THE EARTHCARE SIMULATOR
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1 INTRODUCTION

Earth's low altitude, warm, layered clouds
play a major role in the climate system, reflect-
ing back a large amount of the incoming short-
wave radiation from the Sun. Stratocumulus
(Sc) clouds are typical representatives of such
type of clouds. They cover vast areas, exten-
sively spreading in horizontal direction, having
a considerable impact on the radiation budget.
To look into the process of the Sc structure

variability and evolution, retrievals of the mi-
croscale cloud properties are used. These can
be related back to the large scale processes
that consequently onset due to a change in
the microscale. One of such chain of events
is the growth of cloud droplets via process of
diffusion until a critical size is achieved, from
where process of collisions and coalescense
takes over, forming light drizzle drops. This
type of feedback could lead to development of
pockets of open cells (Stevens et al., 2005),
also changing the cloud radiative properties.
Drizzle onset process regarding such clouds

is of great importance to comprehend the cloud
evolution and its impact on the radiation bud-
get. To analyze the consequence chain this
microphysical process holds on a large scale,
a modified version of the EarthCARE mission
Simulator (ECSIM) is used here to ingest cloud
scenes from a Large Eddy Simulation (LES)
model, represented with microphysical output.
Full description of the LES model used is given
in Heus et al., 2010. Recreated scenes in EC-
SIMwere used in order to generate realistic ob-
servations for ground-based radar instrument.

2 RADAR OBSERVATIONS IN
DRIZZLE CATEGORIZATION

Previous studies have shown presence of
drizzle is very common in water clouds (Fox
and Illingworth, 1997). Issue with proper quan-

tification of drizzle is that the retrieved radar re-
flectivity when profiling clouds does not match
the cloud structure identically, when drizzle is
present. This offset happens due to increased
sensitivity of radar reflectivity (proportional to
the power of six of the cloud droplet radius) to
large cloud drops, which are usually located
near the bottom of the clouds. These, how-
ever do not contribute analogously to the wa-
ter content of the cloud itself. For this rea-
son drizzle droplets dominate the radar reflec-
tivity, obscuring the retrieval interpetation. A
method initially created by Krasnov and Russ-
chenberg 2002., and used later in Khain et
al. 2008., further analyzed the relationship
between radar reflectivity (Z) and liquid wa-
ter content (LWC). It distinguishes 3 categories
of drizzling clouds: ``the cloud without driz-
zle fraction'', ``the cloud with light drizzle'' and
``the cloud with heavy drizzle'', derivated using
radar retrievals. Such method adopted cate-
gorization of Z-LWC relationship from previous
studies (Baedi et al., 2000; Fox and Illingworth
1997; Sauvageot and Omar, 1987 and Atlas,
1954). This technique encouraged extensive
classification and potential in improving the mi-
crophysical retrieval algorithms.

3 METHODOLOGY

The EarthCARE satellite mission is sched-
uled to be launched in 2015. The payload will
consist of 4 instruments onboard: a 94GHz
cloud profiling radar, a high spectral resolu-
tion lidar at 353nm, a broadband radiometer
and a multispectral imager. ECSIM is a tool
developed as a part of the mission develop-
ment process in order to simulate the complete
mission instrument observations. It consists of
scene creation, orbit, forward, instrument and
retrieval models. Put together, they simulate
how EarthCAREmeasurements would be. Ex-
tensive description of models and algorithms



ECSIM employs can be found in the documen-
tation by Donovan et al., 2008. In our simula-
tion, one output from LES model was used to
create a cloud scene used as input in ECSIM.
LES was utilized to reproduce Sc clouds ob-
served during the Atlantic Stratocumulus Tran-
sition Experiment (ASTEX) campaign. Input
information read in from LES output contained
liquid water content values stored in the centre
of eachmodel grid box. Resolution of the cloud
scene is 50m and 15m in horizontal and verti-
cal direction, respectively. Scene domain size
is 25.6km x 25.6km in horizontal, and 2.75km
in vertical direction.

4 LES to ECSIM parametrizations

In the process of parameterizing the droplet
size ditribution, number concentration (N ) was
assumed a fixed value in order to calculate
droplet effective radius. In order to study driz-
zle, four different simulations were run with N
shifted towards lower (consequently resulting
in higher droplet effective radius values of the
cloud scene) and higher (lower effective ra-
dius) N values, keeping the LWC values un-
modified. Values used for N were 10, 50, 100
and 150cm−3. These are several of the suit-
able values to use, as they were observed
during the ASTEX campaign measurements
(Wood, 2000). Droplet size distribution was
modeled by choosing a generalized gamma
distribution (Hu and Stamnes, 1993).

N(r) =
N

Rm

1

Γ(g)
(
r

Rm
)Γ−1exp(− r

Rm
), (1)

where r is the particle radius, Rm is the mode
radius, N is the number concentration and g
is the width parameter. To recreate the cloud
scene in ECSIM we used liquid water content,
effective radius values and a fixed value of
the distribution shape parameter (g), for liq-
uid water clouds. LES model gives informa-
tion solely on LWC, meaning effective radius
had to be calculated. The effective radius of
cloud droplets was subsequently determined,
according to equations (2) and (3):

Rm = (
3ql

4πρN
)
1
3 (2)

reff =
4

3
(g + 2)Rm, (3)

Figure 1: 3D view of the LES cloud scene used as input
in ECSIM.

where ql stands for liquid water content and
reff for effective radius.
The ``equivalent radar reflectivity'' for 3GHz

is calculated from the ECSIM radar forward
model, and then related to other - user spec-
ified frequency values. It represents a value
related to the power of the backscattered coef-
ficient at the radar wavelength βrad as:

Ze =
λ4rad
π5

1

|Kw|2
4πβrad, (4)

where

Kw =
n2w − 1

n2w + 2
, (5)

and nw is the complex index of refraction of
water at 3GHz at a fixed temperature (20 ◦C
so that |Kw|2 = 0.92. λrad is the radar wave-
lenght.
The hardware configuration profile used was

a 32GHz cloud profiling radar with parameters:

-Pulse Repetition Frequency: 6800Hz
-Vertical resolution: 25m
-Antenna diameter: 1.75m
-Pulse length: 100m
-Power: 29.5W

Figure 1 shows a three-dimensional
overview of the cloud scene used in this case
study. Vertical axis is exaggerated by a factor
of 10 to emphasise the variability of the cloud
shape in both vertical and horizontal direction.



Figure 2: Liquid Water Path of the cloud scene.

Figure 3: Liquid Water Content vertical crossection of
the scene at y=25km.

5 RESULTS

To select a vertical crossection of the cloud
scene for instrument runs, liquid water path
(LWP) profile (Figure 2) was used to locate a
single track along the LES modeled domain
that reveals high variability in LWP. The loca-
tion used is y = 25km, which generated a
25.6km along-track profile. The track where
the radar instrument slice was created is indi-
cated on Figure 2 with a black horizontal line.
Radar instrument model output for four dif-

ferent values ofN is shown as four vertical pro-
files on Figure 4.
Direct comparison of the LWC for the cho-

sen crossection and retrieved radar reflectiv-
ity measurement are shown in Fig.3 and Fig.4.
A strong spatial correlation of high LWC and
radar relectivity values is present. From for-
mulation of effective radius calculation (Eqs.
(2) and (3)) it is clear this correlation comes di-
rectly from relationship of effective radius val-
ues to the radar retrievals.
As both are integrated values, relationship

(shown on Fig.5) between the integrated radar
reflectivity and LWP (red scatterers) indicate a

Figure 4: 32GHz Radar reflectivity profile for different
NC values: a)N = 10, b)N = 50, c)N = 100, d)N = 150
(in cm−3)

Figure 5: Relationship of median and integrated re-
flectivity simulated retrievals with collocated Liquid Water
Path values.



Figure 6: Relationship of of Radar Reflectivity and Liq-
uid Water Content for 4 different NC values.

pattern that remains consistent for all four N
parametrizations. Median reflectivity relation-
ship with LWP (black scatterers), gives a rela-
tionship with lower correlation, however stable
for all N values. Dispertion of reflectivity val-
ues has shifted for different N values due to
inverse relationship with effective radius, thus
retrieving higher reflectivities for lower N and
opposite for higher N values.
Taking the aforementioned approach as in

Krasnov and Russchenberg 2002., ECSIM
simulated retrievals combined with LES data
have merited a Z-LWC relationship, indicating
the same character used in their categorization
of drizzle presence (Fig.6).

6 CONCLUSION

The method of utilizing ECSIM for ground
based studies of remote sensing using mod-
eled cloud structure in terms of drizzle, ap-
pears to be valid and gives confidence for fu-
ture studies. With such infrastructure in place,
next step is combining a ground based elastic
backscatter lidar instrument simulations with
both modeled and observed cloud scenes.
Classification of observed patterns in Sc

sheets using combined ECSIM generated
radar-lidar profiles should merit drizzle catego-
rization for a given cloud scene. This informa-
tion is planned to be related to passive satel-
lite imagers, in order to create a classification
of drizzle categories, observed with such intru-
ments as well. This part of the research would

be implemented via ECSIM, using the satellite
mode for the simulation and the same cloud
scenes - profiling them from above and using
the ground module. Simulated observations
from the ground are used due to its high spatial
and temporal resolution capability, compared
to the satellite module. Capturing high driz-
zle variability within the cloud and further in-
fluence it has on the cloud evolution is to be
established using the aformentioned simula-
tion infrastructure. The final product would es-
tablish a capability of tracking the drizzle frac-
tion and its variability using passive satellite im-
agers alone, that would allow further insight on
the large scale observations and study of the
drizzle impact on the Sc clouds mutation.
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AEROSOL PROCESSING BY DRIZZLING STRATOCUMULUS
A MODELLING STUDY USING A NOVEL PARTICLE-BASED APPROACH
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1 INTRODUCTION

In this paper we discuss simulations performed
within the framework of the 8th WMO Cloud
Modelling Workshop to be held in Warsaw prior
to the ICCP. The modelled system, outlined in
the next section, is intended for studying aerosol
processing by a drizzling stratocumulus (model
set-up following the workshop’s ”case 1” by
Grabowski and Xue, 2011).

Presented simulations are performed with a
newly developed modular modelling tool for cloud
and precipitation research, which is briefly in-
troduced in section 4. In the discussed simu-
lations we couple a 2D kinematic (prescribed-
flow) cloud model, a particle-based aerosol-
cloud-precipitation microphysics module, and a
positive-definite non-oscillatory advection trans-
port scheme. The employed particle-based micro-
physics scheme is being developed following the
description of the Super-Droplet Method (SDM)
of Shima et al. (2009). Being a particle-based
method, SDM retains information on the cloud
condensation nuclei (CCN) properties throughout
the whole lifecycle of a particle making it a suit-
able tool for aerosol processing research.

2 MODELLED SYSTEM

The employed prescribed-flow 2D kinematic
framework is a reimplementation of the one of
Szumowski et al. (1998, one of the set-ups of
the 4th WMO Cloud Modelling Workshop). It is
built upon the assumption of stationarity of the
dry air density field ρd(z). It is further assumed
that the heat and moisture are transported with-
out any interaction with the flow. The dry air
carrier flow field is defined by a constant-in-time
stream function ψ(x, z) such that the velocity
components are prescribed as u = −∂zψ/ρd(z), and
w = ∂xψ/ρd(z). Here, the definition of ψ(x, z) is

∗Correspondence to: Sylwester Arabas, Pasteura 7,
02-093 Warsaw, Poland. E-mail: sarabas@igf.fuw.edu.pl

Paper presented at the 16th International Conference on
Clouds and Precipitation ICCP-2012, Leipzig, Germany

Figure 1: The constant-in-time velocity field used
in the presented simulations (plotted values are
multiplied by the dry air density).

the same as in Rasinski et al. (2011, Eq. 2). The
model equation system consists of two advection
equations for potential temperature θ and water
vapour mixing ratio r:{

∂t(ρdr) +∇ · (~vρdr) = ρdSv
∂t(ρdθ) +∇ · (~vρdθ) = −ρdSv · f(T, p, r)

(1)
where ~v = (u,w) is the velocity field, Sv is the
sink/source of water vapour due to condensa-
tion/evaporation, and f is the rate of change
of potential temperature with respect to water
vapour mixing ratio.

The initial profiles of both θ and r are defined in
the workshop set-up as constant with altitude, re-
sulting in supersaturation with water vapour to be
reached in the top quarter of the domain height,
where the cloud deck is formed. The velocity field
used in the simulations is depicted in Figure 1.
It mimics an eddy-pair spanning the whole (peri-
odic) domain, and thus covering an updraft and a
downdraft region. For detailed set-up parameters
consult Grabowski and Xue (2011).

Equations (1) may be developed in a variety of
ways to cover representation of aerosol, cloud and
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Figure 2: A snapshot of the model state after a quasi-stationary state is reached in a simulation with
bulk microphysics (Kessler-type parameterisation with the autoconversion threshold set to 0.0005).

precipitation processes. A common simplest way
is the so-called bulk microphysics, in which the
two equations are supplemented by a transport
equation for liquid water mixing ratio, and the
condensation process is modelled following the as-
sumption that any supersaturation/subsaturation
resulting from the advection of heat and mois-
ture instantly triggers condensation/evaporation
of liquid water. A minimal set-up allowing to
simulate drizzle formation in a bulk cloud model
needs further extension by adding a transport
equation for rain water mixing ratio, and param-
eterising source/sink terms representing transfor-
mations of liquid water into rain, and sedimenta-
tion of the rain water. Figure 2 presents simula-
tion results from a bulk-microphysics simulation
using the Kessler parameterisation implemented
following Grabowski and Smolarkiewicz (1996,

e.g. eqs 5a-d therein). It depicts the key fea-
tures of the model set-up: the cloud deck at the
upper part of the domain, and the drizzle max-
imum of rain water mixing ratio collocated with
the updraft (where the precipitation fall speed is
balanced with the carrier flow vertical velocity).

3 AEROSOLREPRESENTATION

A bulk simulation such as show in Figure 2
does not provide any information on the size spec-
trum of cloud and precipitation particles. Models
that do cover representation of the size spectrum
of particles may be divided into those represent-
ing the evolution of the size spectra in an Eule-
rian (bin-resolved) or Lagrangian (particle-based)
manner. The Lagrangian approach is aptly suited
for simulations focused on aerosol processing as it



offers the possibility to assign any number of per-
sistent parameters to each modelled particle (in
particular, the CCN physicochemical parameters).
Furthermore, since the type of residual nuclei for
each droplet in the model is known and retained
throughout the simulation, representation of the
process of evaporation of droplets to form aerosol
particles may be implemented through the same
mechanism as CCN activation and drop growth.
In the present study we use an implementation
of a Lagrangian microphysics representation re-
ferred to as the Super-Droplet Method (SDM,
Shima et al., 2009). The formulation of SDM as-
sumes no distinction between aerosol, cloud, driz-
zle and rain particles. Each modelled particle rep-
resents a multiplicity of real-world particles of the
same properties. In SDM all particles are subject
the same set of processes including advection by
the flow, gravitational sedimentation, diffusional
growth and evaporation, and collisional growth.
In the present study, the so-called κ-Köhler pa-
rameterisation (Petters and Kreidenweis, 2007) is
used to represent aerosol chemical composition.

Figure 3 shows an example snapshot of the dis-
tribution of super-droplets (top panel) as well as
cloud and aerosol particles they represent (middle
and bottom panels, respectively) before the onset
of precipitation. The super-droplet distribution
depicted in the top panel is uniform across the do-
main with small fluctuations stemming from the
random initial placement of particles. The cloud
droplet concentration plot reveals the location of
cloud base, and shows that the model predicts
roughly constant concentration of droplets within
the cloud. The fact that the super-droplet dry
radii are assigned randomly during model initial-
isation, contributes to the fluctuations of cloud
droplet concentration. Finally, the plot of aerosol
concentration reveals that the model captured the
depletion of aerosol number in the upper part of
the domain due to conversion to cloud droplets.

Further developments to the particle-based mi-
crophysics module are on the way and these will
be the basis for simulations to be carried out and
analysed during the WMO workshop.

4 MODEL IMPLEMENTATION

The simulations for the present study are per-
formed using a new cloud modelling tool – icicle –
being developed at the University of Warsaw. The
project aim is to develop a reliable, maintainable
and auditable tool for studying cloud microphys-
ical processes.

The model is implemented employing mod-
ern coding techniques in C++11. Model ar-
chitecture features full separation of numerics-
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Figure 3: A snapshot of the model state before
the onset of precipitation in a simulation with
particle-based microphysics. The top panel de-
picts concentration of super-droplets per volume
of a single grid box. The middle and bottom pan-
els depict distribution of cloud and aerosol num-
ber concentration per unit volume (i.e. different
unit than in the top panel). Differentiation of
cloud and aerosol particles was done using a size
threshold of 1 µm in diameter. All particles were
assumed to be composed of pure sodium chloride.



related (e.g. integration algorithms), physics-
related (e.g. aerosol composition parameterisa-
tions), and technical aspects (e.g. parallel com-
puting, data input/output) of the model logic.
A substantial part of computations is delegated
to pre-existing free and open source libraries.

The program is structured as a versatile solver
for systems of transport equations – its function-
ality is not limited to the presented application to
a 2D kinematic prescribed-flow set-up (as of the
time of writing the abstract, the model is capable
of performing simulations covering flow dynam-
ics within an isentropic framework, and further
extensions are planned). The flagship feature of
icicle is the newly built object-oriented implemen-
tation of the MPDATA advection scheme of Smo-
larkiewicz (2006, and earlier works of the author).
MPDATA is a positive-definite scheme with small
implicit diffusion. Present implementation covers
the so-called non-oscillatory option of MPDATA
(so-called Flux Corrected Transport scheme), as
well as treatment of source/sink terms using the
improved Euler scheme (a second-order Runge-
Kutta type scheme). In context of the presented
results, the MPDATA is employed to accurately
represent moisture and heat transport within the
domain (i.e. solving equations 1).

The implementation of model components cor-
responding to the Eulerian calculations are based
upon the Blitz++ library which employs the ex-
pression template technique to achieve high per-
formance of array operations not scarifying code
readability or object-oriented structure (see e.g.
Veldhuizen and Jernigan, 1997; Iglberger et al.,
2012, and references therein).

The Lagrangian component of the model
(i.e. the Super-Droplet engine) is built upon
the Thrust library (Hoberock and Bell, 2010)
what allows execution of the same code on
multiple parallel architectures including general-
purpose GPUs (via CUDA) and multi-core CPUs
(via OpenMP). The implemented particle-based
scheme for cloud microphysics is well suited for
running in a set-up where the Eulerian compu-
tations are carried out on a CPU, and the La-
grangian computations are delegated to a GPU.
That is due to the low data exchange rate be-
tween these two components (in particular, there
is never a need to transfer the state of all super-
droplets to the Eulerian component residing in the
main memory – only the aggregated size spectrum
parameters defined per each grid box are needed).
Furthermore, the fact that each super-droplet, be
it aerosol, cloud or rain particle, is subject to the
same set of processes that are mathematically ex-
pressed using ordinary differential equations make
the algorithm readily parallelisable on a GPU.

Where applicable, the Boost.Units library (Sch-
abel and Watanabe, 2008) is used to perform
zero-overhead analysis of the code at compile
time ensuring unit correctness of physically mean-
ingful expressions in the code.

Particle tracking logic and the drop growth
equation solver for the particle-based micro-
physics module, as well as the saturation adjust-
ment procedure in the bulk microphysics module
are implemented using the ODEINT package of
Ahnert and Mulansky (2011) which is compatible
both with Boost.units and Thrust.

Employment of numerous third-party libraries,
and the modular code structure reduces the
source code volume, increases code readability
and auditability, and simplifies maintenance in-
cluding documentation updates. The employed
object-oriented programming techniques includ-
ing runtime polymorphism allow modifying virtu-
ally all simulation parameters via command-line
options (i.e. at runtime – without the need to
modify and recompile the source code). The
spectrum of command-line program options range
from floating point precision, through parallelisa-
tion mechanism type, to advection scheme, and
finally to microphysics representation type (i.e.
bulk or particle-based) and parameters (e.g. au-
toconversion threshold value or the number of
super-droplets and the assumed chemical com-
position and size spectrum of aerosol).

Source code and documentation development
is hosted in a public source code repository at:
http://github.com/slayoo/icicle/. Anyone is
welcome to use and develop the model under the
terms GNU GPL license.

5 SUMMARY AND OUTLOOK

Presented material summarises our prepara-
tions for the upcoming WMO Cloud Modelling
Workshop. The aim of the workshop’s ”case 1”
described herein is to explore the evolution of the
aerosol size spectrum in the vicinity of drizzling
stratocumulus cloud.

Presented simulations were carried out using
a newly developed 2D prescribed-flow kinematic
cloud model with detailed treatment of aerosol,
cloud and precipitation microphysics. Basing a
cloud model on a simple 2D kinematic framework
for mimicking typical air motion scenarios in a
cloud allows (and limits) one to study cloud mi-
crophysical processes decoupled from cloud dy-
namics. Such approach results in a computa-
tionally cheap yet still insightful set-up of poten-
tial use in (i) development and testing of cloud-
processes parametrisations for larger scale mod-
els, (ii) studying such processes as cloud pro-



cessing of aerosols, and (iii) developing remote-
sensing retrieval procedures involving detailed
treatment of cloud microphysics.

The key findings from the workshop simulations
as well as a summary of the model development
status will be reported during ICCP.
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ABSTRACT 

Satellite-based climatologies reveal that mineral dust aerosol increases from south to 

north across the intertropical convergence zone.  The south-to-north aerosol gradient, 

combined with the propensity of mineral dust to nucleate ice at a relatively warm 

temperature, indicate that cloud properties within the tropics and subtropics could be 

impacted.  A statistical investigation of the south-to-north aerosol contrast was conducted by 

analyzing coarse mode aerosol concentration measurements, a surrogate for mineral dust, 

sampled above a southern hemisphere and a northern hemisphere subtropical marine 

boundary layer.  Coarse mode concentrations were obtained from an optical particle counter 

operated on the NCAR C-130 during two summer-season projects (VOCALS and ICET).  

The coarse particle concentration values were also input into the DeMott et al. (2010) 

parameterization and ice nuclei concentrations were derived.  The temperature-dependence 

of ice nucleus activity was evaluated and compared to a satellite-based ice crystal retrieval.  

The potential for refining the retrieval, based on a comparison of the derived-IN and 

retrieved-crystal assessments, is discussed.  

1 - INTRODUCTION 

This paper investigates the occurrence of mineral dust particles, within the subtropical 

middle troposphere, and their propensity to nucleate ice crystals within clouds.  Our work is 

motivated by the recognition that crystal abundance influences cloud microstructure, cloud 

dynamics and the Earth’s infrared and visible energy budgets.  Predicting these impacts, and 

how they respond to changing aerosol abundance, and changing aerosol particle chemistry, 

remains a challenge. 

We examine two sources of information.  The first is airborne measurement of coarse 

particle concentration, a surrogate for mineral dust, obtained during the VOCALS 

(southeastern Pacific region) and ICET (Caribbean region) field experiments.  We define 

coarse particles as those with an optical diameter larger than 0.5 µm.   The coarse particle 

measurements were obtained from a model 300 forward scattering spectrometer probe 

(FSSP300) (Snider and Petters, 2008).  Particle sizing is based on laboratory calibrations 

employing test particles with refractive index equal to 1.59.   The second comes from ice 

crystal concentrations derived using space-based measurements of radar reflectivity and 

lidar backscatter.   The basis for that retrieval is Zhang et al. (2010) and Zhang et al. (2012).    



The Zhang et al. retrieval selects clouds with top temperatures colder than 0 oC and 

with radar reflectivity profiles extending less than a few kilometers downward from a liquid 

cloud top.  As in Zhang et al. (2012), we refer to this cloud subset as supercooled stratiform 

clouds (SSC). 

2 – DATA SELECTION 

2a. – COARSE PARTICLE CONCENTRATION 

We analyzed coarse particle measurements from an externally-mounted FSSP300 

operated on the NCAR C-130 during VOCALS  (November 2008) and ICET (July 2011).  

Coarse particle concentration, atmospheric state (dew point temperature and pressure) and 

precipitation (2DC), all sampled at 1 Hz, were analyzed.  Since we are interested in coarse 

particles that can impact ice abundance within supercooled stratiform clouds (SSCs), only 

the low-temperature subset of the VOCALS and ICET records, corresponding to the altitude 

of SSC formation (P~500 hPa) were selected for analysis.  The subset we selected 

corresponds to measurements made at altitude greater than 3 km (msl).  This subset defines 

the free-tropospheric samples.  Further selection was performed by considering coincident 

cloud liquid water content (FSSP300) and two-dimensional optical array probe (OAP) 

measurements.  Our criterion is that the current datum, and samples proceeding and 

following the current datum, are associated with a cloud liquid water content (LWC) less than 

0.01 g/m3 and OAP concentration less than 0.1 per liter.  Measurements satisfying both the 

altitude selection and selection against cloud (and precipitation) are identified as free-

tropospheric and cloud-free.   

For evaluating the derived ice nucleus concentration, we assume the airborne 

measurements of dew point temperature (Tdp) and pressure (P) to define the thermodynamic 

state that the sampled air parcels would form SSCs.  The free-tropospheric and cloud-free 

samples were binned into four Tdp intervals:  -10/-15, -15/-20, -20/-25 and -25/-30 oC.    

Results are presented in Sec. 3a. 

2b. – RETRIEVED ICE CRYSTAL CONCENTRATION 

Selection of SSC scenes containing ice crystals starts with the CALIOP lidar and 

CloudSat radar vertical profiles from the NASA A-Train satellite constellation (Zhang et al., 

2010; Zhang et al., 2012).  A relatively narrow interval of attenuated backscatter coefficient 

(0.2 sr-1 km-1 to 0.5 sr-1 km-1), retrieved by CALIOP at cloud top, a relatively flat cloud top, and 

the absence of radar echo reaching the ground (or ocean), are three  properties of accepted 

scenes.  Another attribute is a radar reflectivity (Ze) greater than the expectation for a drizzle-

free stratiform cloud.  This expectation is based on a parameterized Ze-LWC relationship and 

the adiabatic assumption (Zhang et al., 2010).   These four criteria qualify a scene as a 

stratocumulus.  Scenes with cloud-top temperature less than 0 oC define the SSC subset.  



The value of Ze retrieved from the top-most 500 m of these clouds, and the associated 

temperature, are the measurements we used to retrieve the ice crystal concentration.  A 

temperature-dependent 1-D ice growth model was used to generate fall trajectories for 

crystals nucleated at cloud top (Zhang et al., 2012).  By varying the modeled concentration of 

ice crystals, and formulating a model-predicted radar reflectivity, the value of the latter that 

best approximates the cloud-top Ze was the constraint used to retrieve the concentration of 

ice crystals (NXT). 

3 - RESULTS 

3.a - COARSE PARTICLE CONCENTRATION 

We begin this analysis with coarse particle concentrations, measured by the 

FSSP300, at the ambient atmospheric state.  In post processing, these were converted to a 

common standard state.  Properties used in the extrapolation are the ambient measurements 

(coarse concentration, Tdp and P) and the standard state values 273 K and 1013 hPa.  

Extrapolated coarse particle concentrations (N0.5) are reported as a count per standard cubic 

centimeter (sccm-1). 

The number of free-tropospheric/cloud-free samples is 4.0x104 and 4.9 x104, and the 

averaged coarse particle concentrations are 0.3 and 1.0 sccm-1 for VOCALS and ICET, 

respectively.  In Figures 1a-1b we present frequency distributions of coarse particle 

concentration.  The larger averaged concentration for ICET, and the local maximum at ~20 

sccm-1 (Fig. 1b), seem indicative of the stronger mineral dust source in the northern 

hemisphere.  To investigate this we used retrievals from the upward-looking Wyoming Cloud 

Lidar (WCL).   Specifically, we used received power, sensed with phase perpendicular to the 

transmitted pulse, and depolarization – the perpendicular-to-parallel signal ratio - to pick 

“dust-free” samples from the free-tropospheric and cloud-free ICET set.  This resulted in an 

average concentration consistent with that found in VOCALS (0.3 sccm-1).  A comparison of 

these two ICET selections is shown in Figures 1b-1c.  From this we conclude that the 

presence of dust is a factor which distinguishes the ICET and VOCALS regions, consistent 

with aerosol climatologies (e.g., Liu et al., 2008).   However, it needs to be recognized the 

frequency of occurrence of dust is low, in our ICET data set, as indicated by the fact that the 

number of samples decreases by only 20% (4.9 x104 to 3.9 x104) between Figs. 1b and 1c.  

Furthermore, our conclusion is tentative because a classification of the VOCALS data set, 

using data derived from the WCL, is presently not available. 

  



3.b - DERIVED ICE NUCLEI CONCENTRATION 

In this section we analyze ice nuclei concentrations derived using the free-

tropospheric/cloud-free sets from VOCALS and ICET.  Figures 2a-2d were constructed using 

the ice nuclei parameterization of DeMott et al. (2010).  We symbolize the nuclei 

concentrations as NIN and express them as a count per standard liter, consistent with DeMott 

et al.  Each set of aircraft measurements (N0.5, Tdp and P) were input to the parameterization 

and nuclei concentrations were calculated.   Average nuclei concentrations increase from 

approximately 0.2 per standard liter (SL-1), for the -10/-15 oC interval, to 1.2 SL-1 for  -25/-30 

oC.  Quite surprisingly, the VOCALS and ICET averages are comparable (Fig. 2d), or the 

VOCALS averages are larger (Figs. 2a-2c).   The number of samples selected ranged from 

0.2 x104 (Fig. 2c, VOCALS) to 1.1 x104 (Fig. 2a, ICET). 

Nuclei frequency distributions were also derived using the dusty samples selected 

from free-tropospheric/cloud-free ICET set, but that result is not presented.  Because of the 

overall tendency for dust to be detected at an altitude smaller than our free-tropospheric 

threshold (3 km), only the -10/-15 oC dew point interval has a non-zero number of dusty 

samples.  In this particular instance the number of samples is 0.2 x104.   For that set of ICET 

values the average nuclei concentration is 0.6 SL-1 – compared to the VOCALS -10/-15 oC 

dew point interval, a factor of two larger – so there is evidence for dust influencing nuclei 

abundance but only for data classifying the -10/-15 oC dew point interval. 

3.c - RETRIEVED ICE CRYSTAL CONCENTRATION 

Frequency distributions for the retrieved crystal concentration, segregated by cloud-

top temperature, are presented in Figs. 3a-3d.   The retrieved concentrations are from the 

ICET region and for the summer months of June, July and August (2006 to 2010).   The 

number of selected cloud scenes is 0.2 x104.   The number of free-tropospheric cloud scenes 

selected for the summertime VOCALS region is substantially smaller (results not shown).   In 

Figs. 3a-3d we also present the derived-IN concentration frequency distributions.   These are 

reproduced from Figs. 2a-2d so that a comparison can be made between the retrieved-

crystal and derived-IN concentrations for the Caribbean region. 

Ignoring the warmest temperature bin (-10/-15 oC), and focusing on Figs. 3b-3d, we 

see that both the retrieved-crystal and derived-IN concentrations increase inversely with 

temperature.   That increase is evident both in the modes of the distributions and in the 

displayed averages.   Better quantitative agreement between the retrieved and derived 

values will result once we extrapolate the retrieved-crystal concentrations to the reference 

state used for the derived-IN values.   Also not accounted for are scenes with cirrus 

overlaying a SSC and the possibility that some of the crystal retrievals, particularly those 



classifying in the -10/-15 oC bin, are invalid because of the presence of supercooled drizzle 

(Zhang et al., 2010). 

4 - CONCLUSIONS 

We have presented coarse particle, derived ice nuclei and retrieved crystal 

concentration assessments for two subtropical free-tropospheric regions during summer.  

The occurrence of dust events within the north region (ICET, Caribbean), and their effect on 

coarse particle concentrations, is apparent in our analysis.  We are confident that conclusion 

will be strengthened once we are able to evaluate the lidar assessments of dust in the south 

region (VOCALS, southeast Pacific).   With regard to the satellite-based retrieval of ice 

crystal concentration, the investigations of Zhang et al. (2012), and this study, show that 

there is potential, yet both call for further refinement.   That work is ongoing. 
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Figure 1 – Coarse particle 

concentration frequency distributions.   a) free-

tropospheric and cloud-free conditions in 

VOCALS (southeast Pacific); b) free-

tropospheric and cloud-free conditions in ICET 

(Caribbean);  c) free-tropospheric, cloud-free 

and dust-free conditions in ICET.  See text for 

details. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

Figure 2 – Derived ice nuclei 

concentration frequency distributions.  The 

free-tropospheric/cloud-free sets, from 

VOCALS (southeast Pacific) and ICET 

(Caribbean), are presented.  See text for 

details. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

Figure 3 – Derived ice nuclei 

concentration frequency distributions from 

ICET (Caribbean).    These distributions are 

reproduced from Figure 2.   Also presented 

(gray), are retrieved ice crystal concentration 

distributions.   The retrieval is based on five 

years of satellite measurements, from the 

Caribbean basin (June, July and August). 
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1. ABSTRACT 
 
A case study relative to the observation of 
liquid water in an apparently cloudless 
atmosphere is presented. Microwave 
radiometer profiler observations on 14 April 
2008 in Boulder, Colorado, USA, showed 
an increase in the liquid water path with 
values higher than 0.05 mm and a 
corresponding relative humidity saturation 
from 4.75 to 6.75 km above the ground 
level in profiles retrieved using a neural 
network algorithm. The reported scenario 
shows the presence of a mountain lee 
wave passing through a stable atmosphere 
in the temperature time series. The 
passage of the wave, in agreement with the 
E/NE upper level wind direction calculated 
by the North American Model (NAM), 
induced a rapid adiabatic expansion and a 
following compression of the atmosphere 
that generated strong humidity pulses with 
high relative humidity variations from dry to 
supersaturated conditions and the 
activation of nucleation of supercooled 
liquid droplets.  
The present analysis provides an example 
of the existence of supercooled liquid water 
in the mid-troposphere related to a wave 
activity that occurred in a sky condition 
classifiable as “clear” and describes an 
atmospheric scenario consistent with the 
observation of the so-called twilight zone. 
This might also indicate a probable 
physical connection between the 
atmospheric wave activities and the 
presence of the twilight zone.  
 
 
2. INTRODUCTION 
 
From a thermodynamic standpoint, 
condensation of water in the atmosphere 
can occur under different conditions. The 

formation of cloud droplets in the 
atmosphere occurs by means of 
heterogeneous nucleation where aerosols 
act as condensation nuclei (CCN) reducing 
to 1 – 2 % the supersaturation ratio 
required for water vapour to liquid water 
phase transition [Pruppacher, 1995].  
The lowest temperature at which 
supercooled liquid droplets exist for times 
longer than a fraction of seconds depends 
on the drop size [Rosenfeld et al., 2000], 
but evidence of the existence of 
supercooled liquid water droplets down to –
40°C, obtained using ground based, 
airborne and satellite observations, is 
reported in literature [e.g. Sassen et al., 
1988]. Supercooled water layers formed 
from supercooled water droplets represent 
a severe hazard for aircraft operations 
because they can lead to ice accretion on 
the wings. Moreover, radiative fluxes at the 
Earth’s surface are very sensitive to small 
integrated liquid water (ILW) changes if 
clouds with LWP values < 50 g/m2 are 
present [Turner et al., 2007]. 
In this work, we present an interesting case 
study relative to the observation of an 
unexpected increase in integrated liquid 
water retrieved on 14 April 2008 by an MP-
3000A microwave profiler operating in 
Boulder, CO, USA [Madonna et al., 2010]. 
The observations showed an increase of 
the atmospheric liquid water content in 
apparently cloudless sky conditions and the 
corresponding supersaturated conditions 
retrieved using a neural network profiling 
algorithm [Solheim et al., 1998].  
In the next section, the observations  
collected with the MP-3000A are reported 
and discussed.  
 
 
 
 

  



 

 

Figure 1: Time series of the integrated water vapour (a), integrated liquid water (b), zenith infrared 

temperature (c), 22.235, 23.835 and 30 GHz brightness temperatures observed at 90 deg (d), 30 deg 

elevation north (e) and 30 deg elevation south (f) measured by the MP-3000A microwave profiler on 

14 April 2008 at Boulder. 

 

3. OBSERVATION AND DISCUSSION 
 
On 14 April 2008, the MP-3000A 
microwave radiometer profiler operational 
in Boulder (105.25W, 40.02N, 1635 m 
a.s.l.) observed an unexpected amount of 
liquid water from 15:00 to 21:00 UTC even 
though no evidence of the presence of 
clouds is provided by an infrared 
thermometer (9.6-11.0 μm) included in the 
profiler system. From a meteorological 
point of view, this event is difficult to be 
precisely identified but we expect to have 
observed some kind of haze. The liquid 
water path was retrieved using 27 neural 
net inputs including 7 upper V-band at 90 
deg elevation, 7 V-band and 5 K-band data 
at 30 deg elevation north and south (NS), 
plus 58.8 GHz data at 9.45 and 19.35 deg 
NS, and 58.8 plus 57.288 GHz data at 
41.85 deg NS. The combination of angle 
scanning and zenith observations can 
improve the upper tropospheric relative 
humidity retrieval. In fact, for stratified 
atmospheric conditions the radiometer 
observes twice as much integrated vapour 
and liquid water at 30 deg elevation and it 
is therefore twice as sensitive to small ILW 

variations. The integrated water vapour 
(IWV) and the LWP time series from 14:07 
to 23:58 UTC on 14 April 2008, and the 
corresponding zenith infrared temperature 
observation are shown in Figure 1. The 
LWP time series (Figure 1b) shows a 
significant increase after 15 UTC with peak 
values higher than 0.05 mm between 16:04 
and 17:16 UTC. Infrared temperature 
measurements, reported in Figure 1c, by 
the infrared thermometer (IRT) are lower 
than 200 K along the whole time series and 
thus consistent with cloudless sky 
conditions. In Figure 1, the time series of 
the 22.234, 23.834 and 30 GHz brightness 
temperatures (Tb) measured by the MP-
3000A at the 90 deg, 30 deg elevation 
north and south for the considered period 
are also reported. These frequencies are 
located in 22 GHz water vapour resonance 
band and, in particular, the 30 GHz 
frequency is the nearest of the MP-3000A 
to a window spectral region and therefore 
the most sensitive to the LWP variations. 
The time series of temperature, water 
vapour density and relative humidity, 
reported in Figure 2, shows the presence of 
humidity peaks in the upper troposphere 



with the occurrence of saturation conditions 
in a vertical region extending from about 
4.75 to 6.75 km a.g.l. that corresponds to 
the period when the increase in the ILW is 
observed. The supersaturation condition 
observed about from 16:00 to 17:30 UTC 
follows a time period characterized by 
values of the relative humidity lower than 
50% and by an increase of temperature in 
the considered region of about 4 K at all 
levels higher than 3 km a.g.l. However a 
wave activity with upper troposphere 
humidity pulses with RH within 60 % is still 
observable also on 15 April. 
The rapid and unstable event observed in 
Boulder could be caused by the passage of 
an atmospheric mountain lee wave 
observable both in the time series of the 
temperature and relative humidity profiles. 
The passage of the wave, in agreement 
with the E/NE upper level wind direction 
calculated by the North American Model 
(NAM), induced a rapid adiabatic 
expansion and a following compression of 
the atmosphere that generated strong 
humidity pulses with high relative humidity 
variations from dry to supersaturated 
conditions. The formation of supercooled 
liquid droplets in an apparent clear sky 
could refer to the observation of the so-
called “twilight zone” [Koren et al., 2007; 
Pust et al., 2008], described as a region 
characterized by evaporating cloud 
fragments and enhanced aerosol with, 
therefore, intermediate conditions between 
clear and cloudy sky. This region generates 
a continuum of cloud optical depth 
evidencing the existence of cloud 
fragments down to very small optical 
depths, even lower than the aerosol 
background levels [Charlson et al., 2007]. 
The absence of “visible” clouds has been 
also verified using the images a sky 
webcam located about 1 km north of the 
radiometer site (available at 
http://www.eol.ucar.edu/webcam/img_view
er.html). The presented case study shows 
that the passage of an atmospheric 
mountain lee wave in a stable atmosphere 
could be responsible for the occurrence of 
high supersaturated conditions in the free 
troposphere and lead to the growth of 
droplets in a supercooled environment. The 
unstable humidification and evaporation 
processes generated by the wave passage 
are consistent with the thermodynamic 

scenario typically observed in a twilight 
zone.  
The NAM numerical model has been also 
investigated. There is no evidence of this 
event even though its horizontal resolution 
is 12 km and the observed event is 
extended on a sufficiently large horizontal 
domain as revealed by the microwave 
scanning elevation measurements used for 
the retrieval of ILW, as described in this 
section. 
The presented case study shows an 
interesting scenario where the adiabatic 
expansion and compression processes 
induced by a mountain lee wave passing 
through a stable atmosphere are able to 
generate supersaturated conditions and 
formation of small supercooled liquid 
droplets in low concentration. This might 
also indicate a probable physical 
connection between the mountain lee wave 
activities and the presence of the twilight 
zone. This analysis provides interesting 
remarks for the atmospheric modelling 
community considering that small amounts 
of supercooled liquid water are particularly 
interesting both for climatological and 
meteorological studies [Dupont et al., 
2008].  
In addition, the presented case study 
confirms the high sensitivity of the 
microwave profiling to supercooled liquid 
water (of particular interest for modelling), 
the capability of the method to detect the 
effect of lee waves on the thermodynamic 
state of the atmosphere, and its sensitivity 
to events on small temporal scales. 
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1 INTRODUCTION

Understanding radiation transport in high alti-
tude clouds is of great importance to improve
our knowledge of the Earth’s climate system,
as the high altitude cloud system plays a sig-
nificant role in the Earth’s radiation budget. It
is currently the biggest source of uncertainty in
the understanding of the radiative forcing [10].

To understand the role of cirrus clouds and
their contribution to the radiative forcing, de-
pends on better understanding the morphol-
ogy, genesis and the life cycle of the water ice
particles present in these clouds and also in
mixed phase clouds. Bulk shape, size and sur-
face roughness of the crystals have profound
effects on the light scattering characteristics of
cirrus clouds[5, 18] and a more detailed un-
derstanding of the microphysical properties of
small (<50 µm) ice crystals will not only allow
to improve the precision of weather and cli-
mate models but also allow to increase the
precision of cloud remote sensing and will help
understand cloud feedback in general.

Computational studies found that changes
in the microphysical properties of the crystal
surfaces can change the asymmetry parame-
ter g greatly [17]. Laboratory measurements
of smooth and rough ice crystal analogues
found the g parameter to be 0.8 and 0.63, re-
spectively for visible wavelengths [14]. This
shows that the rough variants in this example
might back reflect nearly twice as much solar
radiation as their smooth counterparts.

In situ measurements of ice crystal surface

∗Corresponding author: Joseph Z. Ulanowski
(z.ulanowski@herts.ac.uk)

details are complicated by the limitations of op-
tical cloud probes flown on aircraft. Optical
resolution, the large required sample volumes
and fragility of the crystals, which break up at
instrument inlets, are examples of these limi-
tations [4, 2, 11].

An instrument that is not limited by the op-
tical resolution and ice crystal breakup is the
latest version of Small Ice Detector Mk. 3
(SID-3) an improved version based on SID-2
[3]. It uses light scattering patterns to detect
and classify crystals down to a size of 1 µm
through comparison with the Ray Tracing with
Diffraction on Facets (RTDF) scattering model
[1]. In situ data acquired with SID-3 during
flying campaigns add to already existing evi-
dence that ice crystals with non smooth sur-
faces can occur in significant proportions [12].
Other evidence is the absence of atmospheric
halos [17, 13] and the shape of phase func-
tions [9].

In this manuscript we describe the experi-
mental setup used in our ongoing effort to add
to the understanding of the influence of tem-
perature, ambient pressure and water vapour
saturation on the development of details of ice
crystal surfaces. Water ice crystal growth from
the vapour phase is studied using scanning
electron microscopy.

Scanning electron microscopy, has been
previously used to image water ice crystals,
snow flakes and to investigate ice nucleation
and sublimation (e.g. in [15, 8, 16, 19, 7]).
In some of these experiments, samples were
frozen and maintained at very low tempera-
tures. Other studies reported on ice grown
inside the microscope’s specimen chamber
by passing a stream of water vapour over a
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cold growth surface or by filling the specimen
chamber with water vapour.

Our approach is to use a small closed
ice diffusion chamber inside the microscope’s
specimen chamber to create and influence the
crystal growth conditions. Crystals are grown
on a cold surface inside this chamber.

2 METHODS

A scanning electron microscope (JEOL Car-
ryscope jcm-5700) is used for imaging. The
microscope is equipped with a low pressure
(environmental scanning, ESEM) option which
allows imaging of specimens at pressures be-
tween 1 and 100 Pa using a semiconductor
backscattered electron detector. At higher
pressures the electrons’ mean free path is re-
duced and a small distance between specimen
and the detector is essential for imaging.

To study crystal growth from the vapour
phase, a well defined water vapour environ-
ment is required. Attempts to introduce and
maintain a well defined water vapour environ-
ment in the specimen chamber proved to be
technically too problematic, as this would have
required major changes to the microscope’s
vacuum system. Therefore, a second smaller
chamber is placed inside the microscope’s
main specimen chamber (Fig. 2.1). This dif-
fusion chamber (~23 g Cu, ~170 µl chamber
volume) is closed with a ~0.5 mm opening at
the top to allow electron beam entry. The top
lid is formed by a semiconductor back scat-
tered electron detector in form of a photo diode
mounted on a ceramic substrate (custom de-
sign, Centronic, UK), from which the imaging
signal is derived after amplification.

An amount of ~0.5 ml ultrapure water
(18.2 MOhm cm, Neptune, Purite, UK) is
frozen at the bottom of the chamber prior
to specimen chamber evacuation and forms
the source ice that acts as the water vapour
source. The desired growth surface material
can be attached, the chamber closed and in-
serted into the specimen chamber.

The water vapour pressure inside the dif-
fusion chamber depends on the source ice
temperature, which is at the same temper-
ature as the chamber. The chamber it-
self is temperature controlled by a standard

10mm

Peltier element

Cu

SEM Coolstage

SEM specimen vacuum chamber 

Semiconductor

e--Detector

Source ice

e--beam

column

T1

Ice growth

surface, T2

Figure 2.1: Experimental setup using a small
diffusion chamber placed inside the SEM
specimen chamber, with a small opening to
allow electron beam entry containing a cold
crystal growth surface (scale bar for diffusion
chamber only).

water cooled Peltier specimen cooling stage
providing ±0.2 C temperature stability at a
±1.5 C accuracy (ULTRA Coolstage, Deben,
UK) over a temperature range from -50 to
50 C. Because of the high heat load the cham-
ber presents through radiative and convective
losses, chamber temperatures down to -40 C
can be achieved at present.

The water vapour pressure is derived us-
ing the expression given in Murphy and Koop
[6] and the pressure of the microscope speci-
men chamber is set (in 1 Pa steps) to a pres-
sure found to minimize outflow of vapour out
of the diffusion chamber for the selected tem-
perature. With the temperatures achievable,
this allows to access a pressure range from 20
to 100 Pa. Extending this range is subject to
improvements. The specimen chamber pres-
sure is monitored using an additional inde-
pendent pressure gauge (Barocell 655 100 Pa,
Edwards Vacuum, UK), which provides an ac-
curacy of ±(0.15 of reading+1 Pa).

Inside the diffusion chamber, a Peltier ele-
ment (<1.35W, 4x4 mm surface) controls the
temperature of the cold ice crystal growth sur-
face. A pair of thermocouple junctions in
differential configuration is used to measure
the temperature difference between the growth
surface and the water vapour source. One
junction of the thermocouple is frozen into the
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source ice, the other is glued into a kerb of
the Peltier element cold surface. The signal is
conditioned and fed digitally through the spec-
imen chamber to the outside (Thmod-I2C, Hy-
grosens, DE).

Temperatures, the specimen chamber pres-
sure and the Peltier supply voltage are
recorded using a microcontroller based inter-
face we developed and programmed. This al-
lows to read the values using the SCPI1 pro-
tocol from a separate PC which is used for
time stamping the measurements and record-
ing them to disk as well as controlling the
specimen chamber pressure and the diffusion
chamber temperature. The sensor readings
and the timebase are also transmitted via Eth-
ernet to the microscope’s imaging system PC,
where they are received by software written to
superimpose the data onto the live video feed,
which itself is archived. In this way, every sin-
gle video frame carries a precise time stamp
and sensor readings.

A typical experiment is run as follows: The
diffusion chamber bottom is filled with deion-
ized water, a source ice temperature is se-
lected and the diffusion chamber cooled to this
value. This freezes the water into the source
ice. At this stage it is also possible to use
different ice growth surface materials, for ex-
ample by freezing them to the peltier ceramic
substrate. So far copper and the peltier’s ce-
ramic surface have been used. The detector
is mounted and the specimen chamber closed
and evacuated to the pressure matching the
water vapour pressure over ice. After con-
trast and focus alignment, ice growth can be
initiated by changing the ice growth surface’s
temperature. We find that it is possible to
make observations over several hours before
the source ice ist lost.

3 PRELIMINARY RESULTS

Imaging with water vapour present in the spec-
imen chamber is challenging: The signal qual-
ity is degraded due to collisions of the beam
electrons with the gas. Especially, at higher
pressures (100 Pa) this means images can
only be obtained using beam acceleration volt-

1Standard Commands for Programmable Instruments

ages greater than >12 keV. Image signal inte-
gration time and the time scales at which crys-
tals form or change mean that fast changes
can only be observed in realtime under con-
ditions that do allow imaging at high (video)
frame rates.

We also find that effects on the ice through
the electron beam’s deposited energy can be
limited by selecting slow scan rates or by tak-
ing frames at intervals, blanking the beam in-
between.

Some features of ice crystal growth, such
as roughening of surfaces during sublimation,
local vapour transport (ice crystals growing
at the expense of others) and differences in
ice crystal morphology have been successfully
observed (Fig. 3) and are subject to further
studies. Improvements of the experimental pa-
rameter and measurement are also subject of
ongoing work.

4 CONCLUSION

We have demonstrated a temperature con-
trolled diffusion chamber design that allows
in situ imaging of small water ice crystals
grown on different substrates using scanning
electron microscopy. The ice crystals can be
grown from a frozen ice water vapour source at
different temperatures and pressures and im-
aged using a backscattered electron detector
forming the top of the chamber. Electron beam
entry is through a ~0.5 mm sized hole in the
detector. Some preliminary images showing
crystal growth under different conditions are
presented.
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1. INTRODOCTION 

 

Mesoscale convective systems in a tropical open 

ocean region play important roles for energy 

balance and precipitation. Cloud resolving models 

(CRMs) with a horizontal grid spacing of a few 

kilometers is one of useful tools to study mesoscale 

convective systems. As computational power 

increase, it is possible to simulate global cloud 

systems with a few kilometers. Miura et al. 2007 

had global cloud resolving simulations using 

Nonhydrostatic Icosahedral Atmospheric Model 

(NICAM, Satoh et al. 2008) and reproduced cloud 

systems of the Madden-Julian Oscillation (MJO) 

event.  

CRMs have many uncertainties in physical 

schemes like microphysics. Satellite observations 

have been used to evaluate tropical cloud properties 

of CRMs. It is useful to compare simulated radiance 

with observed radiance, because it is possible to use 

same size distribution assumption for both of a 

numerical model and satellite simulator. Matsui et 

al., 2009 proposed an evaluation method referred as 

the TRMM Triple-Sensor Three-Step Evaluation 

Framework (T3EF) based on joint diagrams and 

Contoured Frequency by Altitude Diagrams 

(CFADs) using observed and simulated 

measurements radiance.  

One moment bulk microphysics schemes have 

used in high resolution experiments for efficiency 

of computation. One of well-known bias of 1 

moment bulk is strong reflectivities in high altitude. 

It was originated from setting of N0 of an 

exponential function in the size distribution of 

precipitating particles. N0 is related to mean 

diameter and number concentration. There are 

several observations of N0 of snow about 

dependency of temperature and inverse of a mean 

diameter (Heymsfield et al 2002). It is difficult to 

apply to make a parameterization using observation 

results, because dependency of lambda and 

temperature has also temporal and spatial variation. 

So we use simple physical model of snow in order 

to make a parameterization. A snow growth model 

could reproduce relationships with lambda, 

temperature, and N0. It is based on combined 

moment conservation equations and a steady state 

height dependent model, which considered with 

advection, diffusion and aggregation term.  

 

 

        (1) 

 

N(D) is number concentration unit volume 

having diameter D.  

Size distribution of hydrometers is related to 

terminal velocity, collection and deposition/ 

sublimation term in a microphysics scheme. So we 

consider the how to affect to precipitation and cloud 

structures by parameterization of a size distribution. 

In this study, we evaluate the horizontal and 

vertical structure of MCS between satellite data and 

NICAM using satellite simulator and investigate 

parameterizations of snow and graupel size 

distribution on vertical distribution of radar 

reflectivity in TRMM signals based on T3EF. We 

consider the problems of bulk microphysics 

schemes using satellite data and effects on cloud 

structures. 

  

 

2. EXPERIMENTAL DESIGN  

 

NICAM simulations are performed from 00 UTC 

1 January to 00 UTC 6 January 2007. The actual 

analysis was made for the period of from 00 UTC 2 

to 00 UTC 6 January for evaluations. We focused 

on the MCS systems over middle of tropical Pacific 

Ocean. The central point of the simulation is 180E 

on the equator and analysis domain is 10S-10N and 

170E-170S. We used the stretched grid system 

(Tomita et al. 2008a), and the minimum horizontal 

grid is set to 3.5km. Most of the horizontal grid 

spacing is less than 5 km. The total number of 

vertical levels is 40.  

We prepared the sensitivity tests for 

parameterizations of N0 for snow and graupel. The 

integration time is 24 hours from 06 UTC 2 to 06 

UTC 3 January. 

The microphysics scheme in this study is the six-

water categories single moment bulk scheme 

including cloud water, cloud ice, snow and graupel 

for hydrometeors (NSW6; Tomita et al. 2008b) 

which is based on the scheme by Lin et al. 1983.  

 

 

 



3. SATELLITE DATA AND SIMULATOR 

 

We used equivalent blackbody temperature (TBB) 

of the infrared channel of 11 um of the Japanese 

geostationary meteorological satellite (MTSAT-1R) 

in order to evaluate the cloud size of MCS. We 

selected two threshold temperature, 208K and 253K 

based on Inoue et al. 2008. TRMM PR 13.8 Ghz 

attenuation corrected reflectivity (2A25) were used. 

We simulated corresponding infrared brightness 

temperature, radar reflectivity of NICAM using the 

Satellite Data Simulation Unit (SDSU, Masunaga et 

al. 2010). 

A snow growth model (SGM) developed by 

Mitchell et al. 2006 was used for evaluation of 

snow parameterization. It is based on the 

conservation equation of number concentration and 

radar reflectivity. We did not consider the 

nucleation process in this study.  

 

 

4. RESULTS 

 

NICAM has good agreement of cloud size 

distributions of 253K MCS systems, but the size of 

deep convective clouds of 208K is larger than 

MTSAT data (Figure 1). We found there are 

schematic bias related joint diagram such as higher 

echo top height (Figure 2). We focus on 

improvement of the biases about higher echo top 

height in the joint diagram. We found the size 

distribution parameter for snow and graupel had 

some impact on the location of high frequency of 

echo top height (Figure 3). The variation of size 

depending on mass is small in the constant N0. For 

example, small N0 reproduce larger particle of 

precipitating cloud systems. It is also related to 

vertical motion. There is difference of intensity of 

convection between ocean and continents. In the 

case over ocean, it is not enough to transport large 

ice particle in the upper troposphere than continent. 

So only small particle and water vapor exist over 

10km. Ice particles grow with deposition and 

aggregation. Our single bulk microphysics scheme 

could not explain the lower precipitating top height 

and continuous transition from small ice particle to 

large snow category, because constant N0 is 

assumed for strong updraft deep convective system 

over continent area or multitude. We introduce the 

size snow and graupel’s distribution parameterization 

with N0 based on the observation and SGM. We 

could reduce frequency of higher echo top height.  

 
 

Figure 2. The joint histograms of PR echo-top height (x axis) and IR TBB (y axis) between TRMM 

(left side) and NICAM (right side) 

Figure 1. Histograms of cloud size of TBB for deep convection defined by 208K and 

253K. The size in abscissa is defined as square root of area. 
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Figure 3. Sensitivity tests for consideration of temperature dependency of only snow’s N0 (left), and 

temperature and lambda dependency for snow and graupel based on observation and SGM (right). 
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1. INTRODUCTION

During the last decade active remote sensing of
with lidar revealed notable insights into aerosol–
cloud interaction processes. At Leibniz Insitute for
Tropospheric Research IfT, Leipzig, Germany one
key topic investigated is the relationship between
aerosol properties and heterogeneous freezing
temperature in clouds. One of the main conclu-
sions of these studies is that heterogeneous ice
formation at temperatures between -40 and 0 ◦C
is considerably driven by the amount and type of
aerosol particles that act as ice nuclei [Kanitz et al.,
2011]. Saharan dust was found to enhance ice for-
mation at comparably high temperatures of around
-10 ◦C [Seifert et al., 2010]. However, aerosol–
cloud interaction studies solely based on lidar tech-
niques are restricted to scenarios with optically thin
cloud layers. Optically thick clouds cannot be pen-
etrated by the laser beam of the lidar. Hence, lidar
alone is not capable of documenting aerosol–cloud
interaction processes in their full vertical extent.

The large number of unsolved questions concern-
ing the interaction between aerosol particles and
clouds and corresponding indirect effects on pre-
cipitation and radiative transfer demand new mea-
surement strategies to resolve the atmospheric
processes involved. In this regard, obtaining syner-
gistic information about cloud and aerosol proper-
ties from multi–instrument and hence multi–sensor
observations is a key approach to overcome the
current lack of knowledge. Motivated by these
needs, the novel mobile multi–instrument platform
Leipzig Aerosol and Cloud Remote Observations
System — LACROS — has been set up at IfT.

2. INSTRUMENTATION

LACROS comprises a unique set of active and
passive remote-sensing instruments which are to
a large extent containerized and available for ap-
plication in field campaigns. The instruments of
LACROS are shown in Fig. 1. In 2011, the 35-GHz
cloud radar MIRA-35 and the microwave radiome-
ter HATPRO have been integrated. The active-
remote-sensing branch now spans the wavelength
range from the UV to microwave radiation which is
covered with multiwavelength-Raman-polarization
lidar (Multiwavelength Tropospheric Raman lidar
for Temperature, Humidity, and Aerosol profiling
— MARTHA, [Mattis et al., 2002], Backscatter

Extinction Ratio Temperature, Humidity Lidar —
BERTHA, [Althausen et al., 2000], Portable Lidar
System — PollyXT [Althausen et al., 2009]) , high-
spectral-resolution lidar (BERTHA), a ceilometer
CHM 15kx, a Doppler lidar (WiLi,Engelmann et al.
[2008]), and the cloud radar. The Spectral Aerosol
Extinction Measurement System (SAEMS) pro-
vides spectrally resolved extinction coefficients of
aerosols at 15 m above ground. Passive in-
strumentation which helps to interpret the ac-
tive remote measurements consists of an Aerosol
Robotic Network (AERONET) Sun photometer
[Holben et al., 2001], the microwave radiometer
HATPRO [Rose et al., 2005] that includes also two
infrared radiometers, and an all-sky imager. Mete-
orological surface data and radiosondes are avail-
able in addition. It is planned to become part of
the Baseline Surface Radiation Network (BSRN,
Ohmura et al. [1998]) that aims at obtaining quality-
assured surface radiation measurements. For the
determination of precipitation properties an optical
disdrometer records the velocity and size distribu-
tion of falling hydrometeors in the size range from
0.1 to 10 mm at 4 m above ground.

In addition to the ground-based remote sensing in-
strumentation, IfT is acquiring growing expertise in
the managenemt and analysis of spaceborne ob-
servations with passive sensors as the Spinning
Enhanced Visible Infrared Imager (SEVIRI) aboard
the Meteosat Second Generation (MSG) satellite
or the Moderate Resolution Imaging Spectrora-
diometers (MODIS) aboard the Terra and Aqua
satellites.

3. FIELDS OF APPLICATION

The available lidar systems measure the optical
and microphysical properties of aerosols and op-
tically thin clouds, vertical winds within aerosol lay-
ers and at cloud base, as well as temperature and
humidity profiles. The integration of the cloud radar
into LACROS overcomes the limitation of the li-
dar systems to observe only cloud-free and thin-
cloud (cirrus, altocumulus) scenarios. It enables
extensive insights into the microphysical and dy-
namical processes of thick stratiform and convec-
tive clouds, and thus the investigation of droplet
activation and precipitation formation in convec-
tive cloud systems. This achievement will facilitate
novel links between atmospheric measurements,
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Figure 1. Instrumentation of LACROS at IfT. Besides MARTHA (4) and SAEMS (5) all instruments are
mobile or at least available in a mobile version.

laboratory studies, and modeling activities. The fu-
ture application of LACROS concentrates on four
main subjects:

1. Investigation of heterogeneous ice–formation
processes by exploiting co–located remote–
sensing observations of aerosol and cloud ra-
diative and microphysical properties.

2. Instrument validation and development of al-
gorithms and new measurement techniques
for ground–based cloud and aerosol micro-
physics retrieval in the frame of the Aerosols,
Clouds, and Trace gases Research InfraStruc-
ture Network (ACTRIS). Here, activities cur-
rently concentrate on the development of the
dual–field–of–view lidar technique [Schmidt
et al., 2012] to derive cloud droplet size in-
formation and on retrievals of aerosol micro-
physical properties from combined lidar and
Sun photometer measurements. In this con-
text, the CLOUDNET algorithms [Illingworth
et al., 2007] have been implemented at IfT.
CLOUDNET already provides a framework for
the determination of cloud microphysics from
remote-sensing observations, but further ex-
tensions are needed to improve reliability and
availability.
The steadily growing number of spaceborne
sensors for cloud and aerosol characteriza-
tion also implies a need for ground–based ob-
serving stations that provide data sets for the
validation of the derived products. Also, the
combination of ground-based and spaceborne
measurements may allow to reduce the uncer-

tainties in the retrieval of cloud and aerosol mi-
crophysical properties.

3. Deployment during field campaigns in key re-
gions of atmospheric research. LACROS is
already scheduled for the deployment in field
campaigns at Barbados and in Jülich, Ger-
many, which will both take place in 2013.

4. MEASUREMENT EXAMPLE

Figure 2 provides insight into the measurement ca-
pabilities of LACROS. Shown is the observation of
an ice-precipitating altocumuls layer that occurred
at heights from 4.5 to 6 km or -3 to -15 ◦C, respec-
tively, between 0100 and 0140 UTC on 26 August
2011. The measurements were performed with
the Raman lidar MARTHA (a,b), cloud radar MIRA-
35 (c-e), Doppler lidar WiLi (f), and microwave ra-
diometer HATPRO (g). Fig. 2 (h) shows the in-
frared brightness temperature measured at 10.8µm
with SEVIRI. The lidar measurements of the 1064-
nm range-corrected signal (a) and the 532-nm de-
polarization ratio (b) indicate that the cloud layer
was topped with an optically thick, about 200 m
deep liquid-water layer. Beneath the liquid-water
layer, ice crystals were precipitating. The amount
of liquid water present in the top layer is derived
from measurements of HATPRO (g, black line).
The total amount of water vapor available in the
atmospheric column is provided as well (g, green
line). No liquid-water layer is indicated in the cloud
radar measurements (c-e), because the radar is
much more sensitive to the larger ice crystals due
to the long wavelength of 0.8 cm of the emitted
signal. This also explains the differences in the
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Figure 2. Combined LACROS observation of an
ice-precipitating altocumulus layer on 26 August
2011. Shown are measurements of MARTHA
(a,b), MIRA-35 (c-e), WiLi (f), HATPRO (g), and
SEVIRI (h); RC Signal — range-corrected signal,
SNR — signal-to-noise ratio.

observed vertical velocities between MIRA-35 (e)
and the Doppler lidar (f). In the liquid layer, WiLi is
sensitive to the motion of the numerous small wa-
ter droplets whereas MIRA-35 already detects the
fall velocity of the larger ice crystals. Below the
liquid layer, the vertical velocities measured with
both systems are similar. The rather high bright-
ness temperature (f) measured by SEVIRI above
Leipzig indicates that the cloud layer was obviously
optically thin. The effective brightness tempera-
ture of around 280 K represents an intermediate
temperature that lies between the ones at ground
(T≈290 K) and in the cloud layer (258 K<T<270 K).

Further analysis of the measurement would reveal
the lidar-derived optical and microphysical proper-
ties of the aerosol particles present at cloud level
from which the number of cloud condensation nu-
clei and ice nuclei could be estimated. Spectral
information from the radar signal and velocity data
would yield information about the size distribution
of the scattering hydrometeors.
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THE ROLE OF EVAPORATION AND CLOUD TOP ENTRAINMENT INSTABILITY IN 
AIRCRAFT SEEDING EXPERIMENTS OF SUPERCOOLED STRATUS CLOUDS 

Chris J. Walcek 
State University of NY at Albany 

 

1. INTRODUCTION 

The most convincing evidence that cloud 
seeding can induce cloud transformations 
involve aircraft flying at the tops of stratiform 
clouds inducing cloud dissipation by 
dispensing seeding agents such as dry ice 
pellets or silver iodide. 

Fig. 1 shows a photograph of a seeded cloud 
that appears in many meteorology textbooks. 
The accepted explanation assumes that 
seeding induced ice particle nucleation, 
followed by glaciation of the supercooled 
cloud to larger falling snow, which then fell 
out of the dissipated cloud region. 

 
Fig. 1. “Racetrack” cloud dissipation pattern 
photographed 24 minutes after a B17 aircraft 
completed flying the pattern immediately above cloud 
top at 2070m ASL for 13 minutes at a speed of 76 m/s. 
The temperature at the top of this 700-m thick cloud 
was - The longer sides of the oval shape are 
about 29 km long, and the path cleared is 2-3 km wide. 

-10 mm were 
dispensed through a small hole in the B17 floor at a 
rate of 480 g/km. Picture was taken at 11:21AM local 
time on 24 Nov 1948 over Utica NY. Note that 
dissipated cloud did not penetrate to cloud base, even 

. 

Here an alternate explanation of aircraft-
induced dissipation of stable clouds is 
proposed that does not involve ice. As 
shown in Fig. 2, while flying, aircraft produce 
a significant downwash (~10-50 m/s) 
immediately below their airframe, and also 
generate a substantial turbulent wake. 

 
Fig. 2. Downwash and vortex pair below a B-777-200 
aircraft (mass ~145000 kg) flying immediately above a 
150 m thick cloud while approaching London Gatwick 
airport at 7AM local time on 10 July 2006. Surface 

through 0.61 km altitude at a speed of ~108 m/s. 
Photograph courtesy of Steve Morris photographer, 
who was positioned ~9 km in front of the approaching 
aircraft at the surface, using a 840mm telephoto lens. 

dissipate 20 minutes after the photograph was taken. 

Thus, if an aircraft is flying just above cloud 
top, then dry air from above the cloud is 
forced into the cloud. Here we suggest that 
the wake disturbance shown in Fig. 2 simply 
grows to the pattern shown in Fig. 1 primarily 
via cloud evaporation. Turbulent mixing of 
dry air into a cloud can under many 
conditions trigger an unstable sequence of 
evaporation, cooling and downdrafts that can 
dissipate wide swaths of stable cloud via the 
mechanism of cloud top entrainment 
instability (CTEI). The dynamics of this 
mechanism are the reverse of the seeding 
process. Freezing will heat a cloud, while 



evaporation of the same water mass can 
induce comparable or greater cooling, due to 
the large latent heat of evaporation. 

The potential impacts of aircraft turbulence 
and downwash-induced evaporation have 
been neglected or poorly accounted for in all 
past explanations of cloud seeding. While 
both seeding/ice formation and evaporation 
can be occurring in seeded clouds, it is 
suggested here that the dynamical effects of 
induced CTEI can under many conditions 
dominate the cloud dissipation process at the 
tops of supercooled clouds. Here the 
mechanism of aircraft downwash is 
reviewed, and CTEI is described, followed by 
a discussion of evaporation and its effects on 
past cloud seeding experiments. 

2. DOWNWASH 

During flight, aircraft generate a wake of 
considerable turbulence due to aerodynamic 
drag, and also produce a net downward 
displacement of air (“wake downwash”) while 
generating lift. This downwash consists of a 
pair of horizontal vortices that descend 
through stagnant air, dissipating below the 
aircraft flight altitude within a few minutes. 
Fig. 2 shows a picture of a descending vortex 
pair below a commercial aircraft. 

Aircraft produce lift by accelerating air over 
the tops of the wings relative to the air flowing 
under the wings. Air is then diverted down 
under and aft of the wings. Newton’s third law 
dictates that while flying, the force of gravity 
on the plane is balanced by an upward lift 
force generated by the wings. The “equal and 
opposite” lift force consists of a flux of air 
accelerated down below the wings 

 mplaneg = mair
dw
dt

= dmair

dt
w  (1) 

Here mplane is the aircraft mass (kg), and g is 
the gravitational acceleration. mair is the 
mass of air pushed down (kg), w is the 
impulse downward vertical velocity of air 
induced by the wings immediately below and 
behind the wings (m/s). The mass flux of air 
pushed down per unit time (dmair/dt, kgair s-1) 
is the product of the air density (ρair), the 
accelerated vertical velocity perturbation, and 
the horizontal area under the wings/airframe 
(Awing) being pushed down 

 dmair

dt
= Awingρairw  (2) 

Substituting (2) into (1), the downward 
impulse velocity below a flying airplane is 

 w =
mplaneg
Awingρair

 (3) 

The wing area of the B-17 aircraft that 
generated the flight track shown in Fig. 1 is 
132 m2, and its empty mass is 16400 kg. 
Using an air density of 1 kg/m3 yields 
downward velocities immediately below the 
seeding aircraft of 35 m/s. 

As downward-moving rotating cylinders of 
wake vortex air descend through stagnant 
air, local shear-induced turbulent mixing will 
cause drag and turbulent entrainment that 
slows and ultimately stops the downward 
propagation. Using a semi-empirical model 
validated with flight observations, Greene 
(1986) shows that wake effects can 
penetrate 2-8 wingspans below the aircraft 
before dissipation, and the ultimate vertical 
displacement is strongly influenced by 
atmospheric stability. 

Clearly a downwash of this magnitude, along 
with any turbulence generated by the aircraft 
itself (“parasitic drag”), will produce 
turbulence that is several orders of 
magnitude more intense than any naturally-
occurring ambient turbulence that might be 
present near the tops of supercooled clouds 
in stable environments. 

3. ENTRAINMENT INSTABILITY 

As turbulent downwash air shown in Fig. 2 
descends into a cloud, the warmer dry air will 
mix with the cloudy air, evaporating 
condensed cloud water. Lilly (1968) 
proposed that statically stable clouds could 
be potentially unstable if there were a 
negative gradient of equivalent potential 
temperature in a cloudy environment. Under 
certain conditions, warm dry air mixed into a 
cloud can produce sufficient evaporation to 
make mixtures colder than the unmixed 
cloudy air, thus generating negative 
buoyancy. Under these conditions there is a 
potential for a positive feedback between 
mixing creating negatively buoyant air, which 
induces more mixing propagating the 
process. Yamaguchi and Randall (2008) 



describe the history and physics of the CTEI 
mechanism. This instability will not always be  

 
Fig. 3. Virtual temperature difference (solid lines) and 
liquid water content (dashed lines) of mixtures of air 0.4 

at -  (Fig. 1 conditions). oldest 
mixtures occur at mixing fraction where all condensed 
water evaporates and final mixture Rh is 100%. 

released if there is no triggering mechanism. 
Usually the tops of supercooled stratiform 
clouds exist in statically stable environments 
with relatively little ambient turbulence, and 
there is no triggering mechanism. The 
aircraft-induced turbulence and wake vortices 
below an aircraft shown in Fig. 2 can provide 
precisely the trigger necessary to release 
CTEI. 

Any evaporation will induce cooling in 
proportion to the amount of water evaporated 
during the mixing process 

 cp(Ti – Tmix) = L (qli – qlmix) (4) 

Where cp is the heat capacity of air (1004 
/kg), and L is the latent heat of liquid 

evaporation (2.5x106 J/kg). Ti and qli are 
initial estimates of the temperature and liquid 
water content of a mixture of cloudy and 
clear air, calculated by linearly scaling with 
the mixing proportions of the clear and 
cloudy air 
 qli =qlcldƒcld (5) 

 Ti = Tcldƒcld + Tenv(1-ƒcld) (6) 

Where ƒcld is the fraction of cloud air in the 
mixture, and qlcld, Tcld and Tenv are the water 
content and temperature of the cloud and 
environment before mixing. These initial 
estimates will generally not be saturated, and 
if unsaturated mixtures form, cloudwater will 
quickly evaporate, bringing the mixture to 
saturation, but if all water evaporates, the 

mixture will equilibrate at a relative humidity 
below 100%. 

Calculating the amount of cooling using Eq. 
(4) that can occur during mixing requires 
iterative methods due to the exponentially 
relationship of final mixture temperature and 
saturation water mixing ratio. 

Fig. 3 shows the calculated temperature 
difference of mixtures of cloudy and clear air 
vs. the mixing fraction of cloudy air in the 
final mixture for conditions that might be 
typical of the stable clouds shown in Figs. 1-
2, and a 10-100 m downward adiabatic 
displacement of clear air into the cloud. 

Fig. 3 shows that if 95% Rh dry parcels are 
mixed into a cloud, none of the mixtures with 
the surrounding cloud will be negatively 
buoyant. In contrast, at a relative humidity of 
50 or 70%, well over half of the possible 
mixing fractions are negatively buoyant. The 
coldest negatively buoyant mixtures are 
produced at precisely the mixing point where 
all cloudwater in the mixture evaporates, 
leaving the mixture at 100% Rh. The 
maximum cooling that can be produced is 
comparable in magnitude to the positive 
stable temperature difference between the 
unmixed dry parcel and cloud. Without 
mixing (ƒcld=0), dry parcels pushed down into 
a cloud by aircraft downwash will experience 
a strong upward-directed restoring buoyancy 
force. However, with mixing and evaporation, 
a downward acceleration can be produced, 
amplifying the initial downward impulse of air 
into the cloud. Under these conditions, it 
would be possible to trigger a positive 
feedback process whereby evaporation 
induces cooling, which generates more 
downward-directed air that mixes and 
evaporates cloudwater, propagating the cycle 
of cloud-top entrainment instability. 

Further calculations similar to those shown in 
Fig. 3 quantify the temperature and humidity 
regimes where CTEI effects should occur 
near the tops of clouds. Negatively buoyant 
unstable conditions occur below a threshold 
relative humidity, and as the temperature 
difference (∆T) of dry air pushed into a cloud 
increases, this Rh threshold decreases. For a 

r the 
conditions shown on Fig. 1 corresponds to a 
adiabatic displacement of about 170m (if the 
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measured ∂T/∂z in the cloud -
above cloud top), the Rh of the dry air 
pushed into the cloud must be below about 
80% in order to generate negatively buoyant 
mixtures and trigger cloud top instabilities. 

4. DISSIPATION PROPAGATION 

4a: Heating due to freezing: It is well 
recognized that in order to explain the 
relatively wide areas (1-2 km shown in Fig. 
1) affected by seeding along a narrow track 
(Fig. 2), a dynamic positive feedback 
mechanism that propagates the initial 
wingspan-scale microphysical or dynamical 
disturbance must occur, causing the 
wingspan-wide (~10-40 m) initial 
disturbance to grow in size by a factor of 
100 or more in a 20-30 minute period. 

For seeding-induced glaciation, it has been 
assumed that a turbulent mechanism driven 
by latent heat released during freezing is 
responsible for generating positively 
buoyant parcels, generating more 
turbulence that mixes ice nuclei into the 
neighboring ice-free cloud, thus propagating 
the cycle of freezing, heating & turbulence. 

The heating associated with freezing a 
supercooled cloud is proportional to the 
amount of liquid frozen and the vapor 
excess over ice saturation: 

 cp∆Theat = Lf (ql) + Ls ∆qv (7) 

where Lf and Ls are the latent heat of liquid 
freezing (3.21 x 105 J/kg) and sublimation 
(vapor to ice, 2.84 x 106 J/kg), and ∆qv is the 
difference between the initial liquid-
saturated water vapor pressure minus the 
final vapor saturated with respect to ice. 

Fig. 4 shows the warming induced by 
freezing a supercooled cloud containing 0.2 
g/kg liquid water as a function of 
temperature below freezing at three different 
heights (pressures) in the atmosphere. The 
warming must be calculated iteratively since 
the saturation vapor pressure is 
exponentially related to the warmer cloud 
temperature that results from the freezing. 
The lower heating curve shown in Fig. 4 
shows the contribution of the warming due 
to liquid freezing only, showing that the 
freezing of liquid contributes only a small 
fraction to the potential warming. The 
maximum heating occurs at -18 to -  

 
Fig. 4. Warming induced by condensation/ freezing of 
a supercooled liquid cloud vs. cloud temperature 

content is 0.2 g/kg for three different pressure levels. 

and except for temperatures very close to 
freezing, a vast majority of the heating is 
due to direct vapor deposition into ice and 
therefore the heating is proportional to the 
saturation vapor pressure difference 
between ice and liquid, and relatively 
insensitive to cloud liquid water content. 
This suggests that clouds are not even 
necessary for seeding to accomplish these 
effects, and supercooled clouds only tell 
where the atmosphere is likely saturated 
with respect to liquid. 

4b: Cooling due to evaporation: In contrast, 
cloudwater evaporation will produce cooling 
in proportion to the amount of water 
evaporated. Fig. 5 plots the maximum 
cooling that can occur when just all the 
water is evaporated in a mixture of cloudy 
and clear air by mixing cloudy air with drier 
and hotter environmental air pushed into the 
cloud from above. The temperature plotted 
here is the coldest temperature shown on 
Fig. 3. 

Fig. 5 shows that the potential cooling 
associated with evaporation is nearly 
linearly sensitive to the condensed water 
content, with higher water content clouds 
producing more cooling. This behavior 
differs from the heating due to glaciation 
shown in Fig. 4, where heating is largely 
insensitive to the cloud water content. 
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Fig. 5.  induced by evaporating a liquid cloud 
containing 0.2 g/kg liquid at three different pressure 
levels.vs. cloud temperature. Dry air mixed into cloud 

 

Fig. 5 also shows that the evaporative 
cooling effect increases with temperature. 
Therefore if cloud tracks are observed at 
temperatures near or above freezing, then 
the likely mechanism is evaporation and not 
freezing effects associated with aircraft-
cloud interactions. 

4. DISCUSSION 

The above calculations suggest that the 
evaporation effects of turbulent mixing of dry 
air forced into a cloud by aircraft downwash 
can be significant. The evaporative cooling 
and release of cloud top entrainment 
instability under the appropriate conditions 
could play a major role in the observed 
dissipation of clouds that are influenced by 
aircraft flying near them. One prediction of 
this hypothesis is that this mechanism 
should occur whenever aircraft fly within a 
few 100m above cloud top and CTEI 
instability criterion are satisfied across the 
cloud top interface. The numerous aircraft-
induced cloud effects shown in Heymsfield 
et al. (2010) are consistent with this 
hypothesis of CTEI-induced effects. 

In order to assess the potential for CTEI, it is 
necessary to perform relatively high vertical 
resolution measurements of the 
temperature, humidity, and cloudwater 
content throughout the depth of the 
downwash-influenced region below a flying 

aircraft. Such measurements have not been 
reported in past cloud seeding experiments. 

Heymsfield et al., (2010; 2011)’s explanation 
of aircraft-induced cloud dissipation implies 
that only aircraft flying WITHIN a cloud 
would induce cloud dissipation. The 
explanation proposed here works best for 
aircraft flying above but very close to cloud 
top, as long as CTEI criteria are satisfied. If 
aircraft that are not actively seeding can 
produce these dissipated cloud tracks while 
flying slightly above cloud top, then the 
mechanism is likely CTEI-triggered. 

In the original project reports documenting 
the cloud seeding experiments of the 1940s-
1950s, there were scattered observations of 
ice formation, and several visual reports 
suggesting no evidence of ice in dissipated 
cloud regions. Many cloud seeding 
experiments do not routinely monitor 
conditions under seeding tracks, and there 
are occasional observations from above 
which showed reflections from sunlight off 
the seeded paths that are characteristic of 
sunlight glinting from ice crystals (Schaefer 
1950a). When no ice was observed, it was 
assumed to have fallen away from 
dissipated clouds as snow/precipitation from 
the seeded regions. An alternate 
explanation of no observed ice would be 
that evaporation was the primary 
mechanism dissipating the clouds beneath 
seeding tracks. 

Ice nucleation could be occurring during 
aircraft seeding operations, but it is 
suggested here that effects associated with 
ice formation would be superimposed and 
possibly even overwhelmed by evaporation 
effects associated with CTEI. 

Another factor suggesting that seeding 
effects could be much smaller than CTEI 
effects relates to the differences in the cloud 
volume initially impacted by either the 
seeding agents or the downwash 
turbulence. During dry ice seeding 
experiments, the dry ice was crushed into 
pellets with a diameter of about 1 cm. The 
pellets were dispensed through a small hole 
in the floor of the seeding aircraft at rates of 
less than 1-2 lbs per mile (280-560 g/km). 
The horizontal linear distance between 
individual dry ice pellets as they fell through 

0.7

0.4

0.3

0.2

0.1

0
-14 -8-10 -4-18-26 -22

x

x

0.5

0.6

x

x

Ql

Ql

900 mb

500 mb

700 mb

900 mb

500 mb



the cloud deck is thus about 5-6 meters. Any 
individual falling dry ice pellet will initially 
only influence an area 1-2 meters at most 
around its fall path (~1-4 m2, viewed from 
above). In contrast, the wake downwash 
area experiencing evaporation will span the 
entire vortex width, approximately the 
aircraft wingspan. Therefore, around each 
falling dry ice pellet, the wake vortex 
evaporation area will be the product of the 
downwash width (32 m) and the pellet 
spacing (5.6m) = 179 m2, an area 10-100 
times greater than the area affected by each 
dry ice pellet seed. Clearly, downwash 
effects will dominate the initial impacted 
cloud area if the downwash wake penetrates 
into the top of a cloud while the seeding 
aircraft flies above cloud top. 

Another observation in support of this 
evaporation mechanism of cloud dissipation 
is evident in Fig. 1. Note that the cloud is 
only dissipated over a finite depth. 
According to the freezing-seeding 
explanation, ice formation within a 
supercooled cloud should unstably 
propagate wherever ice forms and falls. The 
dry ice pellets themselves should fall a 
considerable vertical distance into the cloud 
before subliminating. If precipitation-sized 
ice particles were produced, they should 
induce phase change throughout their 
descending path and clear the cloud all the 
way to the freezing level or through to cloud 
base if the entire cloud is below freezing. 
For the “racetrack” cloud shown in Fig. 1, 
the entire cloud depth (0.7km) was below 
freezing, and yet dissipation only occurs in a 
restricted region near cloud top. One 
outcome of the CTEI mechanism is that any 
CTEI-induced turbulence will only propagate 
downward a finite distance into the cloud, 
since downward moving air warms along a 
moist or dry adiabat as it descends further. If 
the cloud is stably stratified (usually the 
case), any cooled descending parcels will 
eventually warm to the cloud temperature at 
a distance of several hundred meters at 
most, depending on the amount of 
evaporative cooling initiating the CTEI, and 
on the stability of the air below the cloud top. 

5. EXPERIMENT SUGGESTIONS 

For future cloud seeding investigations, an 
experimental protocol that would ascertain 

the importance of seeding-freezing relative 
to mixing-evaporation would be to simply 
stop the seeding for specified portions of the 
flight track and ascertain the differences 
between the seeded and unseeded portions 
of the flight track. 

For dry ice seeding, a single dry ice particle 
could be dropped into a supercooled cloud 
from a high enough distance above cloud 
top to ensure that no downwash affects the 
cloud layer. According to the seeding-
freezing mechanism, a 1-2 mile wide hole 
should develop. In the unpublished notes 
and reports of past cloud seeding trials, 
there were records of “single point” dry ice 
seeding drops with ambiguous results. 

Another important measurement that would 
unambiguously ascertain whether CTEI 
evaporation effects are occurring would be 
to measure temperatures within and across 
the dissipated seeded track with a high 
time/space-resolution probe. According to 
the seeding/freezing dissipation mechanism, 
only air warmer than the surrounding cloud 
should be measured in the dissipated cloud 
region. In contrast, according to the 
downwash mixing/evaporation mechanism 
proposed here, regions that are colder than 
the surrounding cloud should be measured 
at some points in the dissipated/evaporated 
cloud area if CTEI criteria are satisfied. 

Another fallout of this mechanism would be 
that the cloud effects induced by aircraft 
would be significantly influenced by the 
height at which the aircraft flies above cloud 
tops. At higher heights above cloud top, 
generally warmer and drier air mixes into the 
cloud, and the magnitude of the evaporation 
response should change. 

Another prediction of this hypothesis would 
be that this mechanism should work even 

satisfy CTEI instability criterion. If a flight 

obviously any mechanism involving freezing 
cannot explain the cloud dissipation. 
Therefore it would be prudent to observe 
stratiform cloud decks that are above 
freezing in regions of aircraft traffic for these 
“canal tracks” as aircraft fly over. Similarly, 
cirrus clouds composed entirely of ice 
particles would also be susceptible to CTEI, 



since clouds composed of frozen or liquid 
water have similar potential to evaporate 
when mixed with warmer air as aircraft fly 
above. However, as shown in Fig. 5, the 
intensity of any CTEI effects should diminish 
with decreasing temperature. 

Both the CTEI mechanism and the seeding-
induced cloud dissipation processes are 
turbulence-scale processes. Thus, relatively 
high vertical resolution (1-10s of meters) 
measurements would be required of the 
condensed water content, temperature and 
relative humidity across the cloud top layer 
and into the cloud-free area above a cloud 
in order to fully document the turbulent 
propagation effects associated with either 
evaporation or freezing. It would be valuable 
to measure turbulent properties within 
seeding/dissipation tracks, and additional 
measurements of microphysical phase using 
another aircraft flying through a seeded 
cloud would be extremely valuable, 
however, these measurement aircraft would 
be introducing another downwash turbulent 
artifact into the system. 

6. CONCLUSION 

Aircraft flying within and above clouds 
“vertically-stirs” or “seeds” clouds with 
turbulence, and this turbulent downwash 
can have a significant impact if the gradients 
of temperature, relative humidity and 
condensed water content satisfy well-
established cloud top entrainment instability 
(CTEI) criterion. If CTEI criterion are 
satisfied near cloud top, then aircraft 
downwash can trigger an unstable 
evaporation process that could propagate 
laterally to considerable horizontal distances 
away from a flight track, driven by the 
cooling associated with cloud evaporation 
and dissipation. There are many obvious 
and simple-to-perform experiments of this 
proposed hypothesis that warrant further 
investigation. While phase change and ice 
formation has been observed in some cloud 
seeding experiments, the effects associated 
with evaporation have been neglected in 
past explanations of cloud seeding. If this 

evaporation mechanism occurs as aircraft 
fly close to the tops of stratiform clouds, 
then current and past meteorology 
textbooks describing cloud seeding provide 
only a partial explanation of the physics and 
dynamics of the observed dissipation. 
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1. INTRODUCTION

The parameterization of cloud processes and
cloud cover is known to be a main reason
for uncertainties in recent global climate mod-
els and their simulations (Randall et al. 2007).
Even though different parameterizations are
using varied approaches, they all rely on infor-
mation about the subgrid scale variability of to-
tal water mixing ratio. The more complex and
detailed the parameterizations are getting, the
more important the right subgrid scale variabil-
ity becomes.

In the new generation of global climate
models the possibility to use grid refinement
methods gets more important. This leads to
a new challenge for parameterizations. It is
no longer feasible to tune parameterizations to
certain resolutions. The aim has to be to de-
velop parameterizations which adjust automat-
ically to different grid sizes. Those parameteri-
zations should be able to manage a consistent
transition from today’s global scale (O(100km))
up to cloud resolving scales (O(1km)).

One possible kind of parameterizations with
the potential to adjust to different scales is the
approach of statistical parameterizations. The
statistical parameterizations are using higher
moments of total water mixing ratio to describe
a distribution inside a gridbox. In this study we
will evaluate the variance of total water mixing
ratio with respect to scale dependency.

2. STATISTICAL CLOUD COVER
SCHEMES

Our research and study is based on the idea of
a prognostic statistical cloud cover scheme by
Tompkins (Tompkins 2002). In this framework
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a beta distribution is used as probability den-
sity function (PDF) of total water mixing ratio.
To define the shape of a beta distribution four
parameters are needed. For the calculation of
these parameters the mean values of total wa-
ter and cloud water mixing ratio, a shape con-
trolling condition and two additional prognostic
equations for skewness and variance are used.

There is still ongoing discussion if it is feasi-
ble to use a prognostic skewness, (e.g. (Klein
et al. 2005)) but for almost all statistical pa-
rameterizations the variance plays an impor-
tant role. For this reason we will focus in this
study on the variance.

The sources and sinks of total water mix-
ing ratio variance are the physical processes of
convection (c), turbulence (t) and microphysics
(m). With this we can write the prognostic equa-
tion for the variance of total water mixing ratio
(rt) in the following way:

∂ r′2t
∂ t

=

(
∂ r′2t
∂ t

)
c

+

(
∂ r′2t
∂ t

)
t

+

(
∂ r′2t
∂ t

)
m

In the current formulation for the variance
(Tompkins 2002) only convection and turbu-
lence are considered.

Ideally, through the coupling to other pa-
rameterizations the cloud cover scheme would
get information about the resolution and be
adapted to different grid sizes.

Our aim is to evaluate the prognostic equa-
tion of variance with respect to scale adaptiv-
ity. This might be used as a first step for the
evaluation of the whole statistical cloud cover
scheme. But before we can start with the eval-
uation of the prognostic subgrid-scale variance
we need to collect more information about the
scaling behaviour of the variance of total water
mixing ratio.

In this study we present a detailed evalua-
tion of the distribution of variance of total water
mixing ratio to different scales, based on high
resolution model data.



3. DATA

We evaluated the data of three different mod-
els. The data with the highest resolution is
produced by the UCLA Large-Eddy-Simulation
(LES) model ((Stevens et al. 2005), (Stevens
et al. 1999) and (Stevens and Seifert 2008)).
We investigated two different cases - one stra-
tocumulus case (CGILS s12) with a 25 m reso-
lution and one cumulus case (CGILS s6) with a
100 m resolution. As an representative for nu-
merical weather prediction models we picked
the COSMO model (Baldauf et al. 2011) from
the german weather service (Deutscher Wet-
terdienst) in a setup for Germany (DE, 2.8 km
resolution) and for Europe (EU, 7 km resolu-
tion). The general circulation models are in
our study represented by the ECHAM6 model
(Stevens et al. 2012) in two different resolu-
tions, the T63 and the T127. We constrain the
data to the region around the equator (30◦

North - 30◦ South) to have gridboxes of equal
size.

4. METHOD

The power density spectrum of a certain quan-
tity provides information about the distribution
of the variance to different wavenumbers. The
total resolved variance is equal to the integral of
the power density spectrum over all wavenum-
bers.

With a Fast Fourier Transformation (FFT) of
the two dimensional horizontal field of total wa-
ter mixing ratio (rt) we calculated the two di-
mensional power spectrum for every level and
every timestep. After transformation to polar co-
ordinates we integrated over the angles to re-
ceive a one dimensional power spectrum which
is only depending on the radius, that is the ef-
fective wavenumber.

For the comparison of data from different
models we need to look at a quantity which
is independent of the chosen wavenumber dis-
cretization. This is reached by calculating a
density through division by the width of the
wavenumber bins (∆k = kn+1− kn).

The resulting one dimensional power den-
sity spectrum shows the distribution of the vari-
ance of total water mixing ratio over differ-
ent scales. All calculations are done for every
timestep and every level.

Fig. 1: Time averaged power density spectrum. Dif-
ferent lines of the same color show different height
level, only level in the cloud layer are shown. For the
labeling of the different models see section 3.

The highest and lowest wavenumbers for
every datasets are influenced by numerical ef-
fects and domain size effects. The intermediate
wavenumbers are less influenced and thus are
thought to be more robust. Due to this reason
we are focusing our evaluation on an interme-
diate subrange of the considered wavenumber
space.

To evaluate the different power density
spectra, we assume, that we can approximate
them by a power law of ∼kα , where k is the
wavenumber and α the power law exponent. As
a last step we fit the power law exponent for ev-
ery timestep and every level to this subrange
of wavenumber space with a least square algo-
rithm.

5. RESULTS

The time averaged power density spectra of the
three different models can be seen in Fig. 1. All
data sets show a clear scaling of the variance
of total water mixing ratio. From the largest un-
til the smallest scales we can see a consistent
behaviour with regard to slope and height.

In Fig. 2 the subrange of the wavenum-
ber space can be seen, which is considered
in this evaluation and where the power law is
assumed to be valid. Besides the consistent
scaling this figure shows, that with the used
datasets not the whole wavenumber space



Fig. 2: Time averaged power density spectrum. Dif-
ferent lines of the same color show different height
level, only level in the cloud layer are analyzed. Due
to numerical issues only intermediate wavenumbers
are shown in this figure and considered during the
evaluation. For the labeling of the different models
see section 3.

Fig. 3: Distributions of power law exponents, calcu-
lated by least square fit to a certain range (see Fig.
2).

Data Mean

LES s6 -2.3

LES s12 -3.6

Cosmo-DE -1.7

Cosmo-EU -2.0

ECHAM6 T63 -1.8

ECHAM6 T127 -2.2

Table 1: Mean values of power law exponents. The
exponents are calculated by least square fit to a cer-
tain range (see Fig. 2).

could be covered. To get a more continuous
spectrum we will need datasets with high reso-
lution and large domains in the future.

The impression of a consistent scaling gets
confirmed if we look at the distribution of power
law exponents in Fig. 3. For the general cir-
culation model ECHAM6 and the numerical
weather prediction models COSMO-DE and
COSMO-EU the distributions are narrow and
look relatively similar. Also the mean values
(Tab. 1) confirm this impression and show a
consistent scaling of around -2 for both mod-
els.

For both LES cases the calculated mean
values are larger than -2 and the distributions
show a different behaviour too. With a mean
value of -3.6 especially the stratocumulus case
differs clearly from the other values. This might
be explained by the specific simulated physi-
cal situation. The power spectrum for this case
gives evidence, that in a stratocumulus environ-
ment the variance is mainly resolved by larger
scales. For the cumulus case the mean value
of power law exponents (-2.3) is lower and this
might be explained by a more uniform distri-
bution of variance to different scales. Also the
smaller scales contribute to the production of
variance of total water mixing ratio.

6. CONCLUSIONS AND OUTLOOK

The general circulation model ECHAM6
and the numerical weather prediction model
COSMO-DE and COSMO-EU show a consis-
tent power law behaviour around -2 (Fig. 3 and
Tab. 1). This value can be used to evaluate the



prognostic variance equation of the statistical
cloud cover scheme. If the parameterization is
used on different resolutions, the subgrid scale
variance should show a power law scaling
behaviour with an exponent around -2.

The broader spread of exponents produced
by the two different LES cases supports the
use of a prognostic equation for the variance.
A purely diagnosed or even extrapolated vari-
ance might ignore the influence of certain phys-
ical processes.

A statistical cloud cover scheme with a
prognostic variance equation coupled to other
physical parameterizations has the potential
to take physical processes into account and
reproduce a varying scaling behaviour. But in
the global and temporal mean, we should force
the subgrid-scale variance to follow a power
law with an exponent close to -2.
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1． ABSTRACT 

Simultaneous observations of cumulonimbi 
by a Ka-band Doppler radar (KaDR) and an 
X-band polarimetric Doppler radar (MP-X) 
were performed during the summer of 2011 in 
the Kanto region, Japan to study the process 
of cumulonimbus initiation and development. 
A cumulonimbus developed in the 
mountainous western part of the Kanto region 
on the morning of 18 August 2011, and its 
initiation and development were observed by 
the KaDR and the MP-X. We labeled each 
echo newly detected in a range height 
indicator (RHI) or plan position indicator (PPI) 
scan as a ‘first echo (FE)’. In the developing 
stage, FEs occurred one after another, and 
the echo top height and maximum reflectivity 
of each individual echo gradually increased. 
The maximum echo top height of the 
cumulonimbus grew to 12 km. In the 
beginning of the developing stage, no echo 
was detected by the MP-X for more than 25 
minutes. After the FE was detected by the 
MP-X and as the cumulonimbus developed, 
the time lag between FE detection by the 
KaDR and the MP-X tended to be smaller. In 
the first half of the developing stage, the FEs 
appeared between 2 and 5 km in height. In 
contrast, the appearance height of FEs 
stepped up to between 5 and 12 km in the 
second half of the developing stage. These 
results suggest that the ascent of appearance 
height of FE is one of key factors in the 
prediction of deep convection that may cause 

local heavy rainfall. 

 
2．INTRODUCTION 

Localized heavy rainfall, one type of local 
severe weather, has been occurring with 
increasing frequency in the Tokyo Metropolitan 
Area, Japan (Sato and Takahashi, 2000). The 
localized heavy rainfall resulting from the sudden 
development of isolated thunderstorm often 
causes disasters such as flash floods and traffic 
congestion. In some locations of the Tokyo 
Metropolitan Area, bearable rainfall rate is less 
than 50 mmhr−1 (Bureau of Urban Development 

Figure 1. Locations of a Ka-band Doppler 
radar (KaDR) installed at Hidaka city and an 
X-band polarimetric Doppler radar installed at 
Ebina city (MP-X) (cross marks). Observation 
ranges were 30 km (KaDR) and 83 km 
(MP-X) (circles). Rainfall amount from 10:30 to 
12:30 JST on 18 August 2011 is shaded. 
Elevation contours are depicted every 300 m. 



Tokyo Metropolitan Government, 2007). A 
localized heavy rainfall associated with a 
thunderstorm occurred on 5 August 2008, making 
more than 80 mm of 1-hour accumulated rainfall 
in maximum. The localized heavy rainfall caused 
five deaths and the flooding of 34 houses above 
floor level in the Chiyoda, Shinjuku, and Bunkyo 
wards of Tokyo (Bureau of General Affairs of 
Tokyo Metropolitan Government 2008). To 
mitigate such disasters, it is necessary to develop 
a technique for the early detection and prediction 
with high accuracy of localized heavy rainfall.  
Millimeter-wavelength radar is a useful tool for 
observing the initiation and early developing stage 
of cumulonimbi because it has higher sensitivity 
and higher spatial resolution than those of 
conventional weather radars (S-, C-, and X-band 
radars; centimeter-wavelength radars). However, 
there is only one previous study of the initiation 
and development of a cumulonimbus cloud using 
a vertically pointing W-band radar with 3 mm 
wavelength in the Kanto region in Japan 
(Kobayashi et al., 2011). The National Research 
Institute for Earth Science and Disaster 
Prevention (NIED) of Japan set up the Ka-band 
Doppler radar (KaDR) at Hidaka city, Saitama 
prefecture, Japan, and carried out simultaneous 
observations of cumulonimbi with an X-band 
polarimetric Doppler radar installed at Ebina city 
(hereafter called MP-X) in August 2011 (Fig. 1). 
The KaDR’s observation area is one of the areas 

with highest frequency of thunderstorms within 
the Kanto region during the summer season 
(Saito and Kimura, 1998). On the morning of 18 
August 2011, a cumulonimbus cloud developed 
within the observation range of the KaDR, and we 
succeeded in observing the cloud from initiation to 
developing stage using the KaDR and from 
developing to dissipation stage using the MP-X. 
The objective of this study is to describe the 
process of initiation and development of the 
cumulonimbus cloud observed on 18 August 
2011 by using the KaDR and MP-X data. We 
investigated the time variation of the 
cumulonimbus cloud such as echo top height and 
echo intensity associated with the cumulonimbus 
development using mainly the KaDR data. 
 
3．OBSERVATION AND DATA DESCRIPTION 

The NIED KaDR, which is track-mounted 
Ka-band Doppler radar (Iwanami et al., 2001), 
was installed at Hidaka (HDK) in Saitama 
prefecture, Japan at the end of July, 2011 (Fig. 1). 
The period of intensive observation by the KaDR 
was 1 to 26 August 2011. The KaDR operated at 
35.35 GHz, had a beam width of 0.28◦, a pulse 
width of 0.5 μs, a Nyquist velocity of 8.5 ms−1, and 
the observation range of 30 km (Fig. 1). Nearly 

Figure 2. Surface weather map at 09:00 JST on 
18 August 2011. 
 

Figure 3. Sounding profiles of relative humidity 
(a), horizontal wind (b), and temperature (c) 
observed at Tateno at 09:00 JST on 18 
August 2011. Solid red line (dashed blue line) 
in (b) indicates zonal wind (meridional wind). 
 



the entire observation area for the KaDR was 
contained within the observation area of MP-X 
(Fig. 1). A sensitivity of reflectivity signal of the 
KaDR was −23 dBZ at 10 km range. In this study, 
reflectivity data were used for analysis after the 
attenuation correction by using the relationship 
between the reflectivity factor and specific 
attenuation calculated by Iwanami et al. (2005). 

The KaDR’s observation method is as follows. 
To detect the initiation of a cumulonimbus cloud, a 
sector plan position indicator (PPI) scan at three 
elevation angles (7.3°, 10.5° and 14.9°) was 
conducted. The three angles were chosen so as 
to detect efficiently the initiation of a 
cumulonimbus cloud between 2 and 4 km in 
height and between 10 and 20 km in range. 
Kobayashi and Inatomi (2003) reported that the 
first radar echo of summer thundercloud often 
occurs between 2 and 4 km in height in southern 
Kanto region including the observation area of the 
KaDR using X-band radar data. Once a radar 
echo was detected, the scan strategy was 
changed: the sector PPI scans were stopped and 

range height indicator (RHI) scans toward the 
detected echo were started, although a sector 
PPI scan was inserted after every two or four RHI 
scans to obtain the position of the radar echo. 
This scan strategy, combining RHI and sector PPI 
scans, was continued until the radar echo 
decayed and dissipated or the radar echo left the 
observation area of the KaDR.  
The MP-X performed sector scans to collect data 
of the cumulonimbus cloud after its radar echo 
was detected by the KaDR. The sector scans had 
a 60° azimuthal width and 17 elevation angles 
from 0.7° to 15.6°. The time resolution of the 
sector volume scan was 2 minutes and the 
observation range of the MP-X was 83 km (Fig. 1). 
The MP-X has a pulse width of 0.5 μs and beam 
width of 1.3°. Reflectivity (ZH) data of the MP-X 
were corrected for rainfall attenuation using the 
relationship between specific attenuation and 
specific differential phase (KDP) derived from 
differential propagation phase (ΦDP) data 
(Maesaka et al. 2011) and used for analyses in 
this study. 
  
4．RESULTS AND DISCUSSION 

Figures 2 and 3 show a surface weather map 
and sounding profiles at Tateno at 09:00 Japan 
Standard Time (JST = UTC + 9 hours) on 18 
August 2011, respectively. On that day, there was 
a stationary front in the northern part of Japan, but 
no synoptic disturbances in the Kanto region, and 
warm and humid air moved into the Kanto region 
near the surface. Relative humidity between the 
surface and 5.5 km was relatively high, but was 
low above 5.5 km (Fig. 3a). A westerly wind was 
dominant from the surface to 13 km (Fig. 3b). The 
convective available potential energy (CAPE) was 
2028 Jkg−1, the lifted condensation level (LCL) 
was about 750 m, and the level of free convection 
(LFC) was about 2400 m.  

A radar echo was first detected at a height of 
about 3.8 km at 10:32:13 JST by the KaDR. 
Following radar echoes occurred one after 
another in the same part of the mountainous area. 

Figure4. Time series of echo top height (a) and 
maximum reflectivity (b) of a cumulonimbus 
observed by the KaDR in the developing stage 
on 18 August 2011. Echo top height of identical 
echo is connected by same colored line in (a). 
Left end of horizontal axis corresponds to 
10:36:56 JST, when RHI scan started. 
 



Each radar echo gradually developed and 
migrated eastward. The reflectivity and the 
dimensions of latter radar echoes became larger 
than those of former radar echoes. The maximum 
reflectivity attained to 60.2 dBZ, as observed by 
the MP-X at 11:50:21 JST (figure not shown). The 
radar echo passed over the KaDR site at around 
12:15 JST, left observation area, and then 
decayed. The MP-X observed the last radar echo 
at around 12:24 JST (figure not shown). The total 
rainfall amount between 10:30 and 12:30 JST is 
shown in Fig. 1. The maximum rainfall amount 
was 29 mm observed about 12 km west of the 
HDK site. 

Evolution of the cumulonimbus cloud was 
investigated by the time series of its echo top 
height and maximum reflectivity during the 
developing stage from 10:36:56 to 11:59:56 JST 
(Fig. 4). Echo top height increased with time in 
three steps (Fig. 4a). In the beginning of the 
developing stage (0 to 1620 sec), convective 
activity was considered shallow because the echo 
top height was from 2.0 to at most 5.5 km. In the 
middle of the developing stage (720 to 2880 sec), 
the maximum echo top height of each identical 
echo reached to from 4.5 to at most 7.0 km. In the 
end of the developing stage (2340 to 4980 sec), 
the echo top became higher than 7.5 km and 
maximum height attained to 12 km. Similarly, 
maximum reflectivity increased with time in three 
steps corresponding to the time series of echo top 
height (Fig. 4b). In the beginning of the 
developing stage, the maximum reflectivity was 
about 0 dBZ on average and increased slowly. In 
the middle of developing stage, the maximum 
reflectivity sharply increased and had a peak at 
30 dBZ. In the end of the developing stage, the 
maximum reflectivity was about 35 dBZ on 
average and had little change. This is much lower 
than the reflectivity observed by the MP-X (60.2 
dBZ at maximum at 11:50:21 JST) in the end of 
the developing stage. It is considered that the 
difference occurred because raindrop size in 

cumulonimbus cloud grew large enough to exist 
in the Mie scattering region for Ka-band 
frequency. 

The time lag between the first detection of 
radar echo by the KaDR and the MP-X was also 
investigated. The KaDR and MP-X first detected 
an echo at 10:32:13 and 10:57:37 JST, 
respectively. Thus the time lag of the first 
detection of radar echo was 25 min 24 sec in the 
the developing stage of the cumulonimbus. The 
radar echo was observed about 20 (60) km from 
the KaDR (MP-X). The minimum detectable 
intensity of the KaDR and the MP-X was −16.4 
dBZ (about 20 km) and 11.9 dBZ (about 60 km), 
respectively. Furthermore we labeled an echo 
newly detected in an RHI or PPI scan as a ‘first 
echo (FE)’. Time lag was estimated for each FE 
by comparing sector PPI data observed by the 
KaDR and the MP-X. The time lag tended to be 
smaller as convection developed: the lags were 
08 min 59 sec and 07 min 59 sec in the middle 
period, compared with 02 min 28 sec in the final 
period of the developing stage. 

Figure5. Time series of top and bottom of first 
detected radar echo (red) and echo top height 
(gray) of a cumulonimbus observed by the 
KaDR in the developing stage on 18 August 
2011. The echo top height of the 
cumulonimbus is same with that of Fig. 4a. 
Left end of horizontal axis corresponds to 
10:36:56 JST, when RHI scan started. FEs 
labeled as (a)-(c) correspond to FEs in Fig. 
6(a)-(c). 
 



Figure 5 shows the height range of the FE 
observed by RHI scans by the KaDR. The top 
and bottom height for the FE is shown. The FEs 
appeared in two height regions. In the first half of 
the developing stage (including the beginning and 
first half of the middle stage), the FEs were 
observed between 2 and 5 km in height. In the 
second half of the developing stage (including the 
second half of the middle stage and the end 
stage), the FEs were observed between 5 and 12 
km in height. The height of the FE was low during 
shallow convection and jumped in the second half 
of the developing stage. The process of first echo 
development is shown in Fig. 6. The FEs 
appeared near or side an old echo (Fig. 6). The 
appeared FE developed separately (Fig. 6a) or 
merged with an old echo (Fig. 6b and c). It should 
be noted that the FE activated the old echo in the 
second half of the developing stage (Fig. 6b and 
c). 
Figure 3c shows a temperature profile (T) 
observed at Tateno at 09:00 JST on 18 August 
2011. There were stable layers at around 0.8, 1.8, 
3.8, 5.5, and 8.1 km. ∆T/∆z of the each layer was 
smaller than moist adiabatic lapse rate (Ohno, 
2001). Two of them at around 0.8 and 5.5 km 
were temperature inversion layers, and they are 
extremely stable layers. It is well known that the 
height of convective activity relates to that of 
inversion layer (Nodzu et al., 2006). In the 
beginning of the developing stage, development 
of echo top height was suppressed by the stable 
layer at around 5.5 km (Fig. 4a). Convective 
activity broke through the stable layer in the first 
half of the developing stage, and echo top height 
in the second half of the developing stage 
reached at higher altitude than that in the first half 
of the developing stage. Similarly, we investigated 
a relationship between the height of FE and that 
of stable layer. In the first half of the developing 
stage, the height of the FE concentrated between 
2 and 5 in height, and most of echo top heights of 
the FEs were located just below 4 km, where a 
stable layer existed. In the second half of the 
developing stage, the height of the FE 

Figure6. Vertical cross-sections of reflectivity 
observed by RHI scan by the KaDR on 18 
August 2011. The blue ovals indicate positions of 
FE and its following echoes. 



concentrated between 5 and 8 km, where stable 
layers existed. Stronger updraft makes FE at 
higher altitude (Markowski and Richardson, 2010). 
It is considered that updrafts became strong 
associated with the development of convection, 
which made FEs at higher altitude in the second 
half of developing stage. Thus, it was cleared that 
echo top height and the height of FE well 
corresponded to the height of stable layers. 
However, the reason why the height of FE related 
with that of stable layer is unknown. To clear the 
mechanism of FE appearance, an accumulation 
of case study and an investigation on process of 
cloud microphysics using numerical model such 
as bin microphysics model will be necessary. 
 
5．SUMMARY 

Intensive observation of cumulonimbi with a 
Ka-band Doppler radar (KaDR) and an X-band 
polarimetric Doppler radar (MP-X) was conducted 
in the western Kanto region, Japan in August 
2011. Using the KaDR with high sensitivity and 
high spatial resolution, we could observe the 
initiation and development of a cumulonimbus 
cloud on 18 August 2011. On the morning of this 
day, a cumulonimbus cloud emerged in the 
mountainous western part of the Kanto region, 
and at the location of maximum rainfall delivered 
a total of 29 mm. From the analysis with the 
KaDR and MP-X data, three points about the 
developing stage of cumulonimbus cloud were 
described in this paper. 

 
1. The echo top height and maximum 

reflectivity developed in three steps. In the 
beginning of the developing stage, convection 
was shallow and reflectivity is weak. The MP-X 
could not detect any echo of the cumulonimbus 
cloud in the beginning of the developing stage. In 
the middle of the developing stage, the echo top 
height and reflectivity increased, and the MP-X 
first detected an echo. In the end of the 
developing stage, echo top height and reflectivity 
became higher than those in the middle period. 

The maximum echo top height exceeded 12 km 
in height in the end of the developing stage. 

2. The time lag between first detection of radar 
echo by the KaDR and the MP-X became smaller 
as the cumulonimbus cloud developed. 

3. The height of the FE was concentrated in 
two regions. In the first half of the developing 
stage, the FE was observed between 2 and 5 km 
in height; however, the FE was observed between 
5 and 12 km in height in the second half of the 
developing stage. 

 
The term ‘first echo’, has often used for the first 
detected echo of a cumulonimbus cloud by radar 
(Braham Jr., 1958; Kobayashi and Inatomi, 2003), 
although when used in this sense the term 
provides no useful information for identifying a 
cloud with the potential to be a large 
cumulonimbus. In contrast, by defining the newly 
detected echo in a cumulonimbus cloud as the 
‘first echo’ (as in the present study), we propose 
to utilize the variation of first echo height to identify 
a cloud that would grow through deep convection 
such as a cumulonimbus. In the present study, we 
showed the effectiveness of the KaDR for the 
early detection of a cumulonimbus cloud. 
Because we presented only a single case study, it 
is necessary to perform additional case studies in 
order to obtain a comprehensive understanding of 
the process of cumulonimbus cloud development. 
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1. INTRODUCTION 

Adequate estimates of aerosol indirect 
effects in mixed-phase and cold clouds 
requires of parameterizations of 
microphysical processes that are strongly 
based on physical principles. In particular, a 
 parameterization of the ice nucleation 
process capable of capturing the 
competition between different freezing 
mechanism, as well as to respond to 
changes in the chemical nature and size of 
the aerosol substrate is necessary for the 
study of aerosol effects on precipitation, and 
in the optical properties of ice bearing 
clouds. The recent Barahona and Nenes 
(2009) ice nucleation parameterization, 
which is capable of handling any IN spectra 
to describe heterogeneous freezing in its 
competition with homogeneous freezing, is 
well suited to test the response of simulated 
cloud fields to changes in the IN spectra. 
Tests with three different IN spectra were 
performed in the single column mode of 
GEOS-5, with the objective of getting 
insightful information on the complete 
response of a cloud field to changes in the 
description of ice nucleation. 

2. SIMULATION EXPERIMENTS 

The simulation experiments were carried 
out using the Microphysics of Clouds with 
Relaxed Arakawa-Schubert and Aerosol-
Cloud interaction (McRAS-AC) [Sud and 
Wlaker 1999, Sud and Lee 2007], driven by 
the Goddard Earth Observing System 
Model, version 5 (GEOS-5).  The lateral 
forcing fields to the 72 pressure levels in the 
atmospheric column of GEOS-5 are 
prescribed from assimilated 4D 
observational data. For the purpose of this 
study, we used the forcing from the TWP-
ICE intensive observation period (IOP), 
derived by the Atmospheric Radiation 
Measurement (ARM) program. It includes 
data from January 17 to February 12, 2006. 

Three well known IN spectra were utilized in 
the Barahona and Nenes (2009) ice 
nucleation parameterization framework to 
describe the availability of IN for 
heterogeneous nucleation. These IN 
spectra are the Phillips et al., 2008 
(PDA08), Meyers et al., 1992 (MY92), and 
Barahona and Nenes, 2009 (BN-CNT), 
based on classical nucleation theory.  



3. RESULTS AND DISCUSSION 

Despite the large differences in the 
predicted IN concentration by different IN 
spectra (which can differ by a factor of 100 
to 1000), the results show large similarities 
in the cirrus cloud regime between all the 
schemes tested, in which ice crystal 
concentrations were within a factor of 10 
regardless of the parameterization used. 
This similarity is the result of the competition 
between homogeneous and heterogeneous 
freezing. Schemes that predict low IN 
concentrations will be dominated by 
homogeneous nucleation (e.g., the BN-
PDA08), while schemes with higher IN 
concentrations will transition from 
homogenous to heterogeneous freezing as 
a function of temperature (Fig 1).  

 

Figure 1- (a) Average number of nucleated ice 
crystals as a function of temperature for the 
simulations considered in this study. The inset is the 
fraction of crystals nucleated heterogeneously (b) 
Average number concentration of ice crystals as a 
function of temperature. The vertical dashed line 

marks the homogeneous freezing temperature 
threshold 

In mixed-phase clouds there are some 
persistent differences in cloud particle 
number concentration and size, as well as 
in cloud ice fraction, ice water mixing ratio, 
and ice water path. In this regime, the 
imprint of the IN spectra was found to be 
much larger, since the buffering effect of 
homogeneous freezing is not present. 

 

Figure 2 – Relative frequency of column-cells with a 
given ice-fraction as a function of the cell mean 
temperature. (a) for a simulation with the PDA08 
spectrum and (b) for a simulation with the same 
spectrum, but in which contact freezing was 
neglected. 

However, contact freezing of cloud droplets 
with mineral dust aerosol, contributed to 
transfer liquid to ice efficiently in the mixed-
phase clouds, so that on average, the 
clouds were fully glaciated at T = 260 K, 
irrespective of the ice nucleation 
parameterization used (Fig 2). Only when 
contact freezing was neglected, did the 
simulated ice fractions exhibit a 



dependence on the IN spectrum. This 
confirm the action of contact freezing as to 
buffer the impact of the IN spectrum in the 
partitioning of cloud condensate. Similarly, 
contact freezing contributed to the number 
of ice crystals (on average 10-4 cm-3), 
providing a lower bound for ice crystal 
concentration (Fig 1). 

Comparison of simulated ice water path to 
available satellite derived observations was 
also performed, finding that all the schemes 
tested were in good agreement with 
observations.  

Sensitivity of the observed cloud fields 
performed in Single Column Model 
simulations with different IN spectrums 
suggest that the imprint of the IN spectrum 
in the simulated cloud fields is buffered by 
other processes, resulting in relatively 
similar fields even in simulations with 
considerably different nucleation schemes. 
Full GCM simulations are necessary to 
investigate further impacts of the ice 
nucleation on the radiation fields and 
possible feedbacks that cannot be observed 
in the SCM simulations. 
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1. INTRODUCTION 

A physically based description of subgrid 
scale variability of moist processes in Global 
Circulation Models (GCM) is an important 
requirement for achieving realistic 
representations of cloud properties and 
processes. Neglect of this subgrid variability 
can lead to important biases in cloud 
amount, liquid water content, and 
precipitation. Even sophisticated cloud 
microphysical schemes, which account for 
subgrid variability of in-cloud water content, 
fail to account for the subgrid variability of 
cloud droplet number concentration (CDNC) 
and the subsequent induced variability on 
effective radius and autoconversion rate. In 
this work, a simple scheme to include 
subgrid variability of CDNC was tested in an 
AGCM model framework, using the 
Community Atmospheric Model version 5 
(CAM5). This scheme uses the link between 
cloud-scale updraft velocity and CDNC, 
provided by physically based activation 
parameterizations, to map variability in 
updraft (derived from turbulent kinetic 
energy), into variability in CDNC, and this is 
also propagated to other microphysical 
parameters (effective radius, and 
autoconversion rate). Under a Gaussian 
PDF of updrafts, adequate for warm 

boundary layer clouds, these corrections 
can be included with minimal computational 
cost, avoiding explicit integrations over the 
PDF. 

2. MODEL CLOUD MICROPHYSICS 

The cloud microphysics module of CAM-5 is 
described in Morrison and Gettelman 
[2008], MG08 hereafter. MG08 is a 2-
moment scheme that tracks liquid water, 
ice, and snow. The partial cloudiness 
scheme is that of Zhang et al., [2003].  
Statistical treatment of the subgrid variability 
in moist processes has been shown to be of 
fundamental importance for partial 
cloudiness schemes. 

One of the salient features of the MG08 
microphysics is the inclusion of a statistical 
description of the in-cloud variability in the 
mixing ratio of liquid water, ql. It assumes, 
based on satellite observations of stratiform 
clouds, that the variations in ql follow a 
gamma distribution, with mean equal to the 
average in-cloud liquid water content for the 
grid cell, and with a prescribed relative 
dispersion. This pdf is then used to average 
all the process rates in the cloud scheme 
that depend on ql, including autoconversion 
and accretion rates, as well as the 
sedimentation velocity of hydrometeors. 



This method results in an enhancement of 
each process by a different factor, which 
depends on the dispersion chosen for the 
gamma distribution, i.e., the relative 
dispersion of the distribution can be 
considered as a tuning parameter, but the 
nature of each physical processes transform 
it into process-specific tuning parameter. 

In this work we incorporate into MG08 a 
similar approach developed by Morales and 
Nenes [2010], in which in-cloud variability of 
CDNC, and its impact on autoconversion 
rate is accounted for. This method uses 
physically based activation parameterization 
(which depends on the updraft velocity w), 
as the physical link to map variability on w 
into variability of CDNC. MG08 uses the 
activation routine of Abdul-Razzak and 
Ghan [2000]. In this approach, an analytical 
approximation in the integration of the 
activation rate is used, allowing the 
numerical integration to be replaced by a 
single evaluation of the activation 
parameterization.  

The effect of this scheme is that instead of 
considering a monodisperse distribution of 
in-cloud CDNC, the distribution of CDNC is 
polydisperse. The contribution of the low-
CDNC end of the distribution is amplified in 
processes with a strong dependence on 
droplet number, Nd. Such is the case of 
autoconversion rate, described in MG08 
with the Khairoutdinov and Kogan [2000] 
parameterization, which depends on CDNC 
as Nd

-1.79. Therefore, including subgrid scale 
variability on CDNC with the method 
proposed here will cause an increase in 
autoconversion rate due to the presence of 
pockets of low droplet number concentration 
which promote pockets of enhanced 
autoconversion. 

 

3. SIMULATION EXPERMENTS 

The Morales and Nenes (2010) approach is 
incorporated into the MG08 microphysics by 
assuming that the dispersion in the 
distribution of in-cloud CDNC comes solely 
from the activation process. Two five-year 
simulations in CAM5 forced with climatology 
SST and present-day aerosol emissions 
were performed. The CTL simulation uses 
the default microphysics; while the VAR01 
simulation was included the Morales and 
Nenes (2010) approach applied to 
autoconversion rate, but is otherwise 
identical to the CTL experiment.  The 
precipitation rate for the CTL simulation for 
DJF is shown in Figure 1, together with the 
cloud amount.  

 

Figure 1. Precipitation pattern for northern 
hemisphere winter (DJF) and summer (JJA) 
for the CTL simulation experiment. 

4. RESULTS AND DISCUSSION 

The resulting modification translated into an 
enhancement of autoconversion rate in 



warm stratiform clouds, by up to a factor of 
four. This change will cause an increase in 
the drizzle rate, but because this is will 
impact only the stratiform clouds in the 
model, total precipitation should not be 
greatly impacted. This was confirmed by the 
simulations results, in which a marginal 
decrease in mean precipitation rate from 
2.33 mm/day in CTL, to 2.31 mm/day in 
VAR01. However, the changes should 
cause differences in the vertical structure as 
well as in the spatial distribution of the 
simulated clouds, by altering the distribution 
of heat in the atmospheric column through 
the modification of the latent heat release 
associated with drizzle evaporation. 
Difference maps for precipitation between 
CTL and VAR01 are shown in Figure 2, for 
the northern hemisphere winter and 
summer months.  

 

Figure 2. Difference in surface precipitation 
between CTL and VAR01 experiments 
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1. ABSTRACT 

 
In the last years, a surge of research has 

been focusing on the role that 

microorganisms can play in cloud 

processes. Certain bacteria may constitute 

the most active ice nuclei found in the 

atmosphere and might have some influence 

on the formation of crystals in clouds. This 

study investigates the bacterial 

concentrations acting as ice nuclei through 

cloud numerical simulations using the 

Brazilian Regional Atmospheric Model 

System. The numerical simulations were 

developed in order to investigate the effect 

on the amount of rainwater as a function of 

bacterial ice nuclei concentrations with 

different scenarios (classified as S2 to S4 

scenarios) corresponding to a maximum of 

102 to104 IN bacteria per liter of cloud water 

plus the RAMS default (classified as the S5 

scenario). Additionally, two other scenarios 

were included: without any IN (S1) and the 

sum of RAMS default and S4 scenarios 

(classified as S6). The chosen radiosonde 

data was for March 3rd, 2003, typical 

summertime in São Paulo City which 

presents a strong convective cell. The 

results show a decrease from 3% to 8% of 

reflected solar radiation at the top of the 

atmosphere (280 to 3000 nm) for scenarios 

S2, S3, S4 and S6, compared to S5 

(BRAMS default) and an increase from 13 to 

16% in infrared upward irradiance (3000 to 

30000 nm) in the same scenarios S2, S3, 

S4 and S6, compared to S5. Therefore, the 

scenarios where bacteria act as IN in the 

warmer temperatures, show an important 

impact on cloud structures (such as cloud 

top height and albedo). 

 
2. INTRODUCTION 

 

Airborne microorganisms were found 

in the atmosphere for the first time in the 

XIX century. Since then, many studies on 

airborne fungi have been carried out to 

investigate atmospheric concentrations and 

compositions and their impact on the 

environment such as involvement in cloud 



physic processes. Airborne bacteria can act 

as cloud condensation nuclei and some 

airborne bacterial and fungal species are 

able to act as ice nuclei and therefore 

induce rainfall in moderate climates and 

cause frost on crops (Schnell & Vali, 1973). 

Therefore, Schnell & Vali (1973, 1976) came 

to the conclusion that P. syringae is active 

as an ice nucleus because these bacteria 

produce a protein on their outer membrane 

that is one of the most active of the 

naturally-occurring ice nuclei (IN), and 

because freezing of cloud water is a critical 

step for rainfall over major parts of the earth 

(Sattler et al. 2001; Ariya & Amyot 2004; 

Diehl et al. 2000 and, Hamilton & Lenton, 

1998). These bacteria are widely distributed 

across the planet, survive airborne 

dissemination up to the clouds and fall out 

with precipitation. On the other hand, the ice 

nuclei activity (INA) of fungi has received 

little attention where Pouleur et al. (1992) 

reported that the species Fusarium can 

freeze water at around -1.0oC and -2.5oC. 

Recently, according to Amato et al. (2005), 

the total bacterial count in clouds reached 

about 3x104 cells.m-3 of cloud volume (1x105  

cells L-1 of cloud water).  

 On the other hand, cloud properties 

are quite important to the energy balance of 

the terrestrial atmosphere, holding infrared 

radiation from the surface as well as partially 

scattering and reflecting solar radiation 

through albedo. Solar radiation is the main 

external energy source for Earth’s climate. It 

promotes atmospheric motions in our planet, 

turning it into a complex and dynamic 

system. Atmospheric constituents may 

interact with radiation by processes of 

emission, absorption and 

reflection/scattering. Here clouds act as one 

of the main modulators of the radiative 

balance, in addition to exerting a primary 

role in Earth’s hydrological cycle. But 

despite their importance, clouds are still 

involved in processes that are among the 

least known by the scientific community 

(IPCC, 2007).  

 A numerical study using climatic 

models has shown representative low and 

medium cloud albedo (assuming clouds as 

black bodies) of 77% and 82%, respectively, 

inducing a cooling effect. High clouds, on 

the other hand, mainly composed of ice, 

showed 10% of solar albedo and 48% of 

emissivity, suggesting a greenhouse affect 

(Liou, 2002). 

 Studies have shown that bacteria 

may efficiently act as ice nuclei (Yankofsky 

et al., 1981), which might influence cloud 

properties. Recent studies considering 

bacteria as ice nuclei agree that under 

typical bacterial concentrations no 

significant effect is found in a global scale 

(Hoose, Kristjásson and Burrows, 2010; 

Sesartic, Lohmann and Storelvmo, 2011), 

but local and regional effects have to be 

further studied, especially under high 

bacterial concentrations. 



In this investigation, we used a high-

resolution configuration of the Brazilian 

Regional Atmospheric Modeling System 

(BRAMS). The RAMS model utilizes the full 

set of non-hydrostatic, Reynolds-averaged 

primitive equations (Tripoli and Cotton, 

1982). The Brazilian version of the RAMS is 

the result of changes incorporated by 

Brazilian users in recent years, which 

include a simple photochemical and a soil 

moisture scheme. Validation of the BRAMS 

for use in Amazon region simulations is 

presented by Freitas et al. (2009). The cloud 

microphysics in BRAMS is described by 

Martins et al (2009) based on Walko et al. 

(1995) and Meyers et al. (1997). This 

article’s main goal is to investigate the role 

of the concentration of ice nucleation-active 

bacteria in cloud properties using the 

BRAMS cloud modeling and its 

consequences on the radiation budget using 

an atmospheric radiative transfer code. 

 
 
2. METHODOLOGY 
 
2.1 BRAMS modeling 

 

The main BRAMS modeling is based on 

Gonçalves et al. 2012 which numerical 

simulations were developed in order to 

investigate the effect of IN concentrations on 

the total amount of rainwater in the 

integrated vertical column and on rainfall. 

Homogeneous initializations were performed 

and simulations carried out for a time 

interval of 3 hrs, Heating and wetting at the 

center of the grid were introduced after 10 

minutes of simulation, mimicking a low level 

forcing in order to develop a convective cell. 

This low level forcing was applied according 

to Gonçalves et al. (2008). The chosen 

temperature and humidity profiles to initiate 

the model were taken from a radiosonde on 

March 3rd, 2003, which is typical for 

summertime at São Paulo City (-43.66 ° 

longitude, -23.59 ° latitude). The objective of 

the simulations is to analyze the effect of the 

IN concentrations on the BRAMS modeled 

cloud properties and precipitation. 

In these simulations, bacteria act only 

as IN as it follows in the next section. 

 

2.2 Ice nucleation modeling 

Based on the model characteristics 

described above, six numerical experiments 

were run in order to analyze the effects of IN 

concentrations on modeled cloud properties, 

precipitation and electrification. These 

simulations considered a series of ice 

nucleation parameterizations as shown in 

Figure 1. In the first numerical experiment 

(S1) the model was run in the homogeneous 

nucleating mode only. In this case, a small 

group of water molecules take on a crystal 

lattice structure due to random motions. 

After the initial crystal structure was 

established, it grew throughout the entire 

water droplet. The homogeneous nucleation 

followed the parameterization proposed by 

DeMott et al. (1994) and was applied in the 



temperature range from -50°C to -30°C (the 

value at -50°C was then applied to colder 

temperatures). In the second numerical 

experiment (S2 scenario), homogeneous 

nucleation occurred and IN concentration 

was assumed to follow 100,000 times less 

than the total population of bacteria  where 

temperature range of -12°C to -2°C. Only a 

fraction of total bacteria can act as IN 

(Morris et al., 2008), therefore it was set to 

1000 INA per L of cloud water (see Figure 1, 

for S3 scenario). As no observational data 

were available at temperatures colder than -

12°C, the IN concentration for -10°C was 

used, as illustrated in Figure 1. Therefore, 

the number of nucleated ice crystals at a 

certain time (t) was also based on Morris et 

al. (2008). The P. syringae IN 

concentrations were assumed 

homogeneous over the whole model domain 

(vertical and horizontal) at the beginning of 

the simulation (t = 0) with no changes after 

the simulation started, there is no depletion 

of IN. The bacteria concentrations, in these 

scenarios, induced ice formation, as 

indicated in Figure 2. Time step is given in 2 

minute. 

The third and fourth numerical 

experiments were the same as S2, but the 

initial IN concentration profiles were 10 (S3) 

and 100 (S4) times the value of S2. The last 

numerical scenario (S5) is the one that 

represents RAMS’ default parameterization, 

and it includes a variety of physical 

mechanisms: homogeneous nucleation (as 

in scenario S1); deposition nucleation and 

condensation-freezing nucleation (Meyers et 

al., 1992); contact freezing nucleation 

(Cotton et al., 1986). S6 presents IN 

concentration summing up the S5 (RAMS 

default) and S4 scenario, with bacteria 

acting as IN. It must be pointed out that S5 

and S6 scenarios based on the RAMS ice 

nucleation parameterization were used as 

reference cases. Secondary ice production, 

based on the Hallett-Mossop theory (Cotton 

et al., 1986), is included in all scenarios. P. 

syringae bacterial concentrations are based 

on Amato et al. (2005, 2007), where we 

adjusted a polynomial equation to the 

observed values from -12°C to -2°C. It 

should be noted that the BRAMS default ice 

nucleation parameterization (S5) does not 

allow nucleation warmer than -8°C. The 

concentration of IN with bacteria follows 

exactly the IN concentration for normal 

RAMS and BRAMS defaults, i.e., there is no 

change in time by other processes as it is 

normally used for those models. 

 
 
 

 
 



Figure 1. Ice nuclei concentration profiles 

(m-3), where 10 bacteria per m3 corresponds 

to 1000 IN bacteria per L of cloud water (S2 

scenario), for different numerical scenarios 

involving the bacterium P. syringae (S2, S3, 

S4) and BRAMS default parameterization 

(S5). Scenario S6 is performed summing up 

S4 and S5. 

 
 
2.3 Cloud radiative properties: 
 
Input data: 

Radiative simulations were performed using 

the libRadtran (Mayer and Kylling, 2005) 

atmospheric radiative transfer. Cloud 

parameters input are the vertical profiles of: 

i. liquid water and ice effective radius; ii. 

liquid water and ice content. These input 

parameters were obtained from BRAMS, 

considering the different bacterial loads as 

already described. BRAMS provides among 

its cloud properties the size distribution, 

concentration and mixture ratio of the 

following hydrometeors: a) cloud droplets; b) 

rain; c) pristine; d) snow; e) aggregates; f) 

graupel and g) hail. It provides also 

temperature, density and vertical velocity. 

Each output is provided in a vertical profile 

extending from 1000 hPa to 50 hPa every 

50 hPa. The hydrometeor size distributions 

were converted to effective radius through 

the following relation: 
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 For simulations in the radiative 

transfer code, cloud droplets have been 

considered for the liquid phase 

hydrometeors. Snow, pristine and 

aggregates were taken into account for the 

ice phase through an average of effective 

radius and content weighted by the 

hydrometeor concentration. The remaining 

hydrometeors have been neglected, since 

they do not contribute significantly to rativive 

transfer simulations in comparison to the 

others.  

Vertical profiles of temperature and 

density from BRAMS were also used as 

input for libRadtran. Surface albedo was set 

as urban type from the libRadtran library.  

 Simulated solar albedo (280 to 3000 

nm) and thermal emission (3000 to 30000 

nm), both at top of atmosphere, have been 

evaluated. The two streams method was 

used in the simulations.  

 

3. RESULTS  

 

Figures 2 and 3 show the solar and 

infrared irradiances in W.m-2, for the 

different simulations, S1 to S6, in the center 

of the convective cell, at the time when the 

most vigorous vertical motions occurred 

inside the cloud. Figure 2, the light colors 

present the differences between simulations 



and S5, RAMS default, where the S4 has 

the highest difference, 8%. It  must be 

notified that S4 and S6 have the highest 

bacterial concentrations. The difference 

between S4 and S6 is that the last one has 

also the RAMS default and S4 has only the 

bacterial default. 

 
Figure 2. Solar irradiance in W.m-2 at the top 

of the atmosphere 

 
 

Figure 3. Infrared at the top of the 
atmosphere in W.m-2. 

 

Figure 3 presents infrared results, where 

there are also differences from 13 to 16%. 

S4 simulation presents a difference of 13% 

against the RAMS default S5 and S6 

presents the highest difference of 16%. 

Therefore, when bacterial concentrations 

are taken into account, significant 

differences are observed in comparison to 

the RAMS default. 

 

4. Conclusions 

The results of this work suggest that, the 

presence of biological ice nuclei active at 

relatively warm temperatures, and in 

particular the bacterium P. syringae, can 

induce and modify cloud ice, which in turn 

induces changes in its radiative structures. 

As it was shown in Gonçalves et al. (2012) 

for other cloud structures and lightning, the 

(B)RAMS default should be modified. Future 

works should consider modifying the default 

parameters (-8oC) to explore deeper 

convective storms in other realistic contexts 

that involve more detailed parameterization 

of the hydrometeor concentrations. 

Therefore, the results show a 

decrease from 3% to 8% of reflected solar 

radiation at the top of the atmosphere (280 

to 3000 nm) for scenarios S2, S3, S4 and 

S6, compared to S5 (BRAMS default) and 

an increase from 13 to 16% in infrared 

upward irradiance (3000 to 30000 nm) in the 

same scenarios S2, S3, S4 and S6, 

compared to S5. Therefore, the scenarios, 

where bacteria act as IN in the warmer 

temperatures, show an important local 

impact on cloud structures and 

microphysics, which consequently alters the 

local radiation fluxes. 
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1. INTRODUCTION 
Cloud feedbacks are the largest source of 
uncertainty in climate models. In particular, 
uncertainties exist concerning the radiative 
forcing of clouds containing ice crystals, most 
notably cirrus. Indeed, whether cirrus clouds 
warm or cool the Earth’s surface depends on 
ice crystal morphology. Reducing this 
uncertainty requires detailed in situ 
characterization of cloud particles.  Also, 
detailed knowledge of the scattering 
properties of cloud particle types is needed 
for accurate retrieval of cloud microphysical 
properties from remote sensing. One of the 
main barriers to achieving these goals is the 
inability of cloud probes to determine the 
contribution of small ice crystals (that is 
crystals smaller than about 50 µm) to the 
total distribution. This is partly due to their 
inability to resolve the geometric structure of 
small ice crystals because of the conflicting 
demands of high optical resolution and large 
sample volume (Ulanowski et al. 2004, 
Connolly et al. 2007, Kaye et al. 2008).  

There is also growing evidence, largely 
indirect, that atmospheric ice crystals have 
shapes departing from idealized geometries 
based on perfect hexagonal prisms (Garrett 
2008, Baran 2012). Korolev et al. (2000) 
concluded that the majority of ice particles in 
mid-latitude stratiform clouds observed 
during several campaigns were of irregular 
shape. Best fits to data obtained by Lampert 
et al. (2009) in Arctic ice cloud were 
consistent with deeply rough hexagonal ice 
crystals. Gayet et al. (2011) found prevalent 
particles with imperfect or complex shapes at 
trailing edge of mid-latitude frontal cirrus. 
Measurements using the Polar 
Nephelometer (Shcherbakov et al. 2006) 
indicated that the surface of Antarctic ice 
crystals was deeply rough. It is important in 
this context that particle roughness can 
dramatically alter the scattering properties of 
ice crystals. For example, it can significantly 
reduce the asymmetry parameter (Yang et 
al. 2008, Ulanowski et al. 2006). Roughness 
may also account for the relative rarity of ice 
halos (Ulanowski 2005). Therefore it is 

important to quantify fine detail of ice crystal 
geometry, currently largely beyond the reach 
of imaging cloud probes, although there are 
indications that a new generation of probes 
using incoherent light may be able to resolve 
at least some of the detail (Schön et al. 
2011). 

It is possible to circumvent the optical 
resolution limitations of imaging probes by 
acquiring light scattering “patterns” instead of 
images. Such patterns can be obtained from 
relatively large sample volumes, as there is 
no sharply-defined image plane to limit 
resolution. Several light scattering cloud 
probes, jointly known as Small Ice Detectors 
(SID) have been developed over the last 
decade at the University of Hertfordshire. 
Successive models obtain scattering patterns 
with progressively higher angular resolution. 
The earlier designs rely on multi-element 
detectors measuring mainly the azimuthal 
scattering, while the most recent, collectively 
known as SID-3,  acquire high-resolution 
two-dimensional (2D) scattering patterns 
(Kaye et al. 2008). 2D scattering patterns 
offer high potential for detailed particle 
characterization. It is possible to recover the 
shape, size and orientation of small ice 
particles by comparing such patterns to 
models such as the Ray Tracing with 
Diffraction on Facets (RTDF) scattering 
model (Clarke et al. 2006, Kaye et al. 2008). 
Ice particle roughness can also be obtained, 
as evidenced by experimental patterns from 
ice analogue crystals with smooth and rough 
surfaces, which show distinct differences: 
while the former have sharp, well-defined 
bright arcs and spots, the latter have much 
more random, “speckly” appearance, but with 
greater azimuthal symmetry (Ulanowski et al. 
2006). Here we focus on the application of 
2D scattering patterns to retrieving the 
roughness ice particles encountered in mid-
latitude cirrus and mixed phase clouds. 

2. METHODS 
First in situ cloud data from the SID-3 probe 
was obtained during the Met Office 
CONSTRAIN campaign in Scotland in Feb. 
2010 with another case in south England in 



 

 

Sept. 2010. SID-3 was flown in a PMS-style 
canister on the FAAM research aircraft. The 
probe has “open” geometry similar to SID-2, 
to minimize ice particle shattering. Particle 
triggering, incident illumination (532 nm 
wavelength laser beam) and sample volume 
definition are also similar to SID-2 (Cotton et 
al. 2010). However, the main detector of SID-
3 is an intensified CCD camera with a 
nominal resolution of 780 by 582 pixels 
(Kaye et al. 2008). The camera produces 2D 
scattering patterns from single particles at 
rates up to 30 per second, depending on 
configuration. Receiving optics collect the 
scattered light over an annulus covering 
scattering angles from 6° to 25°, sufficient to 
encompass the 22° halo scattering from ice 
prisms, but with the central low-angle area 
obscured by a beam stop. 

Image texture can be quantified using 
statistical measures, e.g. the gray-level co-
occurrence matrix (GLCM), which deals with 
spatial relationships of pairs of gray values of 
pixels. Previously, GLCM was applied to 
retrieving surface roughness from laser 
speckle images (Lu et al. 2006). Initially, four 
GLCM features were chosen: contrast, 
correlation, energy and homogeneity. In 
addition, image entropy and two measures 
relating to image brightness distribution, 
rather than texture, were examined: the ratio 
of root-mean-square (RMS) brightness to its 
standard deviation (RMS/SD, Jolic et al. 
1994), and kurtosis. The measures were 
calculated for 2D patterns from a range of 
test particles: smooth and rough ice 
analogues, and mineral dust grains and 
correlated with a semi-quantitative measure 
of particle roughness. We also examined the 
sensitivity of the same measures to potential 
bias sources, including image noise, particle 
size, shape and orientation, and detector 
gain. Various image normalization and 
averaging schemes were compared too, and 
the chosen one involved scaling mean image 
brightness to 10 on the 0 - 255 scale. 

Energy was found to have the strongest 
correlation with roughness and robustness 
with respect to the potential bias sources of 
all the GLCM measures. It is relevant that the 
GLCM energy also shows good correlation 
with surface roughness and is most robust 
with respect to variation of "the setup 
configuration, the position, and the 
orientation of the surface to be measured" in 
the context of laser speckle (Lu et al. 2006). 

Similar performance characterized the 
remaining measures, entropy, RMS/SD and 
kurtosis, but different measures showed 
sensitivity to different sources of bias. For 
example, entropy was slightly sensitive to 
gain and particle size. A combined feature 
was therefore defined, composed of the most 
robust measures, energy E, RMS/SD and the 
logarithm of kurtosis K, as follows:  

RMS/(200SD) - 10E - log(K)/5 + 0.7.  
The combined roughness measure is 
weighted so that individual measures 
contribute to it approximately equally and it is 
centred on zero for the particles examined, 
with approximate bounds of ±1. 

Scanning electron microscopy (SEM) 
images of test particles were taken using 
JEOL-5700 environmental SEM. Images of 
ice were obtained in the presence of water 
vapour in the SEM chamber. Ice was allowed 
to grow on a metal substrate on a Deben 
Ultra Peltier-cooled cold stage.  

3. RESULTS AND DISCUSSION 
Fig. 1 shows a typical selection of scattering 
patterns from ice particles from the flight 
campaign, in comparison with test particles. 
Both cirrus and mixed phase patterns are 
qualitatively similar to the rough rosette 
pattern. The roughness measures were 
calculated for a random selection of several 
hundred patterns from marine cirrus and 
mixed phase flights, as well as one cirrus 
flight in a continental airmass – the frequency 
distributions of the combined roughness 
measure are shown in Fig. 2. Roughness 
measures were also calculated for a range of 
test particles, including ice analogue crystals 
(Ulanowski et al. 2006) and mineral dust 
grains, all representing a range of surface 
roughness – the results are given at the 
bottom of Fig.2, with example test particles 
shown in Fig. 3. It can be seen that smoother 
test particles correspond to the tails of the 
roughness distributions, which are better 
represented by the rougher particles in the 
selection. Scattering from ice analogue 
rosettes very similar to those used here was 
previously characterized using a levitation 
technique. It was found that the transition 
from smooth to rough geometry for these 
large crystals lowered the asymmetry 
parameter from 0.81 to about 0.63 
(Ulanowski et al. 2006). It is worth noting that 
such a large change corresponds to almost 
doubling the reflectivity of a cloud composed 
entirely of such particles. 



 

 

 
Fig. 1. Top 3 rows show 6 randomly selected 
SID-3 patterns from ice particles during mixed 
phase (left) and marine cirrus (right) flights, 
compared to patterns from ice-analogue 
rosettes with moderately rough (bottom left) and 
smooth surfaces (bottom right). 

 
Fig. 2. Distributions of combined roughness 
measure from 2D SID3 patterns in continental 
cirrus, marine cirrus and mixed phase flights, 
compared to test particle roughness.  

It is interesting to observe that, while 
rough particles dominated in all three cloud 
types, marine cirrus and mixed phase clouds 
were similar, but cirrus in a continental, 
polluted airflow had lower roughness. We 
speculate that this is due to higher 
concentration of ice nuclei in the last case. 

High-resolution cloud modeling shows that 
lower ice supersaturations can be found in 
continental than in marine cases (Flossmann 
and  Wobrock 2010). This raises the 
possibility that the observed roughness may 
be the outcome of faster ice growth. 

 

 

 

 
Fig. 3. SEM images of test ice analogues and 
mineral dust grains with roughness measure 
shown in Fig. 2. Max. dimension and combined 
roughness are given, top to bottom: 150 µm 
rosette –0.22, 160 µm rosette –0.01, 41 µm 
dust -0.07, 47 µm dust 0.17. The scattering 
patterns from the rosettes are shown in Fig. 1. 

Roughness was similar in growth and 
sublimation zones of cirrus. This suggests 
that the currently prevailing view that ice 
crystals merely become rounded as they 
sublimate (Nelson 1998) may be incorrect. 
Indeed, laboratory experiments show that ice 
surfaces can become rough during fast 
sublimation (Cross 1969, Pfalzgraff et al. 
2010,Ritter et al. 2012). Sublimating ice 



 

 

crystals seen at high resolution is shown Fig. 
4. While rounded crystals are frequently 
observed using imaging cloud probes, optical 
resolution limitations conceal fine detail 
associated with roughness (Ulanowski et al. 
2004, Connolly et al. 2007). 

 
Fig.4. Scanning electron microscopy image of 
ice crystals sublimating near –40°C. Note that 
surfaces deeper within the sample, where 
subsaturation is expected to be weaker (due to 
lower temperature and/or higher local water 
vapour pressure), remain smooth while the 
exposed surfaces are rough. 

4. CONCLUSIONS 
SID-3 probe was flown on the FAAM aircraft 
in mid-latitude clouds. Unlike most earlier 
results from cloud chambers, where SID-3 
2D scattering patterns typically displayed 
characteristics attributable to idealized 
geometric crystal shapes, the majority of the 
cloud patterns showed random, “speckly” 
appearance. Lab experiments show that this 
is typical of particles with rough surfaces or 
complex structure. Quantitative comparison 
of lab and cloud data was done using pattern 
texture measures, originally developed for 
surface roughness analysis using laser 
speckle. The results are consistent with the 
presence of strong roughness in the majority 
of cirrus and mixed phase cloud ice crystals, 
at levels similar to those found in rough ice 
analogue and mineral dust particles used for 
reference. Similar roughness was found in 
the growth and sublimation zones of cirrus, 
suggesting that roughness can be 
maintained or possibly even reinforced by 
sublimation. Slightly weaker roughness was 
present in cirrus in polluted airmass of 
continental origin than in marine cirrus, 
possibly as an indirect outcome of higher 
concentrations of ice nuclei in the former. 
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Abstract

Today’s global and weather prediction mod-
els approach the convective greyzone, i.e., con-
vective motions are explicitely representable,
but convection is still not entirely resolved.
Statistical assumptions underlying convection
schemes become unreliable. The Work-
ing Group on Numerical Experimentation
(WGNE) of the World Meteorological Organi-
sation proposed case studies on marine cold air
outbreaks (MCAOs) to better understand how
skilful traditional convection schemes are on
these scales. MCAOs are an often overlooked
but highly interesting example of cloud topped
marine boundary layers. Boundary layer depth
increases with distance from land due to heat-
ing from the ocean surface and exhibits a vari-
ety of cloud structures such as cloud streets,
stratocumulus and open cells. There is evi-
dence that systematic biases particularly re-
lated to the momentum transport in regions
of MCAOs play a major role for errors in the
model forecast. As a first step, we investigate
how well MCAOs are represented in the global
circulation model ECHAM6. Heat fluxes from
ocean to atmosphere, boundary layer depth

∗Corresponding author, verena.gruetzun@zmaw.de

and cloudiness retrieved from the model are
compared to data from ERA-interim and satel-
lite offering insight to general shortcomings of
the model. At a later stage, we will per-
form large eddy simulations of a selected case.
By this we gain detailed information about
the statistics of clouds, heat and mass fluxes,
which are important components of convection
schemes.

1 INTRODUCTION

Maritime cold air outbreaks (MCAOs) are
among the most challenging problems for nu-
merical forecast models. Not only a high mo-
mentum transport of the cold air mass from the
polar regions is involved, but also a high con-
vective activity once the cold air reaches be-
yond the cold surface such as an ice or snow
covered land, and is transported over the warm
land or ocean. Latent and sensible heat fluxes
strongly increase, and strong vertical motion
is induced by heating from the surface. Due
to the low temperature inversion being charac-
teristic for an MCAO the convection is mostly
shallow, and the cloudiness has a life cycle
through stratus or sea fog where the cold air
first reaches the warm surface, via cloud streets



towards open and closed cellular convection.
The representation of convection is problem-

atic for today’s numerical atmospheric mod-
els. Depending on the resolution of the model,
convection is either not resolved at all (global
circulation models), partly resolved (most nu-
merical forecast models) or completely resolved
(e.g. large eddy simulation (LES) models). In
the coarse resolution of the global models, con-
vection is parametrized using more or less accu-
rate and sophisticated statistical assumptions
about convective plumes and their character-
istics such as moisture and temperature (e.g.
Tiedtke, 1989, as a basic but groundbreaking
scheme). While the statistical assumptions are
well justified in the coarse global models, they
break down at higher resolutions. Most numer-
ical weather prediction (NWP) models by now
work in that “greyzone” of convection, i.e., on
the kilometer scale, where the statistics is not
justified anymore but the convection is not en-
tirely resolved yet.

MCAOs, being an interesting and challeng-
ing phenomenon for models in themselves, also
provide an ideal testbed for investigating and
improving convection parametrizations due to
their strong convection and richness in cloud
regimes. Taking part in the initiative “Grey-
zone” of the Working Group on Numerical Ex-
perimentation (WGNE) of World Meteorolog-
ical Organization (WMO) and World Climate
Research Programme (WRCP) which tackles
the limits of convective parametrizations with
regard to their applicability on different model
scales we put our focus on the study of MCAOs
in global models and at a later stage in LES
simulations. As a first step, we present cli-
matologies of MCAOs in ERA-interim (Berris-
ford et al., 2009; Dee et al., 2011) and compare
model results from the global model ECHAM6
(Stevens et al., 2012). In the following, we
first define a new index for the identification
of MCAOs in the data, then we will show cli-
matologies as found in ERA-interim data and

compare them with two ECHAM6 runs, one
employing climatological sea surface tempera-
tures (SSTs) and one employing a coupled in-
teractive ocean model.

2 DETECTING MARITIME

COLD AIR OUTBREAKS

The main process going on in a MCAO is
cold air being transported over a warm surface.
Therefore Bracegirdle and Gray (2008) found
that the difference in potential temperature be-
tween the surface layer and the 700 hPa layer
is a good quantity to identify the event. An in-
dex basing on temperature is both, physically
reasonable and also intuitively understandable,
thus we follow the basic idea of Bracegirdle
and Gray (2008) with a few changes. Firstly,
we consider 700 hPa as too high to serve as
a reference temperature, since MCAOs and
their characterisic inversion heights are typi-
cally much lower than that. Since an analy-
sis of the various CMIP51 models is planned,
we use the lowest default output level for the
CMIP5 runs, which is 850 hPa. We thus ignore
the fact, that the low airmass is influenced by
the heat fluxes from the ground (Bracegirdle
and Gray, 2008) and is not independent of its
time over the warm ocean anymore. We con-
sider it more realistic to use the actual cold air
mass as a reference and not the air above it, and
also to include the effects of warming of the air
mass during the MCAO’s life time. Secondly,
as the lower reference, we decided to use the
skin temperature which directly influences the
heat fluxes towards the atmosphere.

Our index, G, is thus a modified lower tropo-
spheric stability LTS850 hPa,sfc, and it is defined
by

G ≡ LTS850 hPa,sfc = θ850 hPa − θsfc, (1)

1CMIP5 - Coupled Model Intercomparison Project

Phase 5, http://cmip-pcmdi.llnl.gov/cmip5/



where θ850 hPa is the potential temperature at
850 hPa and θsfc is the potential temperature
calculated with the skin temperature and the
surface pressure. This index has the dimension
K, and is in the order of ∼ 100

− 101 K. Since
ist is so closely related to LTS, here also a low
index means a low stability, high convective ac-
tivity and high surface heat fluxes.

3 RESULTS

Data basis

The data we use as a reference to build up
a climatological database for MCAOs over
the North Atlantic are ERA-interim reanaly-
sis data (Berrisford et al., 2009; Dee et al.,
2011) from the years 1989-2005. We only use
the winter seasons, where MCAOs normally oc-
cur, and calculate the daily averages from 6
hourly data. To reduce the amount of data
and to make a comparison with CMIP5 mod-
els, especially ECHAM6, possible, the ERA-
interim data are coarse grained to T63, which
corresponds to a spatial resolution of about
180 km at the equator. The ECHAM6 data we
use are from CMIP5. We use an AMIP run,
which employs climatological SSTs and a run
which includes a coupled ocean model (“his-
torical run”). The ECHAM6 data are already
stored on a T63 grid, but we extract the winter
seasons of 1989-2005 and use daily averages of
the data, too.

ERA-interim climatology

We first look at the frequency of occurrence of
MCAOs in ERA-interim. One drawback of the
defined index is that no clear threshold exists
with which MCAOs can be identified. This,
however, is the case in previous studies, too
(e.g. Kolstad et al., 2009; Vavrus et al., 2006),
and it is a matter of discussion in which way
the threshold is best set.

Figure 1: Frequency of occurrence of detected
MCAOs over the North Atlantic using dfferent
detection thresholds, below which an event is
counted as an MCAO. Top: G = 5 K, middle:
3 K, bottom: 1 K.

Fig. 1 shows the frequency of occurrence
of MCAOs detected by different thresholds in
ERA-interim. An event is counted as MCAO
when the index G falls below that threshold.
The expected regions for MCAOs most clearly
show for the low threshold of 1 K. Chosing an
even lower threshold does not change the pic-
ture too much, since the distribution of G is
strongly skewed towards high values and falls
off towards low values quickly (Fig. 2). Chos-
ing too low a threshold will finally result in not
detecting any occurences. For the comparison



Figure 2: Distribution of the index G over the
North Atlantic region, years 1989-2005, winter
seasons.

of the CMIP5 data with ERA-interim we chose
the threshold 1 K for now.

ECHAM6 and ERA-interim

Fig. 3 shows the corresponding frequencies of
occurrences from ECHAM6 with climatologi-
cal sea surface temperatures (top) and from
ECHAM6 with a coupled ocean model (bot-
tom). Except for the Southern part of the gulf
stream the regions where MCAOs are frequent
are reasonably well captured. It is not clear yet
if the missing occurences there are due to a mis-
representation of the SSTs or due to a system-
atic bias in the atmospheric part in the model.
South of greenland the two ECHAM6 runs dif-
fer, and the coupled model shows a smaller area
where MCAOs occur. This is due to a slightly
wrong meridional overturning circulation in the
coupled run, which causes a cold bias south of
Greenland.

Fig. 4 illustrates joint histograms of the
MCAO index G and the surface heat fluxes. As
mentioned before, the fluxes increase with de-
creasing index, since the index is closely related
to LTS, giving us confidence that we found
a physically meaningful index. Generally the
fluxes are slightly higher in ECHAM6 and the
range of G is slightly smaller. Also, the distri-
bution is broader in ECHAM6. However, the

Figure 3: Frequency of occurrence of detected
MCAOs (G = 1 K), ECHAM6 with climatolog-
ical SSTs (top) and with a coupled ocean model
(bottom).

agreement between the two data sets is quite
satisfactory. The results so far build a the ba-
sis for assessing the specific characteristics of
MCAOs and for identifying potential misrep-
resentation of momentum transport or convec-
tion in ECHAM6.

4 CONCLUSIONS

MCAOs are a challenge for current NWP
models due to their high momentum trans-
port and the high convective activity they in-
duce. Through their variety and their life
cycle of cloudiness they also build and ideal
testbed for some important parts of convec-
tion parametrizations. As a first step to in-
vestigate the limitations and drawbacks of cur-
rent convection parametrizations we investi-
gate how well MCAOs are represented in global
models. We have defined an index to identify
MCAOs and created climatologies from ERA-



Figure 4: Joint histograms of surface heat
fluxes and MCAO index G, top: ERA-interim,
middle: AMIP run, bottom: coupled ocean
run.

interim data. First comparisons with data from
ECHAM6 runs show promising results: the
joint distribution of surface heat fluxes and
index are similar, though the one resulting
from ECHAM6 is generally slightly broader.
Though most of the regions where MCAOs are
detected in ERA-interim are also present in
ECHAM6, some areas are missing and point
to potential flaws in the model such as a mis-
represented meridional overturning circulation

in the coupled model.

Basing on the results so far, we will com-
pile typical characteristics of MCAOs through
conditional averaging of, e.g., cloudiness, ver-
tical profiles of wind, temperature and humid-
ity, and mean heat fluxes. With this composite
structure we can judge better how well models
do represent MCAOs and may be able to iden-
tify potential problems in the models. Also we
can guide further high resolution modeling of
idealized MCAOs. The combination of large-
and small-scale modeling will finally lead to a
better understanding of the limitations of con-
vective parametrizations and offers a great po-
tential to improve them.

This research was carried out as part of the
Hans Ertel Centre for Weather Research. This
research network of Universities, Research In-
stitutes and the Deutscher Wetterdienst is
funded by the BMVBS (Federal Ministry of
Transport, Building and Urban Development).
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HOW DO SUBCLOUD THERMALS GROW TO BECOME SHALLOW CUMULUS CLOUDS?

Thijs Heus∗

1. INTRODUCTION

What does it take for a subcloud thermal to become a
shallow cumulus cloud? We study this question using
Large-Eddy Simulations (LES). By tracking a decaying
tracer emitted at the surface, individual subcloud ther-
mals are followed through their lifetime without making
any assumption on the thermodynamical properties of the
thermal. As it turns out, the virtual potential temperature
of thermals that become clouds is indistinguishable from
the virtual potential temperature of thermals that remain
unsaturated. Only when looking at the two-dimensional
probability density function (pdf) of humidity and liquid
water potential temperature, a clear separation between
dry and moist thermals can be found. This holds true
for both maritime as well as continental cases. However,
the liquid water potential temperature of thermals varies
strongly with the Bowen ratio: Continental situations re-
quire thermals to be warm to be buoyant enough to reach
the lifting condensation level. For maritime thermals, the
water vapor excess is sufficient to cause thermals to be
positively buoyant, and a lower temperature in the ther-
mals is preferable for cloud formation, since this lowers
the local lifting condensation level.

2. EXPERIMENTAL SETUP

LES experiments have been performed using UCLALES
(Stevens et al., 2005) on a 25.6 × 25.6 × 4km domain
with a 50m resolution in all directions. Two different cases
of shallow cumulus convection have been analyzed, both
following the specifications of their respective intercom-
parison studies: The maritime Rain In Cumulus over
the Ocean (RICO) case (vanZanten et al., 2011), with a
Bowen ratio B = 0.05 and the continental ARM South-
ern Great Planes case (Brown et al., 2002) with a Bowen
Ratio of B = 0.28.

2.1 Cloud and thermal selection

Life cycle and tracking studies of shallow cumulus clouds
in LES have been performed in recent years by visual
cherry-picking (e.g. Zhao and Austin, 2005; Heus et al.,
2009), or in a more automated manner (Dawe and Austin,
2012). These studies have in common that the definition
of ’cloud’ is an area of non-zero cloud water content ql
in 3D space and time that is continuously connected. To
account for splitting and merging events, through which
otherwise separate clouds can become connected, Dawe
and Austin (2012) used a more sophisticated approach
that excludes collisions of clouds where the two cloud

∗Corresponding author address: Thijs Heus, Max-Planck In-
stitute for Meteorology Atmosphere in the Earth System, Bun-
desstrasse 53, 20146 Hamburg, Germany

cores remain separate. To track the subcloud layer ther-
mal, they use a decaying scalar C as introduced by Cou-
vreux et al. (2010):

∂C

∂t

∣∣∣
decay

= −C
τ0

(1)

with τ0 = 1800s sufficiently close to the typical time scale
of the boundary layer, and the scalar surface flux

w′C′
∣∣
surf

= cst (2)

as the boundary condition. Since the scalar has no real
physical meaning, the actual value of the scalar (and of
its surface flux) is irrelevant. A grid cell x is defined as
being part of the thermal Conditional Sampling CS if its
scalar value is more than 1 standard deviation over the
slab average:

x ∈ CS if
C(x)− C(z)

σC(z)
> 1 (3)

This method of defining the thermal does not rest on
implicit structural assumptions of the thermal, like a buoy-
ancy or velocity structure, but essentially only assumes
that the parcel of air has been connected to the surface
recently.

While the method by Dawe and Austin (2012) allows
us to do automated tracking fast enough to produce a sta-
tistically reliable ensemble of clouds, the time dependent
nature of cloud tracking still poses some severe practi-
cal limitations. Since the tracking occurs off-line, i.e., as
a post processing step after the LES simulation, storing
all the necessary data quickly becomes an issue. One
could of course pursue to do (most of) the tracking on
line, thus limiting the necessary output, but this would be
a complicated effort because of the necessity to keep in-
formation of previous time steps in memory, as well as by
considerations of parallelization. Therefore, we assume
that all cloudy points in a single LES column belong the
same cloud. If that is the case, only the projected cloud
cover needs to be tracked, and the size of the dataset de-
flates with typically 2 orders of magnitude. By additionally
saving the local cloud base and top heights, we can re-
construct the geometry of the cloud field up to a sufficient
degree.

Given these additional constraints, a data set of a
few simulated days on a domain of tens of kilometers re-
quires in the order of 50 GB of memory, making it possible
to quickly browse through the data set on a large memory
node. The smallest clouds and thermals, with an accumu-
lated size of less than 10 grid cells are being discarded
from the ensemble. Subcloud thermals are required to be
connected to the surface at some point in time. A thermal
is connected to a cloud if at some location in space and
time the thermal top is higher than the cloud base at the
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same position. Note that this does not mean that all of
the air of this thermal will flow into the cloud.

The main focus in this study lies on the investigation
of the deviations of scalar quantities φ from the horizontal
mean, averaged over the subcloud layer (sc) or the cloud
layer (cld):

φ′sc(x, y, t) =
1

cb

∫ cb

0

φ(x, y, z, t)− φ(z, t)dz (4)

φ′cld(x, y, t) =
1

ct− cb

∫ ct

cb

φ(x, y, z, t)− φ(z, t)dz (5)

where ct is the top of the highest cloud, and cb the lowest
cloud base. While there are fluctuations in these levels
over time, the assumption being made here is that the
fluctuations from the mean will be relatively small, unless
a cloud is involved.

3. RESULTS

As a first visual inspection, figure 1 shows xz−cross
sections of both the RICO (left) and ARM (right) case.
Isolines display thermals (red), clouds (blue), and rain
(black), while the background color denotes the deviation
from horizontal mean for liquid water potential tempera-
ture (top) and total water content (bottom). From figure
1, cloudy columns and thermals overlap well, and often
connect. There is however some difference in the humid-
ity and temperature excess of the thermals: While in both
RICO and ARM the thermals show an excess of moisture,
a temperature deficiency is visible for the RICO thermals.
The ARM case, with the relatively stronger sensible heat
flux, still shows a temperature excess in the thermals.

In figure 3, the probability density function of the
subcloud buoyancy θv is shown. From this figure it is
clear that although the thermals tend to occupy the higher
end of the θv-pdf, the spread is considerable, and only
marginally buoyant air can easily be part of a thermal.
Therefore, more information can be obtained by looking
at the joint pdf of humidity and temperature (figure 3). In
these graphs, the qualitative result from figure 1 is con-
firmed: for both ARM and RICO, the thermal pdfs are
substantially different from the overall subcloud pdf, but
the direction in which the thermal pdf is shifted depends
on the case. In figure 3, the blue isolines depict the ther-
mals that are connected to a cloud, and the red isolines
depict the thermals that are never connected to a cloud,
the so called dry thermals. The grey lines depict isolines
of buoyancy (dashed) or lifting condensation level (dot-
ted). An increase in buoyancy with respect to the mean
subcloud layer is what is necessary to become a ther-
mal, and in both RICO and ARM a thermal then needs to
be more moist to reach its lifting condensation level and
to become a cloud. Up to a Bowen ratio of ≈ 0.08, and
this includes most maritime conditions, the latent heat flux
is the dominant contributor to the subcloud layer buoy-
ancy. For higher Bowen ratios this is no longer true,
and the interplay between humidity and temperature be-
comes more complicated. This is also illustrated by the
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hour of ARM (bottom). The colored area denotes the ther-
mals, the black line is the rain formation.
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FIG. 1: Crosssections of the RICO (left) and ARM (right) simulations. Isolines display thermals (red), clouds (blue),
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perature (top) and total water content (bottom).
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FIG. 4: As in figure 3, but for the instantaneous values
at 100m above the surface.

strong anticorrelation between temperature and moisture
in RICO, something that is less well observed in ARM.
According to de Roode et al. (2004), an anticorrelation
on larger scales between temperature and moisture is a
necessary requirement for keeping the length scales of
buoyancy limited, while the length scales of temperature
and moisture grow. This in turn may have its impact on
the size of thermals and of the resulting clouds.

Many thermal based cloud parameterizations, such
as Neggers et al. (2010), base their cloud (base) prop-
erties on the values of the surface values of the buoy-
ancy. Figure 4 shows similar joint pdfs as figure 3, but
now with the instantaneous fields at 100m above the sur-
face. While these pdfs already show some separation of
the thermal values from the mean surface values, the



4. CONCLUSIONS

This study shows that the birth of subcloud layer ther-
mals, and the production of clouds from those thermals,
is an essentially multi-variate process where temperature
and moisture both play there parts. Taking into account
the details of the sub cloud layer may lead to a better
understanding of the closure assumptions of many cloud
schemes, such as the cloud base mass, heat and mois-
ture fluxes. Whether or not these subcloud details actu-
ally result in bigger clouds is an open question. As Dawe
and Austin (2012) argues, the correlation of scalar quan-
tities between the cloud layer and the subcloud layer may
be low, but the size of thermal when arriving at the cloud
base can be of importance in determining cloud size and
entrainment rates later on.
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What controls the structure of rain in shallow cumulus convection?
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1 INTRODUCTION

Shallow convection is a key process that main-
tains the structure of the lower troposphere in
the trades (Stevens, 2005). Through the vertical
transport of heat and moisture fluxes, shallow
convection links the planetary boundary layer
with the free troposphere and hence influences
the global circulation.
Due to the enormous range of scales important
for shallow convection (ranging from the cloud
microphysics, to forcings due to the global
circulation), understanding shallow convection
process remains a challenging problem. The
process of rain formation, interactions between
aerosols and rain structure and the influence of
rain on the cumulus field are good examples of
open questions linked with shallow convection
(VanZanten et al., 2011).

A very commonly used approximation of shallow
cumulus convection assumes no precipitation
throughout the whole cloud life-cycle. Indeed,
for a typical shallow cumulus cloud fraction of
10%, precipitation is of an order of magnitude
smaller. On the other hand it contributes up
to 50% of the total precipitation in trade wind
region (Nuijens et al., 2009) and therefore could
be important in understanding the whole shallow
convection process.

To fully understand precipitation processes
it is important to measure the intensity of
rain (rain-rate) over a wide area. Because
of that, meteorological radars are frequently
used. Common meteorological radars measure
reflectivity (Z) (a quantity proportional to
drop diameter to the power six) whereas rain-

∗Correspondence to: Anna Jaruga, Pasteura 7,
02-093 Warsaw, Poland. E-mail: ajaruga@igf.fuw.edu.pl

rate (R) is a function of the drop diameter cubed.

In this study we will focus on characterising
the structure of rain in shallow cumulus convec-
tion in terms of reflectivity and rain-rate. The
aim is not to derive a parametrisation for retrieval
of rain-rate from reflectivity measurements, but
rather to try to depict the great variability in
Z and R measurements and to understand the
physics behind it. Due to the great variance in
observed data we will not focus on single rain
events or specific time period, but rather apply
statistical approach in analysing data from a long
period of time.

2 INSTRUMENTS

Barbados Cloud Observatory is a remote mea-
surement platform stationed at the Island of
Barbados (http://barbados.zmaw.de/). The
site is located at the east coast of the island,
allowing to study nearly unperturbed maritime
trade wind shallow convection. The site is oper-
ational since April 2010 and provides continuous
time series of measurements.

In this study we will use data ob-
tained from the Micro-Rain Radar (MRR)
(http://www.metek.de/). It is a vertically
pointing radar located at Barbados Cloud
Observatory. It measures the fall velocity of
rain-drops (with diameters of 0.25 mm up to
few centimeters). Using those measurements
vertical profiles of rain-drop sizes from close to
the surface up to 3 km can be derived. Thanks
to those measurements, both Z and R profiles
can be calculated independently. This allows to
explore the dependence of Z-R relationships on
different parameters.



3 ANALYSIS

Let N be the density of size distribution of rain
drops, D their diameter and v their terminal fall
velocity. Then reflectivity (Z) and rain-rate (R)
can be calculated as follows:

Z =

∫ ∞
0

N(D)D6dD (1)

R =

∫ ∞
0

N(D)D3v(D)dD (2)

In practice, when retrieving Z and R from MRR
measurements the integration from 0 to ∞ over
the whole drop size distribution changes into the
sum over all rain-drop sizes that can be detected
by the Micro-Rain Radar.

The idea to describe rain in terms of re-
flectivity and rain-rate originates from practical
aspects of studying meteorological radar data.
This method also enables to look more into the
structure of rain. As seen in equations (1) and
(2) reflectivity is a function of higher statistical
moment than rain-rate. Therefore, reflectivity is
more connected to bigger rain drops, whereas
rain-rate, as a function of the third statistical mo-
ment, is more linked to the areas with the biggest
rain water content. The maximum of Z and R is
not necessarily collocated in space in a given rain
event. Profiles of Z and R of a given rain event
carry interesting information about the micro-
physical structure of rain, but the interpretation
of such data is very difficult (Steiner et al., 2004).

Dataset analysed in this study consists of
all rain detections observed at Barbados Cloud
Observatory from April 2010 till April 2011.
MRR data were averaged over 1 minute time
period. Rain detection algorithm used in this
study recognises as rain any MRR detection of
reflectivity greater than 0 dbZ and of vertical
length greater than 400 m.
Figure 1 presents 2-dimensional histogram of
reflectivity vs rain-rate from all rain detections
from constructed dataset. X axis represents 10
times logarithm of measured reflectivity [dbZ]
and y axis represents logarithm of rain-rate
[mm/h]. The black line marks one of avail-
able parametrisations that could be used for
calculating rain-rate from reflectivity (as in
(Nuijens et al., 2009)). Vertical lines located in
the bottom left hand corner of the plot are an

artifact resulting from the lack of accuracy of
MRR measurements for very small rain-rates.

Figure 1: Contour plot of 2-dimensional histogram of
reflectivity vs rain-rate. X axis represents 10 times log-
arithm of reflectivity, y-axis represents rain-rate, plotted
in logarithmic scale. Colors represent number of counts
in each histogram bin normalised by the total number of
counts. Black line represents Z-R parametrisation used for
calculating rain-rate from shallow convective clouds. The
dataset consists of all rain detections measured between
April 2010 and April 2011.

The most striking feature of figure 1 is a very
big scatter of Z and R. For a given Z the
variability in R reaches one order of magnitude.
It is interesting to see such a great variance,
but it also points out that calculation of rain
parameters based solely on reflectivity should be
treated with caution.

One of the reasons causing such variability
is that figure 1 shows rain events from shallow
convection as well as bigger meteorological
systems passing over the Island of Barbados.
Designing a criterion to discriminate between
different types of rain based only on MRR mea-
surements is difficult. A poor man approximation
for that criterion could be the time span of
a given rain event. Although such criterion
eliminates rain events too long to be caused by
shallow convective clouds, it doesn’t discard rain
detections from big rain systems with center
further away from MRR.



Taking into account the number of occur-
rences of rain events of a given time-span,
obtained median rain event lasts 4 minutes. The
25th and 75th percentile are rain events lasting 2
minutes and 10 minutes respectively. The inter-
pretation of such results is not straightforward,
since we can’t measure the total time-span of
a given rain event but only the time when it is
above Micro-Rain Radar. Also, the center of
rain event doesn’t necessarily pass directly above
MRR, hence the measurements can be biased
toward shorter time-spans. Nevertheless, such
small time durations show that short rain events
are the most frequent ones, creating a constant
background of short rain showers caused by
shallow convective clouds.

Figure 2: Contour plot of 2-dimensional histogram of
reflectivity vs rain-rate. X axis represents 10 times log-
arithm of reflectivity, y-axis represents rain-rate, plotted
in logarithmic scale. Colors represent number of counts
in each histogram bin normalised by the total number of
counts. Black line represents Z-R parametrisation used for
calculating rain-rate from shallow convective clouds. The
dataset consists of all rain detections from April 2010 until
April 2011 of time-span shorter than 2 minutes.

Figures 2, 3 and 4 present 2-dimensional his-
tograms of reflectivity vs rain-rate divided by
the time-span of rain events. As a cutoff value
for a given figure, the values of 25th and 75th

percentile of rain event time-span were taken.
It is clear that longer rain events more frequently
achieve bigger reflectivities and rain-rates. But
more interestingly, for shorter rain events the
area of the maximum occurrence of rain-rate

Figure 3: Contour plot of 2-dimensional histogram of re-
flectivity vs rain-rate. X axis represents 10 times logarithm
of reflectivity, y-axis represents rain-rate plotted in loga-
rithmic scale. Colors represent number of counts in each
histogram bin normalised by the total number of counts.
Black line represents Z-R parametrisation used for calculat-
ing rain-rate from shallow convective clouds. The dataset
consists of all rain detections from April 2010 until April
2011 of time-span longer than 2 minutes but shorter than
10 minutes.

for a given reflectivity is more narrow and tends
towards higher rain-rates (compare figures 3 and
4). In terms of microphysical structure of rain it
could point that for a given rain-rate, short rain
events consist of bigger amount of smaller rain
drops, whereas longer rain events tend to have
wider size distribution spectrum including some
bigger rain drops.

Even after restricting the analysis to rain
events of duration shorter than 10 minutes,
the scatter between Z and R is still significant.
One of the causes of such behavior is that Z-R
relationship differs basing on the vertical location
within rain event, as well as the time that has
passed from the actual onset of precipitation
within the cloud. It is caused by the fact
that rain-drops of different sizes have different
terminal fall velocities. At the early stages of
precipitation all rain drops are located within
the cloud. Then, as the rain event develops, the
biggest rain drops are the first to start falling
below cloud base. Finally, at the late stages of
precipitation the majority of rain drops is located
below the cloud base. One can think about this



Figure 4: Contour plot of 2-dimensional histogram of
reflectivity vs rain-rate. X axis represents 10 times loga-
rithm of reflectivity, y-axis represents rain-rate. Colors rep-
resent number of counts in each histogram bin normalised
by the total number of counts. Black line represents Z-R
parametrisation used for calculating rain-rate from shallow
convective clouds. The dataset consists of all rain detec-
tions from April 2010 until April 2011 of time-span longer
than 10 minutes.

behaviour as rain life-cycle. Temporal changes of
relative location of maximum of Z and R within
rain event influence the Z-R relationship.
Another cause of observed variability in rain
structure is the variability in initial cloud droplet
size distribution caused either by the variability
in aerosol spectrum or by the macrophysical
factors (such as humidity profile). Although
aerosol-cloud-rain interactions are very inter-
esting, untangling aerosol influence from rain
life-cycle and macrophysical effects is difficult.

It is worth stressing that presented decom-
position of time-span of rain events was made
basing on the frequency of the occurrence and
not the total duration of rain events. Although
short rain events are the most frequent, their
contribution to the total precipitation time within
a year is small. - The total time of rain from rain
events longer than 10 minutes (75th percentile)
is nearly 3 times longer than from rain events
shorter than 10 minutes (376 hours in one year
and 131 hours in one year respectively)

4 SUMMARY AND OUTLINE

Preliminary results presented in the previous
section show that trade wind convective clouds
are able to produce rain showers of considerable
magnitude and great variability in their micro-
physical structure.

As shown in previous section, focusing only
on short rain events (presented in figures 2 and
3) narrows the scatter between Z and R, but
observed variability is still big. Using the same
framework as presented above, in the further
study we will investigate the influence of other
parameters on the structure of rain in shallow
convection . We will focus on vertical structure
of reflectivity and rain rate as well as the effects
of rain life-cycle. We will also try to link the
MRR measurements with other instruments
operating at Barbados Cloud Observatory and
look for connections between rain structure and
some microphysical (aerosols) or macrophysical
(humidity) factors. Further findings will be
reported at the ICCP.
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ABSTRACT 

CHUVA is a  project that will carry out seven field experiments to investigate the different precipitation 

regimes in Brazil. The objective of the field campaign is to collect information about the cloud 

processes of the main precipitating systems over Brazil to evaluate and improve quality precipitation 

estimation and the knowledge of cloud microphysical process. The project intend to cover different 

types of precipitation regimes, but the main focus are the warm clouds, the analysis will be performed 

considering the microphysical and precipitation evolution during the cloud life cycle and the 

development of thunderstorms. Four field campaigns have already been realized in the following 

places: Alcantara (MA), Fortaleza (CE), Belem (PA) and Vale do Paraíba (SP). The first three 

campaign were held in tropical region, on the coast, from the Amazonia to the semi-arid in the 

Northeast Brazil. The fourth campaign was held in a valley between two mountains, around 100 km far 

from the ocean. This campaign was jointed with the GOES-R Geostationary Lightning Mapper - pre-

launch algorithm validation. 3-D Lightning Mapping Array, LINET, high speed digital video, X-Dual-Pol 

radar, Micro Rain Radar, disdrometer and several others instruments were employed during all the 

rainy season. This study describes the preliminary results for these experiments. A description of the 

cloud liquid water and DSD as function of the region, rain rate and cloud type, the cloud processes 

changes during the life cycle, some examples of the electrification process and reflectivity and ZDR 

profiles are described. 

 

1- Introduction  

The Cloud processes of the main 
precipitation systems in Brazil: A 
contribution to cloud resolving modeling 
and to the GPM (CHUVA Project) is a 
project designed to measure the cloud 
processes of the main precipitating 
systems in Brazil to improve 
precipitation estimation from satellite 
over land and the knowledge of cloud 
microphysics. CHUVA is designed to 
measure from typical warm clouds on 
the tropical coastal systems up to cold 
fronts and large MCCs in the Brazil 
extra tropics. 

The Precipitation estimation has been 
noticeably improved by the TRMM 
satellite and consequently the 
development of new algorithms (Adler 
et al., 2001; Huffman et al., 2007). 
However, precipitation estimation over 
land still has several deficiencies 
because it is indirectly estimated (Berg 
et al., 2006) and precipitation from 

warm clouds is barely retrieved (Liu and 
Zipser, 2009). Warm clouds can 
significantly contribute to the total 
rainfall in a tropical region mainly near 
the coast. For instance, during 
November last year 600 mm was 
precipitated in two days in Southeast 
Brazil from warm clouds, but most of 
the precipitation estimation algorithms 
showed only a very small amount of 
precipitation. It is very important to 
quantify the amount of precipitation 
from warm clouds that is not being 
considered in satellite based climate 
datasets and it is likely possible that for 
some regions it corresponds to the 
majority of the precipitation amount. 
The description of the cloud processes 
and precipitation from warm clouds is 
one of the main focus of the CHUVA 
project. 

Stephens and Kummerow (2007) stated 
that assumptions on the vertical cloud 
and precipitation structures as well as 
the details of ice particle properties and 



size distributions are a dominant source 
of uncertainties in the estimation of 
precipitation. They consider that a 
better definition of the atmospheric 
state and the vertical structure of clouds 
and precipitation are needed to improve 
the information extracted from satellite 
observations. Battaglia et al (2011) 
using CHUVA dataset, collected in 
Alcantara, observed large amount of 
liquid water reaching the saturation of 
ADMIRAI at 10.7 GHz, the authors 
describes this feature was observed for 
the first time at this frequency.  
The main source of information comes 
from the X-POL radar. Schneebeli et al. 
(2012) describes the radar data 
processes and the first results from 
Fortaleza campaign.  
This work intends to present the 
CHUVA project, how to access the 
dataset and some preliminary results. 

2 - Field Campaigns  

Chuva field campaign has been 
realized in 4 different regions. The first 
one occurred in Alcântara, Maranhão 
State, located at around -2 latitude, in a 
semi arid region on the coastal of 
Atlantic Ocean. This campaign was 
held in March 2010. The second 
Campaign was realized in Fortaleza 
during the March and April 2011. 
Fortaleza, in the Ceará State, is also 
located in the coastal of Atlantic at 
around -3.7 latitude. The third 
Campaign was held in Belem, in the 
coastal of Amazonas region, this 
experiment occurred in June 2011. A 
dense GNSS network was operated 
during the campaign. The fourth 
campaign, started in November 2011 
and ended in March 2012, occurred in 
Paraíba Vale, latitude -23. This 
campaign was jointed with GLM 
(Geostationary Lightning Mapper) and 
had a strong lightning component, 
including an important array of LMA 
(Lightning Mapping Array) instruments. 
Figure 1 shows a descriptive location of 
each of these campaign. All campaigns 
were realized during the rainy season 
of the specific region. 

 

Figure 1: Location and date of the 
CHUVA field Campaigns. 

The campaigns had nearly the same 
measurement strategy, a X-POL radar 
operated with a strategy between 6 and 
10 minutes with comprise a volscan 
and RHI over the main site. The main 
site was distant between 10 and 20 km, 
and was equipped with several 
disdrometers, MRR, microwave 
radiometers (MP3000), raingauges, 
surface station, soil moisture, 
radiosonde, field mill and several others 
ancillary instruments. All campaigns 
had an intensive period were a triangle 
of radiosonde releases 4 
radiosondes/day. The list of the 
instruments as well the description of 
each campaign can be accessed by the 
following URL: 
http://chuvaproject.cptec.inpe.br/portal/
en/index.html. 

3- Data Access 

The CHUVA data has open access, all 
data in friendly formats can be 
accessed through the following URL: 
http://chuvaproject.cptec.inpe.br/projeto
chuva/acesso?language=en. Users 
need to fill the form to receive a 
password to access the database. Data 
is distributed by field campaign. Using 
the CHUVA Web page, users can have 
specific description of each campaign, 
including weather reports, instruments 
description and responsible. 

4 - Preliminary results 



A large effort was done during this last 
year running the field campaigns and 
organizing and pre-processing the 
database. However, some interesting 
results are showing the potential of 
these data to improve knowledge of the 
cloud processes of the main 
precipitation systems in Brazil. The 
studies are covering the following 
areas: numerical models, cloud 
microphysics, nowcasting, atmospheric 
electricity, mesoscale, boundary layer 
and precipitation from satellite 
estimation. This work will show some 
examples of the results been obtained 
by some of these areas.  

 

Figure 2: Cloud and rain Integrated 
liquid Water (ILW) for Alcântara, 
Fortaleza, Belém and Vale do Paraíba. 

Figure 2 shows the cloud liquid water 
obtained from the MP3000 radiometer 
(Surface-based passive microwave and 
infrared remote sensing at 35 Channels 
in 22.00 – 30.00 GHz and 51.00 – 
59.00 GHz). Using the periods without 
rain (raingauge) and eliminating the 
periods 3 hours before the end of rain 
(to eliminating possible cases of wet 
radome) the ILW was computed using 
the radiometrics neural network 
calculations. For the rain ILW 
calculations we have used the MRR 
(Micro rain radar - 24 GHz). For this 
calculations Alcantara was not included 
because the MRR was used jointed 
with the ADMIRAI radiometer (Battaglia 
et al, 2011). The ILW for rain cases 
were computed integrating from cloud 
base up to 600 meters below the zero 
degrees, to eliminate the brightness 
band effect in the ILW calculations. This 

calculations were applied only for the 
cases when the raingauge, co-located 
with the MRR, indicated rain events 
larger than 1 mm. Calculations for 
rainfall types is been processed.  

Using an radar adapted version of a 
cloud tracking methodology called 
ForTraCC (Vila et al, 2008) we have 
followed rainfall structures using the 
CAPPI at 3km. The rainfall structures 
shows very distinct behavior for clouds 
and rainfall cells merged inside the 
mesoscale cloud structures. For 
Fortaleza, results shows that 80% of 
the rain cells have life cycle and size 
smaller than 42 minutes and 40 km2. 
Figure 3 shows the distribution of size 
and lifecycle duration for Fortaleza 
campaign. 

 

Figure 3: life cycle duration and size 
distribution of rain cells in Fortaleza 
Campaign. 

At the present time, data is been 
processed and intercompared. Figure 4 
is an example of the comparison 
between disdrometers, raingauge, MRR 
and X-pol precipitation 
measurement/estimation. It is clear in 
this Figure the differences between the 
different instrument and estimation 
methodologies. The same procedure is 
been applied for different satellite 
rainfall estimation. Warm clouds is been 
particularly investigated in these 
studies.  



 

Figure 4: Fortaleza Campaign, rainfall 
estimation/measured by two co-located 
raingauge, disdrometer, MRR and X-
Pol radar. 

Several studies is been carried but it is 
still in initial phase. The CHUVA VALE-
GLM campaign, has just finished 
(March 2012). The data collected has a 
strong potential to improve the 
knowledge of atmosphere electricity. 
The combination of measurements of 
total lightning activity, lightning channel 
mapping, and storm microphysics can 
contribute to improve nowcasting and 
the understanding of thunderstorms 
and lightning. Figure 5 shows an 
example of a thunderstorm day 
measured by the LMA. The 
combination of dual Polarization 
information profiles with the vertical 
distribution of flashes, described from 
ground-based 3-D total lightning 
mapping networks and coincident with 
overpasses of microwave radiometers 
open an opportunity to understand the 
formation of electricity processes inside 
the clouds and develop algorithms 
using satellite data. 

 

Figure 5: Example of the LMA data for 
a thunderstorm case in Paraiba Vale 

during 20 December 2011 at 21:34 
UTC. 

5- Conclusions 

CHUVA Project is the first effort to 
create a regional database describing 
the cloud processes in Brazil. Results 
are still preliminary, however, the 59 
papers submitted to the First CHUVA 
Workshop, in May 2012, highlight the 
strong effort being done and the 
potential research to improve the cloud 
processes knowledge, nowcasting and 
precipitation estimation by satellite and 
radar in South America. Each region 
show a typical space/time scale of 
cloud organization, however, DSD, 
cloud liquid water seen to have a much 
more dependence of the cloud type 
than regionally.  
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1 INTRODUCTION

Aerosol particles exert a significant influence
on clouds [1] with mineral dust particles and
sea salt residuals being the most abundant
aerosol species in terms of mass [2, 3]. How-
ever, the composition of atmospheric aerosol
is strongly dependent on regional source pat-
terns. Laboratory studies and in-situ measure-
ments have explored the different pathways
through which aerosols influence both warm,
liquid clouds and ice clouds. Mineral dust parti-
cles emitted from arid and desert areas have
been identified as potentially efficient ice nu-
clei under many atmospheric conditions [4, 5].
These mineral dust particles consist mainly of
silicates such as kaolinite and quartz. In con-
trast to these silicate-rich mineral dust particles,
soil dust from agricultural areas also contains
major amounts of biological components such
as plant debris, fungi and bacteria. Some of
these biological agents (such as bacteria) have
been found to nucleate ice at even higher tem-
peratures than mineral dusts [6, 7, 8]. Thus, it
has been proposed that soil dust from agricul-
tural area can act as a very efficient ice nucleus
species [9] and thus may have a regional im-
pact on clouds.
In this study the relevance of biological agents
for the ice nucleation effiency of soil dust par-
ticles is investigated with laboratory measure-
ments at the AIDA cloud chamber facility (KIT,

Karlsruhe, Germany). From these measure-
ments a preliminary parameterization for im-
mersion freezing of soil dust particles is de-
veloped. Estimated emission fluxes from the
COSMO-ART model will be used to calculate
upper limits for the contribution of soil dust par-
ticles to the global ice nuclei burden.

2 EXPERIMENTAL RESULTS

At the AIDA cloud chamber facility (KIT, Karl-
sruhe, Germany) the interaction between
aerosol particles and clouds is investigated
unter atmospherically relevant conditions be-
cause the AIDA chamber simulates the ascent
of an air parcel through the quasi-adiabatic
expansion of humid air within the vessel. Our
measurements cover a temperature range from
263 K to 223 K which corresponds to the regime
of tropospheric mixed-phase and cirrus clouds.

For a sample from an agricultural area near
Karlsruhe, the ice nucleation efficiency was
measured and compared to mineral dusts from
desert regions.

Fig. 1: Electron microscope (ESEM) images of soil dust particles
∗isabelle.steinke@kit.edu



Fig.1 shows microscope images of soil dust
particles which occur as single particles and
complex agglomerates. Biological agents in soil
dust particles have been qualitatively investi-
gated by cultivating soil dust on agar plates and
by using fluorescence microscopy to visualize
dead and living bacteria attached to soil dust
particles.

Fig. 2: Agar plate with AIDA filter sample of soil dust particles
after cultivation at 20◦C (courtesy of A. Rieder)

After dispersion of the soil dust sample within
the AIDA chamber, a filter sample was taken
and incubated at 20◦C on an agar medium. Af-
ter a day, a close coverage with numerous bac-
teria colonies is visible (Fig.2) which indicates
the presence of viable organisms on the soil
dust particles. Fluorescence microscopy im-
ages confirm this finding and also show that not
only living, but also dead bacteria are attached
to the surface of soil dust particles (Fig.3).

Fig. 3: Fluorescence microscopy image of several
soil dust particles with dead (red fluorescence)
and living (green fluorescence) bacteria (cour-
tesy of A. Rieder)

The ice nucleation efficiency of the soil dust
particles is quantified by the ice-active surface
site density ns which is given by the ratio be-
tween the measured ice crystal concentration
n and the total aerosol surface A [10]. The
ice-active surface site density depends on tem-
perature and saturation over ice. We found in-
dications that for immersion freezing as well
as for deposition nucleation the ice nucleation
efficiency might be enhanced for organic-rich
mineral dust particles in comparison to mineral
dusts from desert areas. Exposing the soil dust
samples to a higher temperature (T=100◦C)
leads to a reduction of the ice nucleation effi-
ciency in immersion freezing mode as can be
seen from the decrease in ice-active surface
site density (Fig.4). This reduction in ice nu-
cleation efficiency might be related to destroy-
ing the protein structures of biological agents.

257 257.5 258 258.5 259 259.5 260108

109

1010

T [K]

n s,
 im

m
 [m

-2
]

IN16
IN15

   heating of soil sample
reduces the IN capability

Fig. 4: Reduction of ice nucleation efficiency by heat treatment of
soil dust sample

3 OUTLOOK

In future studies, further results from ice nu-
cleation experiments with soil samples from
several geographic regions (such as Argentina)
will be presented. Also, the elemental composi-
tion of the samples and the population of viable
organisms will be investigated.

From the measured ice-active surface site den-
sities a parameterization can be derived which
expresses the expected ice crystal concentra-
tion as a function of aerosol surface area, tem-



perature and saturation over ice. For estimat-
ing the contribution of soil dust particles to the
global atmospheric ice nuclei burden this pa-
rameterization will be applied to the COSMO-
ART model where ice nuclei concentrations
can be diagnosed from the emission fluxes of
aerosol particles. Dust from agricultural areas
is emitted by dry exposed soil surfaces and
during tillage activities. Currently, the emission
fluxes from these sources are not very well
quantified. Within this work we will present first
estimates for the maximum emissions of soil
dust particles and the corresponding ice nuclei
concentrations.

Further measurements are needed in order
to establish a closer link between biological
soil dust components and the average ice nu-
cleation efficiency. Also, in-situ measurements
which confirm the presence of soil dust parti-
cles in the atmosphere are currently not avail-
able. These measurements will also be needed
to constrain further refined ice nuclei calcula-
tions estimated with COSMO-ART.
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1 INTRODUCTION

In order to assess the impact of aerosols on
clouds in the climate system, it is crucial to under-
stand the underlying physical processes govern-
ing cloud-aerosol interactions. The difficulty in
untangling relationships among aerosols, clouds
and precipitation has been partly attributed to
the inadequacy of existing tools and methodolo-
gies (Stevens and Feingold, 2009). Numerous
cloud-aerosol modelling sensitivity studies have
been conducted (e.g. Feingold, 2003; Rissman
et al., 2004; Chuang, 2006) however, few have
used detailed statistical methods to investigate
the global sensitivity of a cloud model to input
aerosol parameters (Anttila and Kerminen, 2007;
Partridge et al., 2012). Global sensitivity anal-
ysis considers parameter changes over the entire
multi-dimensional parameter domain. This gen-
erally leads to different, but more reliable results
because parameter sensitivities in non-linear mod-
els of complex systems typically vary considerably
over the feasible space of solutions.

Current parameterisations used to estimate
cloud microphysical properties in many large-scale
models (GCM) are usually based upon some form
of parcel model theory (Hsieh et al., 2009). The
current parametric uncertainty inherent in these
cloud parameterisations propagates through to
global estimates of the aerosol indirect effect
calculated using a GCM. The ultimate test for
prognostic parameterisations and cloud models is
the comparison of their predictions against com-
prehensive in-situ data. Hence, these param-
eterisations are typically compared against adi-
abatic cloud parcel models for a range of in-
put aerosol/meteorological conditions as well as
in-situ observations of droplet number concen-
tration (Snider et al., 2003; Fountoukis et al.,
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OX1 3PU, UK. E-mail: Daniel.Partridge@physics.ox.ac.uk

Paper presented at the 16th International Conference on
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2007; Hsieh et al., 2009, and references therein).
These studies typically focus on the cloud spec-
tral properties, e.g. the droplet number concen-
tration, whilst few closure studies have investi-
gated the effects of the entire droplet size distri-
bution (aerosol-cloud droplet spectrum closure).
One approach in which both a global sensitivity
analysis and aerosol-cloud droplet spectrum clo-
sure can be performed in one single integrative
framework for the investigation of cloud-aerosol
interactions is to embrace an Bayesian inverse
modelling framework (Partridge et al., 2012).

To achieve this Partridge et al. (2012) cou-
pled an adiabatic cloud parcel model to a Markov
Chain Monte Carlo (MCMC) algorithm, and in-
voked posterior probability density functions of
the cloud model input parameters used to de-
scribe the meteorological and aerosol physio-
chemical conditions. This not only provides an
estimate of the optimal parameter values, but
also a sample set of the underlying (posterior)
uncertainty. This distribution contains important
information about parameter sensitivity and cor-
relation (interaction), and can be used to produce
confidence intervals on the model predictions, al-
lowing us to in a statistically robust manner pro-
vide a measure of the discrepancy between the
model and in-situ measurements of cloud droplet
size distributions as a function of the calibration
parameters. Hence, a key advantage of embrac-
ing inverse modelling for aerosol-cloud closure
studies is that it allows for the simultaneous as-
sessment of both the adiabatic cloud model input
parameters and predicted droplet spectra. The
combination of a cloud parcel model, MCMC in-
verse modelling and aerosol and cloud measure-
ments provides an integrative framework that is
compatible with cloud droplet activation parame-
terisations used in GCMs. The framework can be
applied to cloud parcel models of varying com-
plexity, hence MCMC provides an efficient test
bed for developing and validating cloud-droplet
activation parameterisations that contribute to
the representation of the indirect effect in GCMs.



Figure 1: Top: True-colour composite from MODIS granule with IMPACT RF55 trajectory overlaid. (satellite overpass concurrent
with the flight). Cloud penetrations indicated with red colour. The black circle has a radius of 100 km and is centred around the
location of the KNMI meteorological observatory in Cabauw, The Netherlands (location indicated with a black cross). Bottom:
Summary of CALIPSO products for an overpass concurrent with the IMPACT Rf55 research flight (2008-05-19 12:32:20.3 –
12:45:48.9 UTC). Red rectangles indicate approximately when/where the research flight has taken place. Aircraft data courtesy
of Météo-France CNRM/GMEI/TRAMM. Satellite data courtesy of NASA.
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Figure 2: Top: RF55 trajectory in time/altitude coordinates with the estimated cloud-base height indicated with vertical line at
1.3 km, and the vertical bars denoting the flight leg which was chosen for analysing vertical velocity measurements and SMPS
aerosol size distribution.

The goal of this study is to apply this methodol-
ogy to measurements of cumuli over land in a pol-
luted air mass for three different adiabatic cloud
parcel models, that of that of Roelofs and Jon-
gen (2004); Arabas and Pawlowska (2011) and
Tunved et al. (2010). We will then examine the
posterior parameter distributions from the MCMC
simulations to ascertain the suitability of cloud
parcel models to comprehensively describe con-
vective clouds under adiabatic conditions, whilst
concurrently investigating the global parameter
sensitivity, and interaction within the adiabatic
cloud parcel model. The results herein will be
presented for one of the three adiabatic cloud
parcel models under investigation (Arabas and
Pawlowska, 2011).

2 METHOD

In this cloud-aerosol inverse analysis, the cloud
parcel model is calibrated by iteratively chang-
ing input values of the meteorological and aerosol
physiochemical parameters (calibration parame-
ters) until the simulated droplet spectra match
the measured spectra (calibration data) as closely
and consistently as possible. Bayesian inference
represents a mathematically rigorous approach to
parameter estimation. This statistical method
treats the calibration parameters as random vari-
ables with a joint (but yet unknown) posterior
probability distribution. MCMC represents an ef-
ficient sampling method for the approximation of
the posterior distribution within a limited number
of model evaluations. The posterior distribution
is the product of the prior distribution and the
likelihood function. The prior distribution defines
our knowledge about the parameters. The likeli-
hood function L(θ|Y) provides a diagnostic mea-
sure of how well the model fits the data. It essen-
tially measures the distance between the model
predictions and corresponding observations.

Mathematically, the model calibration prob-
lem can be formulated as follows: Let Ỹ =
Φ(X, θ) = {ỹ1, . . . , ỹn} denote predictions of
the model Φ with observed input variables X and
model parameters θ. Let, Y = {y1, . . . , yn} rep-
resent observations of the droplet size distribution

(where n corresponds to the resolution – number
of FSSP size bins). Real world observations of the
cloud droplet size distribution considered herein
typically exhibit heteroscedasticity, i.e. the mea-
surement error varies dynamically with the mag-
nitude of the data. Thus, in the likelihood func-
tion for the heteroscadastic case used in this study
the error residuals (difference between the model-
predicted and measured droplet number concen-
tration in each size bin) need to be normalised
with the measurement error to ensure statistically
optimal estimates of the calibration parameters as
follows,

L(θ|Y) =

n∏
i=1

1√
2πσ2i

[
−1

2
σ−2
i (yi − Φ(Xi, θ))

2

]
(1)

where σ denotes the standard deviation of the
measurement error.

In this study we couple adiabatic cloud parcel
models to a state of the art self-adaptive DiffeR-
ential Evolution Adaptive Metropolis algorithm
(DREAM) (Vrugt et al., 2009). A detailed de-
scription of the inverse framework between the
coupling of an adiabatic cloud parcel model and
an MCMC algorithm can be found in Partridge
et al. (2012).

3 OBSERVATIONAL DATA

3.1 Overview of atmospheric conditions

The methodology outlined in section 2 is tested
on a polluted case study from the EUCAARI IM-
PACT1 campaign in which measurements were
performed in- and outside the cloud layer. The
observational data used to initialise the par-
cel models comes from in-situ measurements on
board the French ATR-42 research aircraft during
the EUCAARI-IMPACT field campaign. More de-
tailed information on the ATR-42 instrumentation
used in this campaign can be found in Crumey-
rolle et al. (2010, sec. 2.2) and Crumeyrolle et al.

1European Integrated Project on Aerosol Cloud Climate
Air Quality Interactions – Intensive Measurement Period at
Cabauw Tower



Figure 3: Scatter plot of LWC values measured by the FSSP-
100 (blue symbols) and PVM-100A (black symbols) during
the flight leg 41000–44000 (in seconds since midnight, consult
Fig. 2).

(2012, sec. 2). Present analysis covers data gath-
ered during the research flight number 55 (RF55)
that took place on May 19th 2008 in the vicinity of
the KNMI meteorological observatory in Cabauw,
The Netherlands. The flight trajectory is depicted
in Figure 1 (top panel) in longitude/latitude co-
ordinates, and in Figure 2 in time/altitude co-
ordinates. Figure 1 provides an overview of the
atmospheric conditions during RF55 as measured
by the Aqua and the CALIPSO satellite instru-
ments. The aircraft probed a relatively uniform
deck of convective clouds with depths of few hun-
dred meters. These were ice-free clouds, formed
in a polluted air mass. The cloud base height was
approximately at 1300 m (estimated by analysing
measured liquid water content (LWC) profiles, cf.
Fig. 3).

3.2 Calibration data

A flight leg during which the FSSP-100 probe
recorded cloud droplet size spectra within 100 me-
ters from the cloud base was selected for further
analysis (encircled region in figure 3, all spectra
recorded within the 43677–43683 period in sec-
onds since midnight UTC, and highlighted in time
in Fig. 2 with red vertical lines). These droplet
size distributions were filtered so that we only
kept those associated with positive updraft ve-
locity. The resultant set of 13 size spectra (mean
spectrum depicted in Fig. 4) is defined as our cal-
ibration data to be compared with output from
the parcel-model at the altitude of 1350 metres
(about 50 metres above cloud base).

3.3 Calibration parameters

In this study the calibration parameters are the
updraft velocity, lognormal distribution param-
eters describing the aerosol size spectrum, and
soluble mass fraction. The remaining input pa-
rameters (temperature, pressure, humidity) are
held fixed in the MCMC procedure. The val-
ues of these fixed parameters were picked from
within the range of values observed at the alti-

tude of 1000 m (the starting altitude for all model
runs) by selecting a combination matching the es-
timated adiabatic cloud base at 1300 m.

A constant-level leg flown below cloud base was
selected for analysis of aerosol characteristics and
vertical velocity measurements – the variable cal-
ibration parameters used as parcel model input
parameters to be calibrated by the MCMC algo-
rithm. The chosen period (43750–44250 s) is de-
picted in Figure 2 with blue vertical lines.

The 5th and 95th percentiles of measured data
for each calibration parameter are used to define
the prior range of the parameter for the MCMC
procedure. The prior range should represent the
variability in our measurements during the obser-
vation period and provides the range over which
DREAM is allowed to search for the parameter
values giving the best fit to the calibration data.

For vertical velocity measurements (gust probe
integrated in the nose of the aircraft, 5Hz sam-
pling) a gaussian curve was fitted to the frequency
distribution of measured values, and the 5th and
95th percentiles were calculated analytically from
the part of the distribution corresponding to pos-
itive values only (Fig. 4).

A lognormal fitting was applied to each cloud
aerosol size distribution measurement from the
same flight leg from the SMPS instrument. The
5th, 95th percentiles for the lognormal parameters
describing the Aitken, accumulation and course
modes were calculated. The preliminary analysis
presented herein covers the accumulation mode
number concentration (Fig 4). In this first test
we simplify the chemistry and define it as a two-
component scheme consisting of either a solu-
ble component, (here represented by the chemical
properties of ammonium bisulphate (NH4HSO4),
or an insoluble component, black carbon (repre-
sented by the chemical properties of black carbon,
(BC). We then define the final calibration param-
eter describing the soluble mass fraction and its
prior range of: 0.20 – 1.00.

4 RESULTS

Overall, the adiabatic cloud parcel model can
successfully match the observed droplet size spec-
tra for IMPACT flight RF55 when initialised
with calibration parameter values within the prior
range. The discrepancy between the mean mea-
sured and mean model-predicted droplet size
spectra is shown in Figure 4. It confirms that
the MCMC algorithm successfully converges.

The droplet size distribution that corresponds
to the maximum a-posteriori (MAP) value rep-
resents the closest agreement between the sim-
ulated and observed droplet distributions. The
MAP value is simply the point in the MCMC
sample for which the likelihood function, L(θ|Y)
(Eq. 1) was maximised (hence corresponding to
the calibration parameter values within the pos-
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Figure 4: LEFT: The simulated and measured dN/dlogr droplet size distribution for the flight leg (43677–43683 s) during RF55.
We present the mean and standard deviation of the calibration data for each cloud case as well as the corresponding model
predicted mean and standard deviation of the posterior distribution, and overlay the droplet size distribution that corresponds
to the MAP value. RIGHT: Histograms of the marginal distributions for the number concentration of the accumulation mode
(TOP) and updraft velocity (BOTTOM) with corresponding observations from flight leg (43750– 44250 s). Posterior parameter
samples and measurements for each parameter normalised to provide a marginal density with integral of 1.

teriori distribution that provided the closest fit to
the calibration data).

The difference between the mean and the MAP
droplet spectra reflects the averaging over all
the simulated droplet size distributions associ-
ated with the different posterior parameter val-
ues. The mean value thus reflects an ”overall”
droplet distribution and illustrates the broadening
effects of running multiple simulations with vari-
able calibration parameter values in the same way
that previous studies have calculated an ”over-
all” droplet distribution from the superposition of
droplets distributions associated with a probabil-
ity density function (PDF) of the updraft velocity
(Hsieh et al., 2009; Morales and Nenes, 2010).

The concurrent fit to the calibration parame-
ters is provided for two parameters known to be
important for controlling the number of droplets
activated, the updraft velocity and number con-
centration of the accumulation mode aerosol.
These are presented alongside the observations
in Figure 4. The respective marginal density is
the probability distribution of the variables under
investigation and provides us with counts of the
calibration parameters values over their posterior
distribution range, thus providing the shape of
the posterior distribution (Partridge et al., 2012).

The scale and orientation of the inferred poste-
rior parameter distributions provide important di-
agnostic information about the structure of the
adiabatic cloud parcel model under investigation.
It is evident that the posterior distribution for
both of these calibration parameters depart from
a normal distribution as the probability density is
forced to accumulate at the parameter bounds.
This suggests the model structure provides a rea-
sonable representation of the processes control-
ling droplet activation as they mimic the shape
of the measurement spectra of these two param-
eters.

In addition the posterior distribution contains
the required information to assess the importance
(sensitivity) of individual parameters, and their
cross-correlation. A marginal distribution that
extends over the entire prior ranges is indica-
tive for poor parameter sensitivity. On the con-
trary, if the histogram is well defined with narrow
ranges, then this parameter is important for the
parcel model to accurately represent the calibra-
tion data. Thus, the reduction in uncertainty of
the posterior distribution compared to the prior is
a simple and useful diagnostic to assess parameter
sensitivity.

For this polluted continental aerosol environ-
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Figure 5: Scatterplot of the posterior samples of the updraft velocity versus cloud droplet number concentration. Colour represents
the log-likelihood value that corresponds to each sample of the updraft velocity stored in the posterior distribution. Black vertical
and horizontal lines represent the 5th to 95th percentile range of measurements observed during the selected flight legs of RF55
(see text for details).

ment these two parameters are not well defined,
illustrating significant parameter variation across
the posterior range. This indicates that for these
calibration parameters there is a wide range of
possible aerosol size distributions that can be con-
sidered optimal for the given environmental con-
ditions. Similar results were found for the sen-
sitivity of the remaining aerosol physiochemical
parameters. The low sensitivity to aerosol phys-
iochemical properties for this polluted cloud is in
accordance with previous studies as the environ-
ment was not CCN limited (Anttila and Kermi-
nen, 2007; Partridge et al., 2011, 2012).

To examine the shape of the posterior distri-
butions in more detail and assess parameter in-
teraction, correlation coefficients were calculated
between different calibration parameters and the
likelihood function. A strong correlation was
found to exist between the updraft velocity and
likelihood function, which we will therefore focus
on. The relationship between the updraft velocity
and corresponding model predictions of the total
droplet concentration stored within the posterior
distribution is presented in Fig. 5. The variation
in droplet number concentration represents the
range of predicted droplet spectra (Fig.4) that
provide the closest match to the observations.
This is in accordance with previous studies which
have found that different droplet concentrations
in near adiabatic cloud samples that provide a
close match to the range of observations can only
result from variations of the strength of cloud-
base updraft that affects the number of nucle-

ated droplets (Pawlowska et al., 2006). Thus in
order to capture the range of measured droplet
size distributions along this flight leg (measure-
ment range illustrated by the black lines in the
figure) it is necessary to account for the below
cloud variability in updraft velocity and parame-
terise this accurately in GCMs (Hoose et al., 2010;
Pringle et al., 2009; Golaz et al., 2011).

5 SUMMARY AND OUTLOOK

• We have provided a description of how
an MCMC inverse modelling approach can
be used to provide droplet spectra closure,
global parameter sensitivity and parameter
correlation in a single integrative framework.

• It has been demonstrated that an adiabatic
cloud parcel model coupled to an MCMC al-
gorithm can successfully represent measured
droplet size distributions above the cloud
base of polluted cumuli measured during the
IMPACT campaign.

• Future work will involve a more in depth
analysis of the posterior distributions of the
remaining parameters in relation to the ob-
servations. Further simulations will be per-
formed for different cloud cases as well as
increasing the complexity of the chemistry
analysis of the modelling framework by in-
cluding in the prior ranges the statistics of
the below cloud chemistry data based on
aerosol mass spectroscopic measurements.
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clouds: 2. Köhler and parcel theory closure studies,
J. Geophys. Res., 108, 2003.

Stevens, B. and Feingold, G.: Untangling aerosol ef-
fects on clouds and precipitation in a buffered sys-
tem, Nature, 461, 607–613, 2009.

Tunved, P., Partridge, D. G., and Korhonen, H.:
New trajectory-driven aerosol and chemical pro-
cess model Chemical and Aerosol Lagrangian Model
(CALM), Atmos. Chem. Phys., 10, 10 161–10 185,
2010.

Vrugt, J. A., Ter Braak, C. J. F., Diks, C. G. H.,
Robinson, B. A., Hyman, J. M., and Higdon, D.:
Accelerating Markov chain Monte Carlo simulation
by differential evolution with self- adaptive random-
ized subspace sampling, Int. J. Nonlin. Sci. Num.,
10, 273–290, 2009.



RADAR FORWARD OPERATOR FOR VERIFICATION OF
CLOUD RESOLVING SIMULATIONS FOR THE COSMO MODEL

Dorit Epperlein1, Yuefei Zeng1 and Ulrich Blahak2

1Institute for Meteorology and Climate Research, Karlsruhe Institute of Technology (KIT)
2German Weather Service (Deutscher Wetterdienst, DWD)

1 INTRODUCTION

Weather radar systems provide unique informa-
tion on dynamical and microphysical characteris-
tics of cloud structures and precipitation with a
high temporal and spatial resolution. The new
weather radar network of the German Weather
Service (Deutscher Wetterdienst, DWD) will soon
comprise 17 C band dual polarisation Doppler
radar systems evenly distributed throughout Ger-
many for complete coverage. Figure 1 shows the
location of all 17 radar stations in Germany. They
will measure the radar observables reflectivity, ra-
dial wind and polarisation parameters in three di-
mensions and with a temporal resolution of 5 min-
utes.

The DWD runs the non-hydrostatic limited area
numerical weather prediction model of the Con-
sortium for Small Scale Modeling (COSMO),
called “COSMO model” (formerly “Lokal Modell”
LM) [1],[2]. COSMO is a cooperation of 7 Eu-
ropean national meteorological services includ-
ing the German Weather Service. More informa-
tion on COSMO can be found on the webpage:
http://www.cosmo-model.org

Up to now radar data are not used in the
COSMO model, except within the framework of
latent heat nudging and for a simple nudging
method of the radial wind. However, future appli-
cations are planned to make better use of radar
data within an upcoming new LETKF data assim-
ilation system. Since the model is also used for
higher resolution cloud resolving studies using a
modern two-moment bulk scheme [3], the radar
data can be used together with the output of the

Figure 1: The new radar network of the Ger-
man Weather Service (Deutscher Wetterdienst,
DWD): 17 radar stations throughout Germany
provide complete coverage.

COSMO model in the context of data assimilation
as well as model and cloud microphysics verifica-
tion.

In order to enable comparisons between mea-
sured data and numerically modeled data a radar
forward operator that calculates the radar observ-
ables from the prognostic output of the COSMO
model has been developed. The design of the for-
ward operator and first results will be described in
the following.



Figure 2: Radar beam vs. model grid: Radar
data (reflectivity Ze, radial wind vr) are measured
in the “radar system” with radial distance ri, az-
imuth φi and elevation θi. Prognostic variables of
the model (3d wind components (u, v, w), temper-
ature T , pressure p, vapour pressure e) are given
on the model grid (marked by blue dots).

2 RADAR FORWARD OPERATOR

Radar observations (radial wind, reflectivity, po-
larisation parameters) differ from the prognostic
variables (wind, temperature, hydrometeors,. . . )
of the model and cannot directly be compared
to each other. The radial wind is defined as
the one-dimensional component of the wind vec-
tor projected along the radar beam. Reflec-
tivity is a measure for the echo contribution of
scattering particles and allows conclusions to be
drawn about e.g. the precipitation rate. Polarisa-
tion parameters give information about type and
shape of the hydrometeors (variation from spher-
ical shape). Reflectivity and polarisation param-
eters reflect in a sense only a sum over all hy-
drometeors with limited information on their parti-
tioning. Another problem in comparing radar data
and model output is the different coordinate sys-
tems of the radar beam (spherical) on the one
hand and the model grid (cartesian) on the other
hand. Figure 2 shows a conceptual sketch of the
radar beam compared to a simplified model grid.
The measured radar data refer to the “radar sys-
tem” which is given in radial distance r, azimuth
φ and elevation Θ. Starting from the prognostic
output of the model given on a model grid the
aim of the radar forward operator is to simulate
the radar variables in the same coordinate sys-
tem as a “real” radar would measure them. Sev-
eral additional physical processes and important
radar measuring characteristics/errors at differ-

ent levels of complexity are taken into account,
which is described in detail below. The Operator
was created in a comprehensive and modular de-
sign and hence by subsequent neglect, simplifi-
cation and/or approximation of single physical ef-
fects, the “best” balance between computational
efficiency and physical accuracy can be investi-
gated.

An overview of the schematic structure of the
radar forward operator is shown step-by-step in
Figure 3. As already stated, the operator uses the
prognostic variables of the COSMO model given
on the model grid. The main quantities needed
for further calculations are the three-dimensional
wind components (u, v, w), temperature T and in-
formation on hydrometeors. Depending on the
microphysical bulk scheme we distinguish be-
tween cloud droplets, cloud ice, raindrops, snow,
graupel using its mass densities {qc, qi, qr, qs, qg}
in case of the one-moment scheme and hail as
sixth type of precipitation particle using the mass
densities and the number densities of all six hy-
drometeor classes in case of the two-moment
scheme [3], [4], [5].

As a start the temperature dependent refractive
index m of the particles is calculated. Here one
can choose between different formulas of approx-
imation for water and ice. Special emphasis is
given to melting particles composed of a mixture
of ice, water and air depending on the degree of
melting (see e.g. [6], [7], [8]).

Now the radar reflectivity η can be calculated
on the model grid,

η(r, φ, θ) =

∞∫
0

σb(D,m)N(D, r, φ, θ)dD

with σb backscattering cross section, N particle
size distribution and D diameter of the particles.
And hence the equivalent radar reflectivity factor
Ze is given as

Ze(r, φ, θ) = η(r, φ, θ)
λ4

π5|Kw,0|2

with λ wavelength of the radar andKw,0 reference
value of the dielectric constant of water. The com-
putation of σb can be based either on full Mie scat-
tering theory or with more efficient formulas em-
ploying the Rayleigh approximation together with
simple approximations for the refractive index. Af-
terwards a summation over all types of hydrome-
teors still has to be done.



Prognostic variables of 
the COSMO-model:

Calculate propagation of 
radar beam, consider as:

constant (4/3 earth model)

variable (depending on m)

Vertical interpolation of 
values from model grid 
onto radar beam 

Attenuation of radar 
reflectivity by atmospheric 
hydrometeors (and gases)

Calculation of radial wind 
from 3d wind components 
on radar beam

consider fall speed of hydrom.

Beam weighting function:
weighted spatial mean 
over measuring volume 
increasing with distance

reflectivity weighting

Output of "simulated" 
radar data to a file:

in bin/ascii format

in NetCDF format

Parallelisation strategy: 
Horizontal interpolated 
"azimuthal slices" evenly 
distributed over all PE's

Calculate values on the 
model grid for:

refractive index (m)

degree of melting

shape of hydrometeors

(consider shading effects)

Calculation of polarisation 
parameters* on model grid

ZDR

KDP
ςhv

Calculate radar reflectivity 
on model grid, using:

Rayleigh theory

Mie theory*

Calculate extinction coeff. 
on model grid, using:

Mie theory*

qc , qi , qr , qs , qg , ...

T ...u , v , w

LDR

Figure 3: Conceptual flow chart of the full comprehensive and modular radar forward operator includ-
ing all important physical processes. Red means not implemented yet and ∗ indicates calculations
where lookup tables are required due to computational complexity.

Using the same rationales as for the reflectivity
the extinction coefficient Λ can be calculated

Λ(r, φ, θ) =

∞∫
0

σext(D,m)N(D, r, φ, θ)dD

with σext extinction cross section including side
scattering effects and absorption. Note that the
calculation of σext requires the use of Mie theory.
One further remark on this point: Compared with
the simpler and more efficient Rayleigh approx-
imation, calculations using Mie theory are very
demanding and computationally expensive. Opti-
misation of the computation of Mie scattering can
be done by means of lookup tables which are cur-
rently being implemented.

Since the radar forward operator has to work
on parallel supercomputer architectures, paralleli-
sation techniques also have to be considered for
good computational efficiency. One strategy is to
divide the radar volume in “azimuthal slices” and
distribute them evenly in a way that each comput-
ing processor gets about equal work to do. This
is necessary to achieve good load balancing and
avoid idle times of single processors.

In the next step the propagation of the radar
beam is calculated considering beam bending
due to atmospheric refraction. This can either be
done once –assuming as constant in time– using
the 4/3 earth approximation (to save numerical ef-
fort) or for every radar time step depending on the
variable refractive index as a function of temper-
ature, pressure and vapour pressure. Shadowing
by orographic obstacles can be additionally taken
into account but is not fully implemented by now.
Afterwards the values of reflectivity, extinction and
model wind can be interpolated trilinearly onto the
radar beam.

Knowing the path of the radar beam to the scat-
tering particles, the attenuation of the radar beam
due to atmospheric hydrometeors and gases can
be calculated. Using the extinction coefficient Λ,
the so-called two-way attenuation coefficient l−2N

is defined as:

l−2N = exp

−2

r0∫
0

Λ(r, φ, θ)dr


with r0 distance of the scattering particle to the
radar. To get the attenuated reflectivity (Za), Ze

has to be multiplied by l−2N .



The radial wind is easily calculated from the
wind components, that are now given in the co-
ordinate system of the radar beam. Additionally,
a reflectivity weighting and the fall speed of the
hydrometeors can be taken into account.

At this point, all radar observables are given on
the radar beam lying on a single line along the
beam axis. For the increasing pulse volume with
distance (see Figure 2) a Gaussian beam weight-
ing function can be employed. This was imple-
mented using a Gauss-Legendre quadrature with
a selectable number of integration points. More
details can be found in [9].

Finally a few words on polarisation parameters:
At the moment, they have not been implemented
in the operator but it is planned for the near future
to include at least some polarimetric moments,
possibly by means of the program SynPolRad by
Pfeifer et al. [10]. However, the computation
of the polarisation parameters will drastically in-
crease the runtime of the forward operator and
hence again lookup tables depending on temper-
ature, mass densities and the shape of the hy-
drometeors (including canting angle distributions
and axis ratios of the spheroids as a function of
size) are mandatory.

3 FIRST RESULTS

Having all relevant processes implemented, the
nearly complete radar forward operator embed-
ded in the COSMO model can be tested in its
present state. This has been done on the NEC
SX-9 vector-parallel supercomputer of the DWD.
First simulations were conducted using an ide-
alised test case, a convective system triggered
by a warm bubble along the lines of Weisman
and Klemp [11]. At first, one radar station was
simulated with a resolution of 130 range bins of
1 km in radial direction, 20 elevations and 360×1◦

azimuths in a temporal resolution of 5 min. For
the model the horizontal grid spacing has been
chosen to 1 km with a time step of 6 s. The op-
erator was tested with the different adjustments
which have been explained in the previous sec-
tion. Some of the results are shown in Figure
4 for the reflectivity after two hours of model
run. Two different radar wavelengths were cho-
sen to represent radar systems typically used
for weather surveillance (5.5 cm⇔C band and
3.0 cm⇔X band). The results in the first column
have been obtained by applying Rayleigh scat-

tering in combination with an approximation of
the hydrometeors refractive index described by
Oguchi [8]. Compared with Mie scattering shown
in the second column, the Rayleigh calculation
becomes inaccurate at high values of reflectiv-
ity due to the presence of partially melted large
graupel. The third column shows the same Mie
calculation but additionally considering attenua-
tion by hydrometeors. One can see a big in-
fluence of this effect increasing towards smaller
wavelengths. All other aspects of the operator,
like, e.g., refractive beam bending depending on
the actually simulated model temperature, pres-
sure and humidity, and smoothing with the beam
weighting function have also been successfully
tested.

The next step in testing the operator has been
to simulate true meteorological situations and
more than one radar station. One example of
such a simulation run is shown in Figure 5 for
the 04.09.2011, comparing pseudo-composites
of the 16 current DWD radar stations of both
simulated and measured radar reflectivities, in
this case a simple plot of all the 1.5 degree
constant elevation scans (PPI, plan position in-
dicator). Thus, reflectivity often shows “jumps“
at intersections of radar boundaries because of
the different scan altitudes. This simulation run
serves to demonstrate the technical functionality,
and virtually any number of radar stations can be
simulated within one COSMO-model run on su-
percomputer architectures. The run time of the
radar operator was less than 10% of the total
model run time using the same configurations for
all radars as described above for the idealised ex-
periments and using Rayleigh theory.

4 CONCLUSION AND OUTLOOK

First simulations done with the current version of
the radar forward operator show good results so
far. However, the program is still under devel-
opment, a few processes have to be completed
and some polarimetric moments need to be im-
plemented (see red indications in Figure 3). More
work has to be invested in making the computa-
tions more efficient.

The application of the radar forward opera-
tor enables comparisons between simulated and
measured radar data for interesting case stud-
ies (e.g. of convective hail cells), using for ex-
ample the CFAD (contoured frequency by alti-



tude diagram) method, which compares vertically
stratified areal statistics. Thus, hints and conclu-
sions about the representation of microphysical
processes within the model system can be drawn,
which is an important step for further improving
cloud microphysical schemes.
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trizitätskonstanten und Leitfähigkeiten der
Mischkörper aus isotropen Substanzen
(Annalen der Physik 416(7) (1935) 636-664)

[8] T. Oguchi: Electromagnetic wave propaga-
tion and scattering in rain and other hydrom-
eteors (Proc. IEEE 71(9) (1983) 1029-1078)

[9] U. Blahak et al.: Radar Forward Operator
for Data Assimilation and Model Verification

for the COSMO Model (35th Conference on
Radar Meteorology, Pittsburgh, Pennsylva-
nia, (2011))

[10] M. Pfeifer et al.: A Polarimetric Radar For-
ward Operator for Model Evaluation (J. Appl.
Meteor. Climatol. 47 (2008) 3202-3220)

[11] M.L. Weisman, J.B.Klemp: The dependence
of numerically simulated convective storms
on vertical wind shear and buoyancy (Mon.
Wea. Rev. 110 (1982) 504-520)

[12] T. Hengstebeck, private communication



Rayleigh theory Mie theory Mie theory + extinction

Figure 4: Simulations using the radar forward operator: radar reflectivities of an idealised test case.

Figure 5: Radar composite with 16 radar stations of a real synoptical situation, date: 04.09.2011,
time: 3:30 pm. Left: radar data simulated using the forward operator. Right [12]: radar data measured
by the 16 current radar stations of DWD.
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1. INTRODUCTION

The fine-scale cloud structure near the top of
Stratocumulus-Topped Boundary Layers (STBLs)
has remained unexplored for many years due to
limitations in aircraft and technology. This cloud
top region in marine stratocumulus (Sc) is espe-
cially of interest because processes taking place
there are believed to govern the behavior and
persistence of the cloud decks that form at the
top of these boundary layers. Small-scale cloud-
top processes influence physical characteristics of
these cloud layers, such as albedo, which currently
plays a major role in keeping the earth’s climate
cooler than it would be in their absence due to
the high amount of incident solar radiation marine
Sc cloud decks reflect back to space (Bretherton
1997; Klein and Hartmann 1993). Thus, marine
STBLs play an important role in Earth’s radiation
balance and climate (Hartmann 1992). Further-
more, studies have shown that uncertainties in the
behavior of Sc clouds inhibit the accurate predic-
tion of future climate change (Bony et al. 2006;
Wyant et al. 2006). Therefore, largely due to
their potential influence on climate, and due to
the fact that little is understood about the small-
scale processes that influence the behavior of these
clouds, STBLs have remained a central topic in
cloud physics research.

Our results are based on high-resolution air-
craft data from the Physics of Stratocumulus Top
(POST) field campaign that took place during
July and August of 2008 off the coast of Monterey,
California. A major focus of POST was sampling
the fine-scale structure of the entrainment inter-
face layer (EIL), the transition layer between the
top of the cloudy mixed layer and the free tropo-
sphere. Consequently, a major result of our work

is an approximation of the location and extent of
the EIL for a subset of flights during POST. Using
total water mixing ratio and liquid water poten-
tial temperature, we calculated the mixing frac-
tion. This quantity is an indicator of the degree
of mixing a parcel has undergone. We focused
on five research flights during POST: two in the
day, and three in the evening. Further, we used a
mixing fraction analysis to calculate the warming
and cooling due to radiative processes and phase
changes near cloud top. For all of the flights ana-
lyzed, we find a clearly defined EIL, and that the
effects of radiation and phase changes on net heat-
ing or cooling within the EIL are comparable. Our
results support the idea that entrainment involves
a buoyancy-sorting process in which mixtures with
various fractions of free-atmosphere and mixed-
layer air are produced in the EIL, but only those
parcels with neutral or negative buoyancy relative
to the mixed layer are entrained.

2. FLIGHT PATHS AND SELECTING DATA

With the EIL being a primary focus of the POST
project, vertical flight plans were specially de-
signed to collect data from within the EIL, and
from the regions transitioning into, and out of,
the EIL. These flightpaths were comprised of three
(sometimes four) sections of repeated “sawtooth-
ing” through the cloud deck, meaning the aircraft
would dip down into the cloud layer, and then
once in the cloud layer, would rise back up above
the cloud layer. This pattern was repeated several
times within a section of the flight path. Also,
level legs were flown near the surface, in-cloud,
and just below the cloud layer for later calculation
of fluxes. An example of a typical vertical flight
path is shown in Figure 1.
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Figure 1: Diagram of a section of a typical vertical
flight path during POST.

Simultaneously, in the horizontal, the flight
path was prescribed as well, in an attempt to sam-
ple consistent parcels of air. Instead of simply fly-
ing down the coast or maintaining a straight path
within the Sc layer, the pilot was assigned to fly a
quasi-Lagrangian flight path, meaning the aircraft
would follow the general flow of the surrounding
atmosphere while sampling as much as possible
from the same parcel of air, resulting in an over-
all zig-zag pattern. An example of the horizontal
quasi-Lagrangian flight path from Research Flight
10 is shown in Figure 2.

Most of the data collected during POST were
gathered by high-rate, fast-response probes at a
frequency of 1000 Hz. However, to accommo-
date LI-COR vapor data, which was taken at a
lower frequency of just 40 Hz., the 1000 Hz. data
sets were averaged to 40 Hz. using matrix tech-
niques in Matlab. Data from the aircraft cabin
instrumentation were used for calculations involv-
ing ambient air pressure and height data. As the
recording frequency for the cabin instruments was
only 10 Hz., these data were interpolated to 40
Hz. using Matlab interpolation functions.

As previously mentioned, each flight included
sections of “porpoising” in and out of the cloud
layer, as well as horizontal legs for calculating
fluxes. The analyses included here mainly focus
on studying the extent and structure of the EIL;
therefore, they focus on the portions of each flight-
path that were comprised of these porpoises, and
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Figure 2: A typical horizontal flightpath during
POST.

the data used for these analyses are solely those
data points from within the porpoising sections
of the flightpath. These groups of repetitive por-
poises during each flight were named “pods.” In
most cases, each flight contained three pods com-
prised of at least five porpoises each. Most results
of the following analyses are in the form of results
from pods of a given flight.

3. CONSERVED VARIABLES AND MIXING

The use of conserved variables to investigate
mixing between two thermodynamically distinct
types of air within clouds has been employed
in several studies (Burnet and Brenguier 2007;
Paluch 1979). Specifically, this type of analysis
has proven useful to study parcels in the midst
of entrainment as dry and warm free-tropospheric
air mixes with cool and moist cloudy air. Moist
conserved variables, such as total water mixing ra-
tio (qt), are important for these analyses because
they are conserved quantities under moist adia-



batic processes, and will remain constant, regard-
less of the altitude of the parcel in the atmosphere.
For two parcels of different types of air undergo-
ing mixing, a conserved variable, such as qt, of the
new mixture will be a linear combination of the qts
of the original parcels, weighted by the mass con-
tribution of each original parcel to the mass of the
resultant mixture:

qt,mix = (1 − χ) ∗ qt,a + χ ∗ qt,b, (1)

where qt,a is the total water mixing ratio of the
first parcel, and (1-χ) is the fraction of unit mass
contributed to the final mixture from the first par-
cel, while qt,b is the total water mixing ratio of the
second parcel, and χ is the fraction of unit mass
contributed to the final mixture from the second
parcel.

Due to this linear characteristic of mixing for
conserved variables, all possible mixing states for
a resultant mixture between the initial, distinct
states of the two original parcels lie on a straight
line connecting a point representing the original
mixing state of the first parcel, and a point rep-
resenting the original mixing state of the second
parcel. This is called a mixing line.

For studying mixing near the top of Sc clouds,
one pure mixing state is taken to be the cloudy
layer at the top of the STBL, and the second pure
mixing state is taken to be the free troposphere
overlying the STBL. VanZanten and Duynkerke
(2002) suggest a method for using a conserved
variable called mixing fraction to study radiative
and phase change effects on temperature near the
top of a Sc layer. Mixing fraction is a measure of
the amount of one type of air mixed into a parcel
of a second type of air, and is calculated using
ratios and differences in qt for the two types of
air.

Locating mixing events at the top of the STBL
during POST first required defining pure mixing
states in and above the boundary layer. Moist,
turbulent, cloud-layer air was defined as one such
mixing state, and dry, warm, free-troposphere air
from above the inversion was defined as a second
pure state. The mixing of these two pure states
was then used to study the properties of the EIL.

First, it was necessary to select and use variables
that are conserved under both dry adiabatic and
moist adiabatic processes due to the presence of
moisture in both vapor and liquid phases through-
out circulations within the mixed layer. The two
moist conserved variables selected for this analysis
were qt (which remains constant though moisture
may change from the vapor state to the liquid
state, or visa versa), and liquid water potential
temperature (Θl). An example of a mixing line
from one pod of a daytime flight during POST
is shown in Figure 3, with density of points ex-
pressed via color-coding. In this figure, one can
see that most points are located at either end-
point of the mixing line in either one of the pure
mixing states, but many parcels are located on the
mixing line in between the pure states, in various
stages of the mixing process. Data points that
have been shifted to the right or left of the mix-
ing line show the effects of radiative heating or
cooling on parcels within the EIL.

285 290 295 3001

2

3

4

5

6

7

8

9

l (K)

q
t (

g
/k

g
)

 

 

n
u
m

b
e
r o

f p
o
in

ts

1

10

20

30

40

50

60

70

80

5500

Figure 3: Mixing line from one pod of a daytime
flight, when the aircraft was porpoising in and out
of the cloudy mixed layer.

4. MIXING FRACTION

The conserved variables qt and Θl were used
to calculate a third conserved quantity, mixing
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Figure 4: Flightpath characterized by mixing fraction. Black points are characteristic of a layer of mixing
between the overlying free atmosphere (red points) and the underlying cloudy mixed layer (blue points).

fraction, for each point along the flight path.
In this case, mixing fraction is defined to be the

fractional amount of free-tropospheric air mixed
into a parcel of pure cloudy mixed-layer air. Values
of mixing fraction range between 0 and 1, with a
mixing fraction of 0 meaning no free-tropospheric
air has been mixed into the parcel of cloudy air,
and therefore representing a parcel of completely
pure cloud-layer air. Conversely, a mixing fraction
of 1 represents a parcel comprised completely of
free-tropospheric air.

Following the methodology of vanZanten and
Duynkerke (2002), mixing fraction was computed
using the following equation:

χ =
δqt
∆qt

(2)

where

δqt = qtm − qt2, (3)

and

∆qt = qt1 − qt2. (4)

In the equations above, qt represents total water
mixing ratio, a subscript of 1 represents a pure
free-tropospheric value, a subscript of 2 repre-
sents a pure cloudy mixed-layer value, a subscript
m refers to the mixed parcel, and an overbar in-
dicates an average over the given layer (cloudy

mixed layer or free troposphere). In general, ∆qt
is the jump in total water mixing ratio across the
inversion at cloud top, and δqt is the local fluctu-
ation in total water mixing ratio.

Calculating mixing fraction for each point along
the porpoising sections of the flightpath allowed
for the region near the top of the mixed layer to
be plotted in a new way, now characterized by
mixing fraction. Values with a mixing fraction of
at least 0.9 were taken to be values characteris-
tic of pure free-tropospheric air, and were plot-
ted in red; values with a mixing fraction of 0.1 or
less were taken to be characteristic of pure cloud
layer air, and were plotted in blue; finally, points
with mixing fraction values between those two ex-
tremes were taken to be characteristic of parcels
in the midst of mixing processes, and were plotted
in black. The result, for all flights analyzed, was a
clearly defined layer of black points, bordered on
the top by red points (the free troposphere), and
on the bottom by blue points (the cloudy mixed
layer). This result indicates a relatively clearly de-
fined layer of mixing between two pure states of
the atmosphere, and is our best approximation for
the location and extent of the EIL during POST.
Three pods of a daytime flight from POST, char-
acterized by mixing fraction, are shown in Figure
4.



5. EIL RESULTS

To calculate EIL thickness over the course of
a flight, the EIL bottom height was subtracted
from the EIL top height for each porpoise within
the pods of each flight. Those thicknesses were
then averaged over all pods within a given flight
to produce our best estimate of EIL thickness over
an entire flight. Averages of EIL thickness for each
of the five analyzed flights are given in Table 1.

For all five flights, individual instances of EIL
thickness of several tens of meters were most com-
mon. While there were a few instances of ex-
tremely thick EILs, they were much less common,
and there was only one instance of an especially
thin EIL under 10 meters using our mixing fraction
technique for defining the EIL.

Table 1: Flight averages of EIL thickness for RF10,
RF11, RF12, RF14, and RF16.

Flight Avg. EIL Thickness (m)

RF10 (daytime) 31.8

RF11 (evening) 43.8

RF12 (evening) 47.0

RF14 (evening) 76.2

RF16 (daytime) 82.5

6. EFFECTS OF RADIATION AND PHASE
CHANGES

Relative contributions of radiation and phase
changes to a net heating or cooling within the EIL
was calculated from moist conserved variables and
our new variable, mixing fraction. To calculate
the cooling within the EIL due to radiation, we
again followed the methodology from vanZanten
and Duynkerke (2002):

(δΘl)rad = δΘl − χ∆Θl (5)

where, as with mixing fraction, a subscript of 1
indicates a free troposphere value, a subscript of
2 indicates a cloud layer value, m refers to the
mixed parcel, and an overbar indicates an average
over the given layer.

δΘl = Θlm − Θl2 (6)

is the local fluctuation in liquid water potential
temperature, and

∆Θl = Θl1 − Θl2 (7)

is the jump in liquid water potential temperature
across the inversion at cloud top.

The calculation of cooling/warming within the
EIL due to phase changes was accomplished using
the following equation, also from vanZanten and
Duynkerke (2002):

(Θv)phase = (
Lv

cpd
−1.61Θl2)(qlm−[1−χ]ql2) (8)

where Lv is the latent heat of vaporization, cpd
is the specific heat of dry air at constant pres-
sure, χ is mixing fraction, and the definitions of
subscripts and overbars remain the same as for
previous equations. In this equation, however, an
estimate of the average liquid water mixing ratio
of pure cloudy mixed-layer air is required (ql2).
To make a reliable approximation for this quan-
tity, a saturation adjustment code was used, with
inputs of pressure, temperature, and vapor mixing
ratio from the aircraft data. The code calculated
a saturation adjusted value for each point along
the flightpath, which were used in the above equa-
tion to calculate the relative contribution of phase
changes to net heating or cooling within the EIL.

Next, maximum, minimum, and mean values
of warming and cooling for binned values of mix-
ing fraction were calculated for temperature ef-
fects due to both radiation and phase changes.
For these calculations, mixing fraction values were
binned over all mixing fractions found within the
EIL (0.1-0.9), with a bin width of ∆χ = 0.1.
Mean (δΘl)rad and (δΘv)phase values were then
calculated for each bin, and plotted as a func-
tion of mixing fraction, revealing a profile of the
effects of radiation and phase changes across the
EIL. Plots of these profiles, as well as temperature
effects due to mixing, for (a) a daytime flight, and
(b) an evening flight are shown in Figure 5.

For daytime RF10, on average, net warming due
to radiation occurs in the EIL across all mixing



a)

b)

Figure 5: Effects of radiation and phase changes
for mixing fractions within the EIL for (a) RF10,
a daytime flight, and (b) RF12, an evening flight.

fractions. Evening RF12 exhibits slight cooling
due to radiation in the EIL on average, on the
same order of magnitude.

Daytime RF10, as well as evening RF12, exhibit
net cooling due to phase changes within the EIL
across all mixing fraction values, on average. This
highlights the effects of evaporative cooling near
the top of the cloudy mixed layer, and within the
EIL, regardless of the time of day.

For all analyzed flights, magnitudes of heating
and cooling in the EIL due to radiative effects and
due to phase changes are comparable, on average.
However, as expected, the effects of mixing on
heating and cooling within the EIL are much more
substantial than those due to radiation or phase
changes.

Based on our calculations of mixing fraction, we
find a well-defined, substantial EIL between the
cloudy mixed layer and the free troposphere for
all flights analyzed. Within this EIL, the effects
of radiation and phase changes on net heating or
cooling near cloud top are of comparable magni-
tude. These results support the idea that there
exists a region between the free troposphere and
the cloudy mixed layer of STBLs that has prop-
erties intermediate between those of the overlying
atmosphere and those of the boundary layer. Our
intermediate values of mixing fraction located at
altitudes in between the altitude of the free tropo-
sphere and the altitude of the boundary layer sug-
gest that this region is also one containing parcels
at different stages in the mixing process.
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1. INTRODUCTION

Crystallization of  supercooled  droplets  of 
water and  aqueous  solutions play  an 
important role in  the formation of upper  air 
clouds, which have a significant influence on 
Earth's climate by scattering and absorption 
of solar and terrestrial radiation.
The  phase  state  of  upper  layer  clouds  is 
mostly  determined  by  the  homogeneous 
mechanism  of  ice  nuclei  formation.  In  the 
lower  and  middle  troposphere,  ice  crystals 
appear  mainly  due  to  the  heterogeneous 
mechanism  of  ice  nuclei  formation  on  the 
surface  of  foreign  particles  in  a  volume  of 
supercooled  droplets.  Recent  experimental 
data  suggest  that  heterogeneous 
crystallization  can  play  a  significant  role  in 
the  formation  of  crystals  in  the  upper 
troposphere.
Model of homogeneous and heterogeneous 
crystallization  of  supercooled  droplets  of 
aqueous solutions is described in the report.

2. ICE NUCLEATON RATE

In our model we suggest to estimate rate of 
homogeneous and heterogeneous ice nuclei 
formation  in  supercooled  droplets  of 
solutions  using  the classical  expression  for 
calculation of ice nuclei rate formation in pure 
water  but  taking  into  account  presence  of 
soluble.
The  basis  of  the  proposed  model  is  the 
assumption  of  the  constancy  of  the  ice 
nucleation  rate  while  temperature  changes 
by  law  like  dependence  of  ice  melting 
temperature Т 0  on water activity aw :

Т 0=273.16103.6 ln aw 15.6ln 2 aw 
54.1 ln3 aw  .

We have introduced an empirical parameter 
with  dimension  of  temperature,  taking  into 
account the effect of solutes and temperature 
on formation of ice nuclei in the droplets of 
aqueous solutions:

Т '=273.16103.6 ln 1−awaw
* 

15.6 ln2 1−awaw
* 54.1ln3 1−awaw

*  ,
where
aw

* =

=exp [15.8
25301.6−5018.9 ln T 

T
−

399755.4
T 2 ]

This parameter depends on temperature and 
water  activity  as  schematically  shown in 
Figure 1.

Fig.  1.  Parameter  T' dependence  on 
temperature and water activity

So, this way makes possible to use classical 
expression for  homogeneous ice nucleation 
rate

J wi
gom

=J 0
gom exp −Gmax

gom−Gact
k T '  ,

Gmax
gom

=
16mw

2 wi
3

3i
2 Lwi

2 ln2 T 0

T ' 
and for heterogeneous ice nucleation rate

J wi
get
=J 0

getexp −Gmax
get −G act

k T '  ,

Gmax
get

=
2mw

2/3

w
2/3 Lwi ln T 0

T ' 
.

To  characterize  the properties  of  the 
substrates  in  the droplets  of  supercooled 
aqueous  solutions we  use the  so-called 
specific linear energy   .  Calculated values 
of   are presented in Table 1.
These  data  show  that  substrates  like  AgI 
have the lowest values of the specific linear 
energy.
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Table 1. Specific linear energy

  Substrate   (J/m)

  C16H33OH 5.75∙10-12

  AgI 5.98∙10-12

  C25H51OH 7.39∙10-12

  C30H61OH 7.53∙10-12

  C25H51OH 7.73∙10-12

 Nanodekanol 7.84∙10-12

  C30H61OH 7.91∙10-12

  C17H35OH 8.96∙10-12

  Montmorillonite 1.03∙10-11

  SiO2 1.04∙10-11

  Kaolinite 1.06∙10-11

  OAD 1.20∙10-11

3. CRYSTALLIZATION TEMPERATURE

Numerical  simulation  of  crystallization 
temperature  dependence  on  the  water 
activity  of  an  aqueous  solution  carried  out 
and  compared  with  experimental  data 
(Bertram,  2000;  Larson,  2006;  Koop,  2000; 
Zuberi, 2002; Zobrist, 2006; Cantrell, 2006). 
The  simulation  data confirms  that  the 
increase  in  the  concentration of  dissolved 
substances in  water leads  to  a  significant 
decrease in the  rate  of  formation of  nuclei 
and,  consequently,  the  crystallization  of 
drops  of  the  solution occurs  at  lower 
temperatures (see Fig. 2 and Fig. 3).

Fig 2. Homogeneous Crystallization 
Temperature of Droplets of Aqueous 

Solutions

a)

b)

c)

Fig.  3.  Heterogeneous  Crystallization 
Temperature  of  Droplets  of  Aqueous 
Solutions:  NaCl  /  C17H35OH  (a), 
(NH4)2SO4  /  Kaolinite  (b),  (NH4)2SO4  / 
Montmorillonite (c)

Dependence  of  the  heterogeneous 
crystallization temperature on specific linear 
energy shows that nucleus of crystallization 
on the surface of the substrates are flat (see 



Fig. 4).

Fig.  4.  Heterogeneous  Crystallization 
Temperature as a function of Specific Linear 
Energy

The  accuracy  of  the  crystallization 
temperature  calculation  was  estimated  for 
the  crystallization  model  (CM),  activity 
model (AM), labmda model (LM). Results of 
calculation  of  root  mean  square  errors  are 
presented in Table 2.

Table  2.  RMS  Errors of  Crystallization 
Temperature Calculation

Solution / Substrate AM LM CM

NaCl / C17H35OH 0.8 0.9 0.8

NaCl / C25H51OH 1.6 1.0 1.2

NaCl / C30H61OH 1.7 1.1 1.2

(NH4)2SO4 / C16H33OH 1.4 1.5 1.4

(NH4)2SO4 / C25H51OH 1.9 1.5 0.9

(NH4)2SO4 / C30H61OH 2.7 1.4 1.7

(NH4)2SO4 / Kaolinite 0.5 0.5 0.2

(NH4)2SO4 / Montmorillonite 0.9 1.2 0.5

(NH4)2SO4 || NaCl || H2SO4 / OAD 0.4 0.6 0.3

NaCH3CO || LiCl || K2CO3 / AgI 0.9 1.0 0.7

(NH4)2SO4 || NaCl / Nanodekanol 0.5 0.5 0.5

(NH4)2SO4 || H2SO4 / SiO2 0.5 0.6 0.5

Accuracy of suggested model is comparable 
to empiric models one, but our model is more 
universal  because  additionally  considers 
dependence on such parameters as cooling 
rate  and  surface  properties  of  substrates 
which  in  real  atmosphere  changes 
significantly  and  cannot  be  regarded  as 
constant.

4. CONCLUSION

Calculation  results  of  homogeneous  and 
heterogeneous  crystallization  temperatures 
describes  experimental  data  with  enough 
accuracy  for  practical  purposes.  This  fact 
allows  to  recommend  the  usage  of 
suggested  formulas  for  numerical  modeling 
of microphysical processes in clouds.
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1. INTRODUCTION

Weather  radar  quantitative  precipitation 
estimation  (QPE)  in  snowfall  is  notoriously 
difficult.  Radar  observations  depend  on 
phase,  size,  shape,  and  density  of 
precipitating  particles.  Variability  in  these 
physical properties is one of the major error 
sources  in  quantitative  snowfall  estimation 
with  radar.  The  physical  properties  of  ice 
precipitation  are  governed  by  growth 
mechanisms,  i.e.  water  vapour  deposition, 
aggregation  and  riming  processes.  One 
approach, to limit this variability, is to divide 
winter precipitation according to hydrometeor 
classes, such as aggregates, crystals, rimed 
particles,  as  inferred  from  dual-polarization 
radar  observations.  Despite  the  successful 
application  of  fuzzy  logic  hydrometeor 
classification  algorithms  [Liu  and 
Chandrasekar, 2000; Straka et al., 2000, Lim 
et  al.,  2005]  to summer time precipitation , 
there  have  been  a  very  limited success in 
using  them  in  winter  precipitation.  As  the 
experience  has  shown,  polarimetric  radar 
signatures  are  not  very  different  for  many 
types  of  ice  particles,  i.e.  aggregates  and 
rimed ice  particles  [Plummer  et  al.,  2010]. 
This is seriously affecting the ability of dual-
polarization  classification  to  improve 
quantitative radar observations of snowfall.
The goal of this work is not 
to  explain  measured  properties  of 
populations  of  hydrometeors  present  in  a 
radar volume. Instead,  we focus on growth 
processes,  and  study  vertical  and  spatial 
structure  of  polarimetric  radar  observations 
of  precipitation  to  infer  dominating  growth 
mechanisms, namely vapour deposition and 
aggregation.
In  this  study,  we  have  analyzed  several 
winter  storms  from  years  2009  and  2010 
using coinciding measurements of University 

of  Helsinki  C-band  dual-polarization  and 
vertically pointing Doppler radars. During the 
winter season 2010-2011 Light precipitation 
Validation Experiment extended observation 
period  took  place.  During  the  EOP  the 
University  of  Helsinki  precipitation 
measurement  site  instrumentation  was 
augmented  with  2D-video  disdrometer  and 
snow  particle  imager  (PVI).  PVI 
measurements of a snowfall event are also 
used in this study.

2. MEASUREMENT SETUP

Data  collected  in  two  snowfall  events  that 
took place in the Greater Healsinki area, on 
March 3,  2009 and December  5,  2010 are 
used in this work. The measurements were 
carried  out  using  University  of  Helsinki 
Kumpula radar and a transportable Doppler 
radar.  Kumpula  radar  is  a  C-band 
polarimetric weather radar located at the top 
of Department of Physics building (60°12.26' 
N, 24°57.78' E). The radar is positioned 59 m 
above the mean sea level and 30 m above 
the ground level. The transportable Doppler 
C-band weather radar used in this study is 
stationed 32 km to the north (azimuth 11.8 
degrees)  of  Kumpula  radar  in  the  city  of 
Järvenpää  (60°29.07'  N,  25°4.91'  E).  The 
radar is positioned 53 m above the mean sea 
level about 3 meters above the ground level. 
There  is  a  clear  line  of  sight  between  the 
radars.
For  all  measurements,  the  transportable 
radar  was  operating  in  a  Doppler  spectral 
mode with the antenna pointing to the zenith. 
Doppler spectra were collected every 10 s. 
At  the  same  time,  Kumpula  radar  was 
performing  range-height  indicator  (RHI) 
scans  over  the  transportable  radar.  These 
scans  were  repeated  every  two  minutes. 
Given  the  measurement  geometry,  the 
Kumpula radar beam is about 500 m wide at 



the  location  of  the  transportable  radar  and 
the lowest beam height is 350 m. The range 
resolution of  the transportable radar is 100 
m.
Kumpula radar is a dual-polarization weather 
radar  that  operates  either  in  the 
simultaneous  transmission  and  receiving 
(STAR) mode [Doviak et al., 2000] or in the 
cross-polarization  mode.  In  this  study, 
measurements collected in the STAR mode 
are  used.  These  measurements  include 
observations  of  reflectivity,  Zh,  differential 
reflectivity,  Zdr,  co-polar  correlation 
coefficient  and  differential  phase.  The 
presented  analysis  mainly  focuses  on 
reflectivity  and  differential  reflectivity 
measurements.
During  the  winter  2010-2011  particle  video 
imager  (PVI)  was  deployed  in  Järvenpää. 
The PVI  captures video of  falling snow,  by 
processing which one can estimate particle 
size distributions as well as analyze images 
of falling particles. In Fig. 1 the PVI setup is 
shown.

3. RESULTS

Lo and Passarelli [1986] have observed that 
a little amount of liquid water is often present 
in the atmosphere even when temperatures 
are below freezing. Using lidar observations, 
Hogan et  al.  [2003]  have shown that  more 
than  30  %  of  ice  clouds  at  temperatures 
between -10 to 0 C and more than 10 % at 
temperatures between -20 to -10 C contain a 
considerable  amount  of  liquid  water. 
Depending  on  liquid  water  content  (LWC), 
supercooled droplet  sizes and temperature, 
different ice growth mechanisms take place. 
In  cases  of  low  LWC,  diffusional  crystal 
growth and consecutive aggregation typically 
occur.  Higher  water  contents  are  favorable 
for riming growth. 

Diffusional growth and aggregation (March 3, 
2009)
On March 3, 2009 the main cyclone centre 
was  moving  from  over  Iceland  towards 
Scotland.  The  snowfall  in  Finland  was 
related to a through in the cyclone's eastern 
edge forming a tongue of warmer air  mass 
moving eastwards from the Baltic Sea. The 
surface wind was blowing from SSE until the 
gradual change between 14 and 15 UTC to a 
out-westerly wind. The radar wind soundings 
showed winds blowing from SSE below 500 
m,  and  slight  clockwise  turning  with 
increasing height  to flow from SW at  5 km 
level. Maximum winds of about 20 m/s in this 
layer was observed by radar at around 2 km 
level from SSW. Temperature in Järvenpää 
rose  gradually  during  the  event  from -5  to 
-0.5 degrees C, in the first  denser snowfall 
the temperature   was from -4 to -3 degrees 
C.
The snowfall  event  has lasted for  7 hours, 
starting  at  5  UTC  and  continuing  until  12 
UTC.  The  observed  snow ratio  is  close  to 
10:1  and  indicates  presence  of  mainly 
unrimed particle. During this event, high Zdr 
valued bands at altitudes of 3-3.5 km, 1-2 km 
and 0-0.5 km were visible. In those bands, 
Zdr  values  larger  than  1  dB  and  in  some 
instances  exceeding  4  dB  were  observed. 
These  high  values  indicate  presence  of 
horizontally  aligned  non-spherical  particles, 
such as dendrites, needles or other types of 
ice crystal [Straka et al., 2000]. Typically Zdr 
values  that  do  not  exceed  0.5  dB  were 
present  below  (or  between)  the  bands. 
Those  values  are  characteristic  for  low 
density  aggregates.  In  Figure  1  (A1-A3) 
measurements  taken  at  7.54  UTC  are 
shown.  Differential  reflectivity  bands  at 
altitudes of 3 km and just below 0.5 km are 
visible.  The  12  UTC  Jokioinen  sounding 
exhibit temperatures of approximately -15 C 
and -5 C for these bands respectively.
Simultaneous Doppler  and dual-polarization 
radar  observations,  presented  in  Figure  2 
and  Figure  4,  show  that  high  Zdr  layer 
located between 3 and 3.5 km corresponds 
to  a  change  in  the  mean  Doppler  velocity 
from 0.5 to 1 m/s. By comparing central and 
left panels in Figure 2 A, one can also see 
that higher Zdr regions appear to correspond 
to lower reflectivity values. A closer analysis 
show  that  this  observation  is  not  entirely 
complete.

Figure 1. PVI installation at the University of 
Helsinki precipitation measurement site in 
Järvenpää.



Observations presented in those figures can 
be split  into three regions starting from the 
echo  top  at  about  4  km  altitude  and 
continuing  to  the  ground.  The  analysis, 
presented  here,  refers  to  the  observations 
taken above the Doppler  radar,  namely  32 
km from Kumpula radar.  

• The  first  region,  located  between  4 
and  3.5  km  above  the  ground,  is 
characterized  by  a  rapid  growth  of 
both  Zdr  and  Zh.  Differential 
reflectivity  and  reflectivity  grow  at 
rates  of  roughly  2  dB/km  and  20 
dBZ/km  respectively.  At  the  same 
time  the  mean  Doppler  velocity 
remains  aproximetly  constant  and 
equal to 0.5 m/s.

• The second region, located between 
3.5  and 3  km above the ground,  is 
characterized  by  a  continuing  rapid 
growth of reflectivity while differential 
reflectivity is rapidly decreasing. The 
differential  reflectivty  reached  its 
maximum at the altitude of 3.5 km.  At 
the  same altitude  the  mean  vertical 
velocity begin to increase, at a rate of 
more than 1 ms-1 / km, and reaches 
a value of about 1 m/s at 3 km above 
the ground.

Figure 2. RHI and Doppler spectra observations of a snow storm that took place on March 3, 2009. 
The left two panels show reflectivity and differential reflectivity measurements. The left panel shows 
doppler spectra observations. RHI observations were carried out by University of Helsinki Kumpula 
radar and Dopppler spectra are from vertically pointing Doppler radar located in Järvenpää, 32 km to 
the north of Kumpula.

Figure 3. Same as Fig. 2 only the measurements collected at 0725 UTC on March 3, 2009. In this 
figure there are two clearly visible bands at altitudes of 1.5 and 3 km.

Figure 4. Profiles of reflectivity, differential 
reflectivity and vertical Doppler velocity, 
calculated from measurements presented in Fig. 
3.



• The  rapid  growth  of  reflectivity  and 
mean velocity ceases at about 3 km 
above the ground.   From this altitude 
and  to  the  ground,  reflectivity 
increases  at  a  rate  of  about  2.5 
dBZ/km, mean velocity changes at a 
rate of 0.15 ms-1 / km and differential 
reflectivity  stays  more  or  less 
constant at a value of 0.5 dB.

Our  initial  explanation  of  the  presented 
observations is presence of two snow growth 
processes. The first stage of snow growth is 
characteristic  of  the  diffusional  crystal 
growth.  It  is  difficult  to  definitely  prove 
whether  there  was  a  supercooled  liquid 
water  layer  present,  as  was  observed  by 
Hogan  et  al.  [2002].  Our  preliminary 
modeling  results  using  a  simple  diffusional 
growth  model  [Rogers  and  Yau,  1996;  pp 
159]  with different  crystal  types (P1b,  P1d, 
and  P1e;  [Pruppacher  and  Klet,  1997]) 
support  this  conclusion,  however,  there  is 
some  uncertainty  due  to  different  mass-
diameter  relations  reported  in  literature. 
Growth of these particles explains increase 
in Zdr and initial increase in reflectivity. At the 
later  stage,  aggregation  of  these  particles 
starts to play more and more important role, 
that  explains  further  increase  in  reflectivity 
and  rapid  change  in  the  observed  fall 
velocity.  At  the  last  stage,  aggregation 
dominates the growth process. This pattern 
is similar to the aggregation observed by Lo 
and  Passarelli  [7].  The  main  weakness  of 
this this explanation is that radar signatures 

of  ice crystals  are easily  masked by larger 
aggregates.
As  can  be  seen  in  Fig.  3  in  some events 
multiple  Zdr  bands  are  clearly  visible.  In 
those cases lower band is observable even 
though aggregates formed in the upper band 
are falling  through it.  It  appears that  those 
Zdr  bands  cannot  be  explained  solely  by 
presence  of  ice  crystals,  since  it  woul  be 
reasonble  to  expect  that  those  would  be 
masked by falling aggregates.
On December 3, 2010 observations of a Zdr 
band  that  was  touching  the  ground  were 
collected  in  Järvenpää.  A sample  of  those 
measurments is  shown in  Fig.  5.  One can 
see from the figure that in both cases, where 
the Zdr band is a loft and where it is touching 
the  ground,  the  observed  particles  are 
aggregates.  Only  in  the  case  where  high 
differential  reflectivity  values  are  at  the 
ground, the observed particles are snowflake 
aggregate  embryos  consisting  of  few  ice 
crystals.  In  the  other  case,  the  aggregates 
are  more  mature  and  consist  of  many 
crystals. The aggregate embryos are highly 
oblate and have horizontal size comparable 
to  one  of  a  more  mature  aggregate. 
Therefore,  the  aggregate  embryos  should 
have radar cross sections of  approximately 
the same magnitude as mature aggregates. 
Meanwhile  due  to  their  oblateness  the 
differential  reflectivity  values  produced  by 
such particle should be comparable to ones 
of crystals. Results of scattering calculations 
using Rayleigh approximation are shown in 
Fig. 6 and 7 confirm our proposition.

Figure 5. Observations of a Zdr band touching the ground and corresponding particle images as 
recorded by the PVI. 



Figure 6. Radar cross section for different particle types. Solid black lines depict 
gross sections of ice crystals, dashed line represents RCS of aggregate of dendrites, 
color lines show cross sections of aggregate embryos calculated for different axis 
ratios (0.1, 0.2 and 0.3) and densities.

Figure 7. Same  as  Fig. 5 only for ratio of hh and vv cross sections.



Conclusions

Radar  observations  of  high  differential 
reflectivity  (Zdr)  bands  and  corresponding 
specific  differential  bands  (Kdp)  in  winter 
storms  and  ice  clouds  were  reported  in 
literature. The reported observed Zdr values 
vary from 1 to 8 dB. Just below those bands 
Zdr values smaller than 1 dB are observed. 
The Kdp maximum is typically reached 100-
200 meters below the Zdr maximum, in the 
area  of  low  Zdr.  The  main  explanation  of 
those  bands  is  that  they  are  caused  by 
scattering  of  radio  waves from ice  crystals 
rapidly growing in a presence of supercooled 
water.  During  the  Light  Precipitation 
Validation  Experiment  that  took  place  in 
Helsinki in the fall 2010, we have collected a 
large  number  of  observations  of  winter 
storms with such bands. In several cases the 
bands  extended  to  the  ground.  Those 
observations have shown that the high Zdr 
observations are not caused by pristine ice 
crystals,  but  rather  by  aggregate  embryos 
consisting  of  small  number  of  monomers. 
Those  aggregate  embryos  are  very  oblate 
and have horizontal dimensions comparable 
to  the  more  mature  aggregates.  The 
modified explanation of  the observed radar 
bands is that high Zdr and Kdp are caused 
by oblate aggregate embryos and not solely 
by  pristine  ice  crystals.  The  importance  of 
this  observation  is  that  firstly  it  completely 
explains the radar observations. Secondly, it 
provides  an  insight  into  initial  stages  of 
aggregation. Because observed embryos are 
very  oblate  one  can  conclude  that  initial 
aggregation  is  mainly  caused  by  relative 
horizontal movements of ice crystals. Thirdly, 
a combination of Zdr and Kdp observations 
shows not only the onset of aggregation but 
also how rapidly embryos are converted to 
the mature aggregates.
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1.  INTRODUCTION

CHUVA (Cloud processes of tHe main 
precipitation systems in Brazil: A contribUtion 
to cloud resolVing modeling and to the GPM 
(GlobAl  Precipitation  Measurement))  is  a 
project  that  will  carry  out  seven  field 
experiments  to  investigate  the  different 
precipitation regimes in Brazil.  The objective 
of these field experiments is collect  detailed 
information about  the  different  precipitation 
regimes found in Brazil and their associated 
physical  processes  in  support  of  the  GPM 
program.  This  information  will  improve  the 
quality  of  precipitation  estimation  and  the 
knowledge of cloud microphysical processes 
of  several  different  types  of  convective 
systems in Brazil, from warm clouds and local 
thunderstorms  to  squall  lines,  frontal  and 
mesoscale  convective  systems.  For  more 
details  on  the  CHUVA  experiment  see 
Machado  et  al.  (2012)  and 
http://chuvaproject.cptec.inpe.br/.

The  fourth  field  experiment  was 
conducted  in  southeast  Brazil,  at  Vale  do 
Paraiba  and São  Paulo  metropolitan  region 
from  November-2011  through  March-2012. 
To  depict  precipitating  weather  systems, 
CHUVA  uses  a  XPOL  Doppler  Radar,  2 
MiniRain  Radars,  6   disdrometers,  10  rain 
gauges, 1 microwave radiometer MP3000, 1 
Lidar,  a  GPS  network  for  water  vapor 
retrievals.  This  particular  experiment  was 
called  CHUVA-Geostationary  Lightning 
Mapper  (GLM)  Vale  do  Paraiba  and  in 
addition  to  characterize  the  precipitating 
systems observed in Southeast Brazil it also 
collected  lightning  proxy  data  for  the 
upcoming  geostationary  lightning  imagers 
(GOES-R  GLM  and  MTG  LI)  using  10 

lightning  locating  systems  (LLS)  (LMA, 
LINET,  TLS200,  ENTLN,  RINDAT, 
STARNET,  WWLLN,  GLN,  ATDnet, 
GLD360),  high-speed  cameras,  and  the 
TRMM-LIS  satellite.  Figure  1  shows  the 
distribution  of  CHUVA-GLM  Vale  field 
experiment.

CHUVA-GLM  provided  a 
comprehensive  database  of  thunderstorm 
development  and characteristics for  the first 
time in Brazil, where a large variety of cloud 
systems  were  sampled:  cold  fronts,  squall 
lines,  the  South  Atlantic  Convergence  Zone 
(SACZ)  and  local  convective  systems. 
Microphysical  characteristics  (such  as 
hydrometeor  identification  and  ice/water 
mass)  of  these  summer  2011-2012 
precipitating systems can be inferred from the 
X-Pol and 3 operational S-band radars, and 
the  LLS  provide  detailed  information  about 
the storms electrical activity (such as charge 
centers and lighting propagation processes). 

The  Sao  Paulo  Lightning  Mapping 
Array  (SPLMA)  was  deployed  at  the 
metropolitain region of Sao Paulo city using 
12  sensors  in  a  baseline  of  15-20km.  The 
Lightning  Mapping  Array  was  developed  by 
the  New  Mexico  Institute  of  Mining  and 
Technology (Rison et al. 1999), based on the 
Lightning  Detecting  and  Ranging  (LDAR) 
system developed  to be used at  the NASA 
Kennedy Space Center  (Maier  et  al.  1995). 
The LMA system locates the peak source of 
impulsive VHF radio signals from lightning in 
an unused  television  channel  by measuring 
the  time-of-arrival  of  the  magnetic  peak 
signals  at  different  receiving  stations  in 
successive  80  µs  intervals.  Hundreds  of 
sources per flash can be  detected  in space 
and time, allowing a three-dimensional (3-D) 

http://chuvaproject.cptec.inpe.br/


Figure 1 – CHUVA-GLM Vale do Paraíba field campaign experiment coverage and instruments. Blue, pink and 
cyan pins represent the 4 total (intracloud and cloud-to-ground)lightning deployed for this experiment. Yellow pins 
are the CHUVA sites with disdrometers, pluviometers, radiometers, lidars, etc.The yellow circle is the Dual-Pol X-

band radar 50km coverage area, and the blue circle is the SPLMA 250km coverage.

(a)      (b)
Figure 2 – (a) Illustration of the time-of-arrival technique used by the LMA system. The times (ti) when a signal is 

detected at N≥4 stations are used to solve for the 3D source location (x, y, z, t) of the impulsive breakdown 
processes associated with a discharge. (b) Portable LMA station electronic box and antenna.

Figure 3 – Snapshots of a video testimony from the 07 January 2012 hailstorm and flooding in Guarulhos, SP, 
Brazil. (http://www.youtube.com/watch?v=9Y3AEZzK-9k)

http://www.youtube.com/watch?v=9Y3AEZzK-9k


(a)

     

     

(b) 
Figure 4 – (a) Radar reflectivity (dBZ) CAPPI at 3km height and LMA lightning source density (number of sources 

in 1x1 km grid), and (b) time evolution of the maximum reflectivity and number of LMA lightning sources of the 
severe storm cell that produced hail and flooding in Sao Paulo and Guarulhos on 07 January 2012. The vertical 

and horizontal lines at (a) indicate the location of maximum at (b).



lightning  map  to  be  constructed  with 
nominally<50  m  error  within  150  km 
(Goodman et al. 2005). Figure 2a illustrates 
the time-of-arrival approach used in the LMA 
system.  Global  Positioning  System  (GPS) 
receivers  at  each  station  provide  both 
accurate  signal  timing  and  station  location 
knowledge  required  to  apply  this  approach. 
Figure  2b  is  a  picture  of  a  portable  LMA 
station hardware.

2.  PRELIMINARY RESULTS

From November 2011 to March 2012, 
several severe weather cases were observed 
during  this  experiment,  where hail,  damage 
winds  and  flooding  were  reported  over  the 
metropolitan  area  of  Sao  Paulo  City  and 
across state of Sao Paulo.  Localized and a 
few  organized  convective  systems  were 
responsible for hail  precipitation from pea to 
tennis  ball  sizes.  Brazil  national  weather 
service  does  not  hold  an  official  weather 
phenomena  reporting  database.  Therefore, 
during this field experiment we had collected 
severe weather reports based on city of Sao 
Paulo  Civil  Defense  service,  media  news 
(newspaper  and TV)  and internet  searching 
from social  network reports.  Up to the time 
that  this  manuscript  was  written,  we  had 

identified 24 hail and damaging wind reports 
over the metropolitan area of Sao Paulo.On 
07  January  2012  a  convective  system 
produced pea sized hail and flooding in Sao 
Paulo  and  Guarulhos,  SP.  Guarulhos  the 
hailstorm  lasted  for  about  15  minutes  from 
15:40 to 15:55 local time (1740 1755 UTC). 
Several video testimonies from this hail  and 
flooding event  can be found on the internet 
(Figure 3). Figure 4 shows a sequence of the 
operational  S-band radar reflectivity and the 
SPLMA  lightning  source  density.  This 
convective system initiated southwest of Sao 
Paulo city and traveled troughout Sao Paulo 
and Guarulhos with reflectivity above 40 dBZ 
from  14:00  LST  to  18:00  LST,  reaching 
values as high as 59 dBZ at 15:15 LST when 
hail was reported downtown Sao Paulo. Half 
an hour later hail and flooding was repoted in 
Guarulhos when a maximum of LMA sources 
was observed (Figure  4).  This  maximum of 
lighting sources is known as “lightning-jump” 
and  has  been  associated  with  severe 
weather,  including  tornados  (Schultz  et  al., 
2009;  among  others).  Figure  5  shows  the 
accumulated  LMA  source  density  plot  in  a 
latitude-longitude,  latitude-height  and 
longitude-height  views.  It  can  be  seen  that 
the lightning activity had two major regions of 
sources  at  ~7 and  10 km  of  height,  where

Figure 5 – Accumulated LMA lightning source density (number of sources in 1x1 km grid) from 07 January 2012 
13:00-18:59 LST (1500-2059UTC) at a plan (latitude-longitude) view, as well as latitude-height and longitude-

height views. Black solid lines indicate Sao Paulo and Guarulhos city boundaries.



mixed ice  phase collision  rebounding of  ice 
particles  occur  and  thunderstorm  electrical 
charge centers are built. It can also be seen 
that  thunderstorms  extended  up  18  km  of 
height (LMA source density >5 in Figure 5).

A lightning-jump was observed during 
all the severe weather reported. This feature 
is a useful tool for warning issues. Moreover, 
the SPLMA map in detail all the convective-
core cells  of  the thunderstorms in near real 
time. The last 10 minutes of SPLMA lightning 
data was updated to the CHUVA nowcasting 
website (SOS, Machado et al., 2012) every 5 
minutes,  giving  the  civil  defense, 
management  organizations,  power 
companies and the public in general real time 
information  about  convection  and  lightning 
threat.

3.  CONCLUSIONS

The total lightning information provided 
during the CHUVA-GLM Vale do Paraiba field 
campaign  showed  that lightning  channel 
mapping  and  detailed  information  on  the 
locations of cloud charge regions.  The real-
time  availability  of  LMA  observations 
contributed  a  lot  and supported improved 
weather situational awareness for the mission 
execution  as well  for  civil  defense warnings 
and nowcasting. The measurements obtained 
from SPLMA provided for the first time total 
lightning  measurements  in  conjunction  with 
Meteosat  SEVIRI observations,  which is the 
proxy data for the future  GOES-R Advanded 
Baseline  Imager.  Proxy  data  for  the  GLM 
sensor  will  be  developed  using  the SPLMA 
generating a unique and valuable proxy data 

sets for both GLM and ABI sensors in support 
of  several  on-going  research  investigations, 
and nowcasting tools.

REFERENCES

Goodman, S. J.,  and co-authors  (2005): The 
North Alabama Lightning Mapping Array: 
Recent  severe  storm  observations  and 
future  prospects.  Atmos.  Res.,  76,  423-
437.

Machado, L. A. T., A. Calheiros, E. Mattos, I. 
Costa, D. Vila, R. Albrecht, C. Morales, C. 
Angelis,  M. Silva  Dias,  G.  Fisch (2012): 
Tropical Cloud Processes : First  Results 
from CHUVA Project.  Proceeding  of  the 
16th International Conference on Clouds 
and Precipitation  (ICCP2012),  30 July  – 
03 Augst 2012, Leipzing, Germany. (this 
issue)

Maier, L., C. Lennon, T. Britt, and S. Schaefer 
(1995):  LDAR  system  performance  and 
analysis,  in  Proceedings  of  the 
International  Conference  on  Cloud 
Physics,  Am.  Meteorol.  Soc.,  Boston, 
Mass., Dallas, Tex., Jan 1995.

Rison, W., R. J. Thomas, P. R. Krehbeil,  T. 
Hamlin,  and J.  Harlin  (1999):  A  GPS-
based  three-dimensional  lightning 
mapping  system:  Initial  observations  in 
central New Mexico, Geophys. Res. Lett., 
26, 3573– 3576.

Schultz, C. J., W. A. Petersen, L. D. Carrey 
(2009):  Preliminary  Development  and 
Evaluation  of  Lightning Jump Algorithms 
for  the  Real-Time  Detection  of  Severe 
Weather. J. Appl. Meteorol. Climatol., 48, 
2542-2563.



PARAMETERIZATION OF TURBULENT COLLISION STATISTICS OF CLOUD DROPLETS

L.-P. Wang1∗, O. Ayala1, H. Parishani1, B. Rosa2, W. W. Grabowski3, and A.A. Wyszogrodzki3

1Department of Mechanical Engineering, University of Delaware, Newark, Delaware 19716, U.S.A.
2Institute of Meteorology and Water Management - National Research Institute, 61 Podlesna St., 01-673 Warsaw, Poland

3Mesoscale and Microscale Meteorology Division, National Center for
Atmospheric Research, PO Box 3000, Boulder, Colorado 80307-3000, USA

Quantitative parameterization of turbulent collision of
cloud droplets represents an important topic in cloud physics
as, under certain conditions, air turbulence can significantly
enhance the collision rate and collision efficiency, relative to
the levels determined by the gravitational sedimentation alone
[1]. Turbulent collision of cloud droplets affects the droplet
size distribution, autoconversion rate, and rain initiation time,
therefore an accurate parameterization is essential to thede-
velopment of better large-scale weather and climate models.

Quantitative understanding of turbulent collision of cloud
droplets in recent years is derived primarily from direct nu-
merical simulations (DNS) of turbulent collision of inertial
particles, where the dynamics of both small-scale turbulence
and inertial particles are accurately represented. The unique
advantage of DNS is that thedynamiccollision kernel and the
kinematicpair statistics relevant to the collision rate can be
simultaneously obtained [2], a capability that is still outof
reach in physical experiments. A major result from DNS is
the generalized kinematic formulation of turbulent geometric
collision kernel

Kt
12 = 2πR2〈|wr(r = R)|〉g12(r = R), (1)

whereR = a1 + a2 is the geometric collision radius for two
colliding droplets of radiia1 and a2, wr is the radial rela-
tive velocity (RRV) at contact which combines the differen-
tial sedimentation and turbulent transport, andg12 is the radial
distribution function (RDF) or pair-distribution function that
quantifies the effect of local droplet clustering on the average
pair density. This kinematic formulation has been validated
against DNS dynamic collision kernel. It forms the basis for
theoretical parameterization of collision kernel.

The radial relative velocitywr includes contributions from
differential sedimentation, effect of local fluid shear, and ef-
fect of particle differential acceleration which is the major
source of analytical difficulty. The differential acceleration
contains both contribution from local fluid acceleration and
memory effect due to finite droplet inertia.

Inertial particles tend to accumulate in local regions of low
vorticity and high strain rate due to an inertial bias or the cen-
trifugal effect. Since local collision rates are proportional to
the second moment of local droplet concentrations, the prefer-
ential concentration may significantly increase local pairden-
sity as measured by RDFg12. The value ofg12 depends on the
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levels of clustering of the two droplet sizes and the spatialcor-
relation of the droplet concentrations. While there have been
a large body of theoretical studies of inertia-induced particle
clustering (most for non-sedimenting initial particles),no rig-
orous theory exists to predict RDF for bidisperse finite-size
sedimenting droplets.

Another issue concerns the collision efficiency of cloud
droplets. Turbulence alters the distributions of angle of ap-
proach and relative velocity for colliding droplets, thus the
turbulent collision efficiency is usually higher than the gravi-
tational collision efficiency [3].

Existing parameterizations of these statistics are of the main
concern here. Most studies tend to address only a subset of the
pair statistics. A systematic effort to parameterize the turbu-
lent geometric collision statistics was made in Ayala et al.[4],
and turbulent collision efficiencies from DNS have been doc-
umented in Wang and Grabowski [5]. It has been shown that
turbulence can enhance the gravitational collision kernelby a
factor of 2 to 3 at flow dissipation rate ofε = 100cm2/s3, and
4 to 5 atε = 400 cm2/s3 (see Fig. 2 in [6]). Typically, the
turbulence effect on collision efficiency is primarily responsi-
ble for the enhancement associated with different droplet sizes
(i.e., smalla2/a1), while the clustering (g12) is mainly respon-
sible for the enhancement for nearly equal sizes (a2/a1 ∼ 1).

Several other parameterizations have also been published.
Falkovich et al. [7] developed a semi-analytical kernel that in-
cludes the effects of clustering of droplets and local fluid ac-
celeration due to cloud turbulence; they concluded that turbu-
lence has a significant effect on the geometric collision kernel
for droplets of radii from 20 to 60µm. A similar parameter-
ization appeared in Derevyanko et al. [8] where a model for
the enhancement factor due to droplet clustering, applicable to
arbitrary droplet Stokes numbers, was proposed. Franklin [9]
suggested an empirical parameterization based on the DNS
data in Franklin et al. [10] of turbulent geometric collision
kernel. A limitation of her parameterization is that the flow
Reynolds number was assumed to match the conditions in
DNS, rather than to cloud conditions. Onishi et al. [11] pro-
vided a parameterization of turbulent geometric collisionfor
monodisperse cloud droplets, focusing on the effect of gravity
on the radial relative velocity.

Using a hybrid direct numerical simulation (DNS) tool, we
are generating new simulation data of dynamic and kinematic
collision statistics at higher flow Reynolds numbers and com-
putational domain sizes (see [12]), with increasing accuracy
for a wide range of droplet sizes. The main purpose of this
talk is to compare the simulation data with existing analytical
models in order to identify the current model limitations,
and to develop a more accurate theoretical parameterization



of turbulent collision kernel. Additional considerationswill
be given to the effect of flow intermittency that is not fully
considered in the hybrid DNS. Using a PDF description
of the locally volume-averaged flow dissipation rate, we
study the impact of dissipation intermittency on the average
collision kernel. Our results suggest that the average effect
of intermittency is not significant since collision is a binary
interaction and its average statistics are governed by low-
order (i.e., second-order) statistical moments. A relatedissue
to be discussed is how to incorporate the effects of sub-grid
variations in the parameterization of turbulent collisionkernel
within large-eddy simulation models of cloud dynamics.
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Verena Grützun∗1, Johannes Quaas2, and Felix Ament3

1Max Planck Institute for Meteorology, Hamburg, Germany
2University of Leipzig, Leipzig, Germany

3University of Hamburg, Hamburg, Germany

May 22, 2012

Abstract

A correct representation of clouds in global cir-
culation models (GCMs) is challenging and yet
crucial. Clouds have a great influence on both,
the hydrological cycle and the radiation bud-
get of the earth. Statistical cloud schemes of-
fer a great potential to realistically simulate
clouds across the scales. However, the evalu-
ation of these schemes is challenging. Satel-
lite data give comprehensive horizontal infor-
mation about the overall cloud cover but lack
horizontal resolution and accuracy of the re-
trievals. Ground based remote sensing mea-
surements have this high vertical resolution and
more accuracy. We investigate the opportu-
nity of using long term ground based remote
sensing measurements to assess cloud related
quantities, especially their statistical distribu-
tion moments, for the evaluation of statistical
cloud schemes. By using high resolution mod-
elling as a virtual reality, we show that higher
statistical moments are not straight forward to
get but need probabilistic approaches.

∗Corresponding author, verena.gruetzun@zmaw.de

1 INTRODUCTION

Statistical cloud schemes (e.g. Tompkins, 2002)
gain popularity. Atmospheric models call for
more flexible resolutions including local grid-
refinements and scale adaptivity, which a sta-
tistical cloud scheme, given it works correctly,
can grant. These schemes rely on a horizon-
tal subgrid-scale distribution of the total wa-
ter, sometimes joint with the temperature or
vertical wind distribution. Higher moments of
this distribution are prognostic and sources and
sinks for them are modeled basing on physical
processes such as turbulence, convection and
micropysics. The total water distribution is
then mainly used to calculate the cloud cov-
erage within a gridbox. However, it also offers
sub-cloud variability which can be used for the
calculation of radiation and the autoconversion
process.

Though in principle statistical cloud schemes
offer a sophisticated and promising approach
for the modeling world, the effects of the phys-
ical processes on higher distribution moments
such as variance and skewness can only be esti-
mated and parametrized. These parametriza-



tions are often rather crude. While the cloud
coverage itself not so much depends on the spe-
cific details of the distribution, radiation and
autoconversion do and a detailed evaluation of
the statistical schemes is desirable.

The overall outcome, the cloud cover, can
be gained comparably easily from satellites and
hints at potential flaws in the model. An evalu-
ation on the process level, however, is very diffi-
cult, since it would need the full high resolution
3D information about the total water in the at-
mosphere. But measurements can only give us
either a high horizontal resolution without a de-
cent vertical one (e.g., satellites), or a high ver-
tical resolution without the horizontal one (e.g.,
ground based remote sensing). While air crafts
are lying somewhere in between and can offer
insights about specific height levels they still do
not offer the horizontal coverage but only line
measurements through the atmosphere. The
best statistics we therefore expect from long-
term ground-based measurements such as sta-
tionary microwave profilers.

We investigate in the following the poten-
tial of ground based remote sensing data with
a high time and vertical resolution to evaluate
the total water distribution modeled by statis-
tical cloud schemes. We do so by using the
“perfect model approach”, i.e., we use the same
model run to create entirely consistent horizon-
tal statistics and time series of a vertical profile
at a specific point in the model.

2 MODEL DATA

For our investigations we use the COSMO-
DE model (Baldauf et al., 2011) of the
Deutscher Wetterdienst (German Weather Ser-
vice, DWD) in its operational setup. The
model domain covers whole Germany and a few
surrounding areas, and the spatial resolution
is about 2.8 × 2.8 km2 (0.025◦×0.025◦). The
vertical resolution is about 20 m at the bot-

Figure 1: COSMO-DE model domain and
cloud cover after 10 h of the simulation. The
box marks the ECHAM6 box used for retriev-
ing the spatial statistics (“true distribution”),
and the asterisks mark Hamburg and the mid-
dle point of the box.

tom of the atmosphere up to about 1 km at
the top of the atmosphere with 51 height lev-
els. We simulate the 16th June 2009, which
was a day with stratiform clouds and some pre-
cipitation in middle and in the South of Ger-
many. This model run is our “virtual reality”
and we create consistent data sets in the fol-
lowing way: Firstly, we define our “true spatial
total water distribution” by the global model
ECHAM6’s (Stevens et al., 2012, T63 resolu-
tion) grid box around Hamburg. This means
that we look up the boundaries of that box in
terms of longitude and latitude and then take
all COSMO-DE grid points to gain the spa-
tial statistics. This is what a perfectly working
statistical cloud scheme should see. Secondly,
we put a “virtual lidar” at a certain point, say
Hamburg, in that box and save the vertical pro-
file of that point with a high time resolution
of 25 s. Fig. 1 shows the model domain, the
ECHAM6 box and the COSMO-DE gridpoint
of Hamburg.

The idea now is that we can translate the
statistics over that time series, which corre-
sponds to a line measurements through the



Figure 2: Variance (top) and skewness (bot-
tom) of the total water distribution as gained
from the spatial statistics. Black contours
mark liquid cloud water. This is what a perfect
statistical cloud scheme would see.

global box, to the spatial statistics by using
the wind speed. For the mean values of the
distribution this is frequently done, but can we
also retrieve the higher moments variance and
skewness?

3 RESULTS

The spatial output of our simulation is 15 min-
utes, thus we get spatial statistics with the
same resolution. To gain the statistics from
the high resolution time series we define a time
frame at each hight level and shift the frame
with a time step of 15 minutes through the
time series. Thus we get temporal statistics
each 15 minutes. It is desirable that the statis-
tics match, though we are aware that ergodicity
is not necessarily given at each location. How-
ever, since long-term measurements from the
ground are the best data we can get we inves-
tigate their potential and what we can actually
gain.

Fig. 2 shows the spatial statistics gained

Figure 3: Variance gained from temporal data,
time frame 500 s (top) and 2000 s (bottom).

from the box corresponding to the global model
ECHAM6. This is our truth, which a perfect
statistical cloud scheme should see, and which
we ideally also find in the temporal data.

The great challenge is to find the right length
of the time frame so that it corresponds to the
model grid box. We experiment with different
time frames. Fig. 3 shows the variance gained
from the temporal statistics, i.e., from our vir-
tual measurement we would like to use to evalu-
ate our cloud scheme. It is strongly visible and
also logical that the retrieved variance much
depends on the time frame chosen. We find
that the statistics does not get stable and that
the time evolution of the total water too much
disturbs it to be compared with the true spatial
statistics. However, at least the general shape
of the variance in the time height slice shows
some similarities to what we would like to see.

Fig. 4 shows the same but for the skew-
ness instead of the variance. We note that
this higher moment is even more sensitive to
the time frame, and that large errors occur,
in quantity and also in sign. On a positive
note, we might detect the same boundary layer
height in both plots.



Figure 4: Same as fig. 3, but for skewness.

We find that the direct way of comparing
time and spatial statistics does not work, the
time evolution of the data is too strong and
does not lead to a stable statistics which can be
compared with the “snapshots” of the spatial
distribution. We will propose a new method
basing on conditional sampling of the distribu-
tion which might help to better assess an eval-
uation of statistical cloud schemes.

4 CONCLUSIONS

Statistical cloud schemes employing a spatial
total water distribution gained importance in
the last few years since they potentially work
scale-adaptive and also offer the possibility
to predict sub-cloud variability of the water.
However, the distribution is difficult to predict
and the equations are not easy to close, thus a
detailed evaluation on the process level is nec-
essary to make sure the parametrization works
correctly. High resolution 3D data is scarce,
though, and we have to use what we can get to
assess the statistics.

We have investigated the potential of long-
term ground-based remote sensing data to gain
information about the statistics and find that a

direct comparison is not leading to the desired
results. The time evolution of the data is too
strong and ergodicity is not given. We argue
that the results are probably better if the same
analysis was done in a more stable region than
the midlatitudes, such as the trades.

We developed a new ensemble method based
on conditional sampling of the total water
distributions which might solve the problem
partly. This method, however, needs very long
time series in the order of years, and only
proves the correctness of the model with a cer-
tain probability. The method will be presented
in more detail on the poster.

This work was funded by the Cluster of Excel-
lence “Integrated Climate System Analysis and
Prediction” (CliSAP) of the University of Ham-
burg.
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1. INTRODUCTION

Measurements of detailed interactions be-
tween turbulence and cloud processes are chal-
lenging. Airborne measurements allow for the
most flexibility in going to the clouds of interest,
but sample times are limited and measurements
are inherently Eulerian in nature. We have in-
vestigated the suitability of making cloud mea-
surements from a mountaintop research sta-
tion, with the aim of characterizing the fine-scale
turbulence and cloud microphysical properties.
From a ground-based station it is possible to
measure for extended periods of time and it also
becomes feasible to perform Lagrangian mea-
surements. The context of this study specif-
ically addresses cloud-turbulence interactions.
Here we present high spatial resolution mea-
surements liquid water content, droplet diame-
ter, and turbulent velocity and temperature fluc-
tuations were made at the Environmental Re-
search Station (UFS) Schneefernerhaus, taken
in summer and fall 2009, and again in summer
2011. The measurements are analyzed and in-
terpreted in a manner similar to data recorded
in cumulus and stratocumulus clouds by the AC-
TOS platform Siebert et al. (2006a) in order to
compare the two approaches.

The UFS is located in the German Alps
near the top of Zugspitze (4725’00” N, 1058’46”
E), the highest mountain in Germany (2962 m
above sea level). The station is situated on
the north side of the glacier and near the top

∗siebert@tropos.de

Figure 1: View of the UFS embedded in clouds.
The arrow shows the location of the microphys-
ical and fine-scale turbulence instrumentation
during the 2009 experiment.

of Zugspitze, at a height of about 2650 meters.
The UFS is a nine-story building, constructed
into the southern flank of the Zugspitze, and it
experiences frequent immersion in clouds (see
Fig. 1). Due to the local topography, the winds
measured at UFS are primarily in the east-west
direction. An analysis of the meteorological and
large-scale turbulence conditions is given in the
companion paper by Risius et al. (2012). The
near uniformity of wind direction is a significant
advantage for measurements because it allows
instruments to be pointed in one direction (e.g.,
see Fig. 2).



2. EXPERIMENT DESCRIPTION

Measurements of fine-scale turbulence and
cloud microphysical properties in a Eulerian ref-
erence frame were performed from a fixed 3 m
height mast with various measurement instru-
ments (cf. Fig. 2). The mast was situated on
the 9th-floor measurement platform during the
first campaign (August, 3 - 22, 2009). The ultra-
sonic anemometers (hereafter called“sonics”) at
the mast were orientated westward during both
measurement periods.

The exact setup of the mast with the heights
of the individual sensors is shown in Fig. 2.
Two sonics of Solent HS type manufactured by
Gill Ltd, Lymington, UK were fixed in a height
of 1.80 m and 2.55 m above the terrace, re-
spectively. The measurement of the three-
dimensional wind velocity vector and the virtual
temperature are based on transit time measure-
ments of ultrasonic pulses traveling between two
transducers (for one velocity vector component)
with and against the wind. The temporal reso-
lution of the sonics is 100 Hz whereas the mea-
suring resolution of the wind velocity is 4u =
0.01m s−1 and 4T = 0.01K, respectively (see
Siebert and Muschinski (2001) for more details
uf the Solent HS.

An ultra-fast thermometer (UFT) and a one-
component hot-wire anemometer were fixed at
a height of 2.20 m. The UFT is based on
a 2.5 µm resistance wire protected against
droplet impaction (cf. Haman et al. (1997)) and
the hot-wire anemometer is a constant temper-
ature anemometer (Comte-Bellot (1976)). Both
instruments are sampled with 1kHz.

Cloud microphysical variables were also mea-
sured from the mast. A particle volume monitor
(PVM-100A, see Gerber (1991)) is positioned
beside the UFT to measure the liquid water con-
tent (LWC) and the particle surface area (PSA).
The intensity of laser light diffracted by a cloud
droplet ensemble in a given measurement vol-
ume is related to the absolute volume concen-
tration due to a transmission filter in front of the
detector.

The one-dimensional velocity of individual
cloud droplets is measured with a MSE Laser-
Doppler Anemometer (LDA) positioned below

the PVM. The measurement is based on the
Doppler-shifted light scattered from moving
cloud droplets and the resolution is 1 - 2 cm s−1

(Abbiss et al. (1974)). The Phase-Doppler In-
terferometer for Cloud Turbulence (PICT) is lo-
cated at a height of 1.50 m above ground. Based
on light scattering interferometry of individual
droplets, droplet diameter and a single compo-
nent of the droplet velocity vector can be deter-
mined (Chuang et al. (2008)).

In addition to our sonic measurements the
German Weather Service (DWD) performs mea-
surements with a sonic at the UFS. The mea-
surements are taken on the 7th-floor measure-
ment platform with a fixed mast (cf. Fig. 1).
The sonic is located at the top of the mast in
about 4 m above ground. In addition meteoro-
logical parameter as temperature, relative hu-
midity, precipitation, etc. and surface ozone,
carbon monoxide and methane are measured
routinely (www.schneefernerhaus.de/ufs.htm).

3. DATA ANALYSIS

3a. Sonic Measurements: Mean Flow Charac-
teristics

Figure 3 shows a one-hour long time series of
the wind velocity U =

√
u2 + v2 + w2 and the

wind direction d, here u, v, and w are the veloc-
ity vector components in the sonic frame. Dur-
ing this period, the U ranges from nearly 0 to
13 ms−1 with a mean value of U = 4.2 m s−1

and a standard deviation of σU = 1.9 m s−1. The
prevailing wind direction was 300◦.

In the next step, the velocity vector was trans-
formed in such a way that the vector component
u is directed into the mean flow direction and
< v >=< w >= 0. From these new data set
the integral length scale L was estimated by in-
tegrating the auto-correlation function ρui of the
velocity vector components ui:

Li = Ti · u =

∫ τm

0
ρui(τ)dτ · u.

In Fig. 4 all three functions are plotted for both
sonics including an estimate of the three T
scales and the corresponding length scales L,
for integration an upper limit of τm = 80 s was
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Figure 2: (a) Measurement instrumentation on
9th-floor measurement platform of the UFS dur-
ing the campaign in August 3 - 22, 2009. The
mast is equipped with two sonics, ultra-fast
thermometer (UFT), one-component hot-wire
anemometer, laser-Doppler anemometer (LDA),
particle volume monitor (PVM) for liquid water
content measurements, and a phase-Doppler
interferometer for cloud turbulence measure-
ments (PICT). (b) A schematic of the mast in-
dicating the different instrument heights.

used. We estimate for both horizontal compo-
nents Lu,v ≈ 40 to 70 m and for the vertical
Lw ≈ 5 to 10 m. The higher values always
correspond to the measurements of the upper
sonic. Since the large-scale cut-off wavelength
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Figure 3: Time series of horizontal wind velocity
U = sqrtu2 + v2 + w2 and wind direction d. Data
were measured with the upper sonic (S1) about
2.55 m above surface. Wind speed ranges from
nearly 0 to 13 ms−1 with a mean wind speed
of U = 4.2m s−1 and a standard deviation σU =
1.7 ms−1.

λ of quasi-isotropic turbulence is a function of
measurement height zi (λ = 4zi, see Muschin-
ski and Roth (1993)) we find Lw ≈ λ = 10 m
with zi = 2.5 m for the upper sonic.
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Figure 4: Auto-correlation functions ρ(τ) of
the longitudinal wind velocity component u, the
transversal component v, and the vertical com-
ponent w. The integral time and length scales
are estimated by integrating over ρ(τ) in the
range τ ∈ [0; 70 s where τ = 70 s is the time
where ρ = 0 the fist time.



In Fig. 5 the one-dimensional power spectral
density functions S(f) (hereafter called “spec-
tra”) are plotted for all three components and
both sonics S1 and S2. For the inertial sub-
range, classical turbulence theory predicts

S(f) =
2π

u
αε2/3f−5/3, (1)

with α is a universal constant (≈ 0.5) and ε is the
turbulent energy dissipation per unit mass. The
factor 2π

u is due to the conversion of the spec-
trum from wavenumber to frequency space. In
the upper panel of Fig. 5 the spectra are multi-
plied by the frequency f to estimate the cut-off
frequency fc where the spectra deviates from
the -2/3-slope for smaller frequencies i.e., for
larger spatial scales. This is obvious for the w
component at fc ≈ 0.7 Hz (λ = u/fc ≈ 7 m)
due to the limited measurement height. There-
fore, for the vertical component the spectra for
the lower sonic S0 are always below the values
for the upper sonic S1 for f < fc. At frequen-
cies close to the Nyquist frequency fNy = 50 Hz
the spectra of the horizontal components began
to flatten which is most likely due to noise or
an Aliasing effect. For the vertical component
the spectra drop-off due to line averaging effects
which become significant for spatial scales of
L′ ≈ πL ≈ 45 cm where L = 15 cm is the sepa-
ration of the transducers of the sonic. The spec-
tra Sw start to drop off around 10 Hz which corre-
sponds to a spatial scale of 40 cm which is close
to L′. Due to different spectral transfer functions
for the horizontal and vertical components this
line averaging effect is most pronounced for Sw.

In the lower panel of Fig. 5, the spectral ratios
of the transversal to longitudinal components
are plotted. For local isotropic turbulence theory
predicts in the inertial subrange

Sv/Su = Sw/Su = 4/3.

For Sv/Su, the ratio is close to one for f > 0.1 Hz
which corresponds to the integral time scale T .
The ratio Sw/Su is close to the predicted ratio
of 4/3 for f > 1 Hz which compares well with
the estimated T . For frequencies above around
10 Hz the drop-off for all components is due to
the reasons discussed above for the spectra. It
has to be pointed out that the exact value of the
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Figure 5: Upper panel: Power spectral density
functions Sui(f) of the three wind vector com-
ponents u, v, and w of the lower sonic (S0) and
uper sonic (S1). The spectra are multiplied with
the frequency f to emphasize the inertial sub-
range scale which is characterized by a −2/3-
slope. The wind vector was transformed in such
a way that < v >=< w >= 0 and u is along
the mean wind direction. Lower panel: Spectral
ratios Sv/Su and Sw/Su. A 4/3 ratio is plotted
for reference, indicating the value predicted by
classical theory for isotropic turbulence.

spectral ratios for atmospheric conditions is the
topic of current discussion, see Biltoft (2001)

Wind tunnel measurements and classical the-
ory predicts that the distribution of velocity fluc-
tuations in homogeneous and local isotropic tur-
bulence are nearly Gaussian with slightly nega-
tive skewness and a kurtosis of around 3.2 or
so. In Fig. 6 the probability density functions
(PDF) of the normalized velocity components
(ui− < ui >)/σui are presented. For reference,
a Gaussian distribution is added. The horizontal
components are close to Gaussian with some
deviations for (ui− < ui >)/σui > +− 3 but the
vertical components exhibit increased tails most
pronounced for (ui− < ui >)/σui < 2. The rea-
son for that is unknown...
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3b. Hot-Wire Measurements: Fine-Scale Tur-
bulence

In order to characterize the mean flow and the
small-scale statistics hot-wire data were ana-
lyzed. The data set consists of a one-hour long
record sampled at fs = 1 kHz. which means a
spatial resolution of about 4 mm. In Fig. 7 the
one-dimensional spectrum f · Su(f) is plotted.
The spectrum shows a nice inertial subrange
scaling in the frequency range of 3 to 60 Hz. A
linear fit was applied for that region yielding a
slope of -0.65 which is close to the theoretical
value of -2/3. For frequencies below 3 Hz, the
spectrum is slightly more flatten, the reason is
unknown. With Eq. 1 a mean ε = 8.5·10−2m2s−3

was estimated. For f > 100 Hz the spectrum
drops off due to dissipation effects.

An alternative method to estimate the mean
energy dissipation rate is the use of two relation-
ships based on n−th order structure functions
S
(n)
u =< (u(x)− u(x+ r))n > :

S(2)(r) =
(
2ε2/3

)
r2/3, (2)

and
S(3)(r) = −4

5
εr. (3)

Both functions are plotted in Fig. 8 together
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Figure 7: Power spectrum derived from a one-
hour record of one-component hot-wire data.
From an inertial sub-range fit (see dot-dashed
line), a mean energy dissipation rate of ε ≈
8.5 · 10−2m2 s−3 was estimated.
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Figure 8: 2nd- and 3rd-order Structure functions
derived from hot-wire measurements with 1 ms
time resolution (upper panel) and compensated
structure functions indicating the energy dissipa-
tion rate ε as a function of r/η.

with their compensated form from which we es-
timate a mean ε = 8.8 · 10−2m2s−3 which is
in good agreement with the value derived from
the spectrum. The resulting Kolmogorov scale
is η =

(
ν3/ε

)1/4 ≈ 0.4 mm.
With the mean ε, a typical eddy length scale



l ∝ u′3/ε ≈ 50 m which is also consistent
with our previous estimate of the integral length
scale. With a variance of σ2 ≈ 2.5m2 s−2 we
estimate a Taylor-Reynolds number of ∼ 104, a
typical value also found in free atmospheric cu-
mulus clouds (Siebert et al. 2006b).

3c. Cloud Microphysics

Measurements of cloud droplet size distributions
show a variety of conditions typical at the UFS,
and here just two representative examples are
shown. On August 11, 2009 the UFS was ex-
posed to relatively intermittent, thin clouds for
several hours, of which a 40-minute time period
was selected. On October 26, 2009 the UFS
was embedded in thick clouds for an extended
period of time, and a 100-minute time series of
homogeneous coverage was selected. The tem-
poral evolution of the cloud droplet size distribu-
tion is shown in Fig. 9. The August 11 period
is dominated by extremely small cloud droplets,
with intermittent bursts of droplets with diame-
ter of approximately 8 to 12 µm, representative
of microphysical conditions in small cumulus or
thin stratocumulus clouds, either just in the pro-
cess of formation, or during dissipation. The Oc-
tober 26 period shows a much more symmet-
ric size distribution with a mean-diameter mode
varying between 12 and 14 µm. Time averaged
probability density functions for the two periods
are shown in Fig. 10. Immediately striking are
the pronounced exponential large-droplet tails.
It is apparent especially in the October 26 exam-
ple that some mechanism for large droplet pro-
duction is likely present, given the small but sig-
nificant number of droplets with diameters above
25 µm.

The microphysical conditions sampled in
these two examples are quite representative of
those measured in free clouds. We may also
consider what part of the dimensionless param-
eter space they lie in respective to droplet in-
ertia and sedimentation effects. Taking a rep-
resentative droplet diameter of d ≈ 10 µm and
a turbulent energy dissipation rate of ε ≈ 0.1
m2 s−3 yields a droplet Stokes number of ap-
proximately St ≈ 0.03 and a settling parame-
ter of Sv ≈ 0.09, both of which are within the
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Figure 9: Temporal evolution of the cloud droplet
size distribution during a 40-minute time period
on August 11, 2009 (top) and a 100-minute pe-
riod on October 26, 2009 (bottom). The size dis-
tributions were measured by the phase-Doppler
interferometer (PICT).

range of values reported for typical convective
clouds Siebert et al. (2010). Further analysis,
accounting for the lognormal nature of ε, will al-
low for more detailed comparison with the re-
sults of Siebert et al. (2010) for small cumulus
and stratocumulus clouds.
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Figure 10: Estimated probability density func-
tions for droplet diameter measured during the
same time periods as in Fig. 9: August 11, 2009
(blue) and October 26, 2009 (red). The pdfs are
plotted in log-linear coordinates to make clear
the exponential large droplet tails.

4. SUMMARY

High spatial resolution measurements of liq-
uid water content, droplet diameter, and turbu-
lent velocity and temperature fluctuations were
made at the Environmental Research Station
(UFS) Schneefernerhaus in summer and fall
2009, and again in summer 2011. Hotwire ve-
locity measurements are analyzed to provide
second-order structure functions in cloudy and
cloud-free conditions, as well as PDFs of local
turbulent kinetic energy dissipation rate. Results
are consistent with the assumption of statisti-
cally stationary and isotropic turbulence on the
spatial scales of relevance to cloud microphys-
ical processes. Time series of droplet number
density, liquid water content, temperature, hor-
izontal and vertical wind, and local energy dis-
sipation rate, as well as averaged cloud droplet
size distributions, are compared with measure-
ments of boundary-layer-topped cloud proper-
ties from prior ACTOS (Airborne Cloud Turbu-
lence Observation System) field projects. Com-
parisons of relevant dimensionless parameters

for droplet inertial effects, the Stokes number
and the settling parameter, show similar ranges
as in “free” clouds, suggesting that the mountain
top station is a reasonable location for making
measurements of cloud-turbulence interactions
that would be difficult to obtain from an airborne
system.
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1. MOTIVATION

Microphysical interactions between cloud
droplets occur over a range of temporal and spa-
tial scales, but at least the local diffusive interac-
tions that govern condensation growth or evapo-
ration occurs on scales ranging from the droplet
size to tens of centimeters. For instance, en-
trainment of dry air into clouds strongly influ-
ences their microphysical properties as well as
their depth and lifetime. The thermodynamic
equilibrium state after dilution and evaporation
can be reached through a variety of microphysi-
cal pathways, such as uniform evaporation of all
droplets in the diluted volume, or the complete
evaporation of a subset of droplets. These path-
ways are described as homogeneous and inho-
mogeneous mixing, respectively, and the con-
cept has generated an active debate in the sev-
eral decades since it was formulated (Latham
and Reed 1977; Baker et al. 1984). We re-
fer to the scales over which droplets can inter-
act as “microphysically relevant.” One question
that has been of particular interest is whether
inhomogeneous mixing is capable of generat-
ing large droplets, which presumably could later
contribute to the initiation of precipitation.

The argument, in its idealized form, is that
upon dilution and total evaporation of a subset
of droplets, the remaining droplets (which ex-
perienced no evaporation) subsequently expe-
rience less competition for vapor and therefore

∗mjbeals@mtu.edu

reach larger sizes compared to the droplets in
more crowded, undiluted neighboring volumes.
Whether actual clouds exhibit such behavior
was questioned early on (Paluch and Knight
1986), but in later work it has been recognized
that one basic limitation is the ability to sam-
ple cloud volumes at relevant scales (Paluch
and Baumgardner 1989; Burnet and Brenguier
1987; Lehmann et al. 2009). Paluch and Baum-
gardner (1989) illustrate the essential concept in
their Figure 6, and Burnet and Brenguier (1987)
explicitly discuss the ambiguities introduced as
a result of spatial averaging. For example, if
a broad size distribution containing both large
and small droplets is measured, does it repre-
sent the actual size distribution existing at the
fine scales, or is it a sampling of locally narrow
distributions with different mean values?

The main problem is that measurements of
the cloud droplet size distribution are typically
made from single droplet counting instruments
that require averaging over distances of tens
or hundreds of meters to achieve statistically
reliable samples. In this contribution we ad-
dress the assumption directly through measure-
ments of cloud droplet size distributions from mi-
crophysically relevant volumes. The measure-
ments were made with the Holographic Detec-
tor for Clouds (Holodec), which flew aboard the
NCAR C130 during the IDEAS4 project in Octo-
ber 2011. Data presented here are from flights
through small cumulus over northern Colorado
and southern Wyoming. In what follows we first
describe the Holodec instrument with a focus on



40
60

80
100

120
140

−202

−5

0

5

21:50:46.056
Low Dilution: O

3
 = 39.6 ppb

z (mm)
y (mm)

x
 (

m
m

)

(a) Low Dilution: O3 = 39.6 ppb, 2347 total particles

40
60

80
100

120
140

−202
−5

0

5

21:50:40.079
High Dilution: O

3
 = 41.7 ppb

z (mm)y (mm)

x
 (

m
m

)

(b) High Dilution: O3 = 41.7 ppb, 312 total particles

Figure 1: Scatter plots of particle positions for low (top)
and high (bottom) diltuion cases.

its ability to measure microphysically relevant, or
‘local’ size size distributions, and we then use
this ability to investigate the microphysical re-
sponse to mixing and dilution.

2. LOCAL SIZE DISTRIBUTIONS

The Holographic Detector for Clouds
(Holodec), version II, utilizes digital in-line
holography to make instantaneous measure-
ments of particles residing in a 20 cm3 volume
of cloud air. Holograms are recorded at a rate
of 3.3 per second, yielding approximately a
0.07 Ls−1 sample rate: the volume sample rate
is comparable to single-particle instruments, but
the sampled volumes are microphysically local,
with the longest axis of the volume having a
dimension of approximately 15 cm. The ability
of digital holography to make measurements
of cloud microphysical parameters has been
demonstrated previously by Fugal and Shaw
(2009), but those measurements were made
with an earlier version of the instrument that
lacked the resolution to fully resolve the cloud
droplet size distribution. The current instru-
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Figure 2: Analysis of size distributions for high and low
dilution cases. Holodec II distributions (solid lines) indicate
a preference for large drops in the dilute case; an observa-
tion missed by the CDP (dashed lines). Inspection of the
individual filaments found in the highly dilute case indicate
that small scale, filament-relative size distributions are very
similar to the large scale distribution for the entire sample
volume.

ment, however, has a theoretical lower particle
resolution of approximately 6 µm and an upper
limit of several mm (Spuler and Fugal 2011),
so complete droplet size distributions, with the
exception of recently activated droplets, can be
sampled.

Unlike single particle counting probes, the
sample volume size of the Holodec II is large
enough that each hologram represents a sta-



tistically significant population of cloud particles.
This eliminates the necessity to combine multi-
ple volumes to obtain accurate size distributions
and number densities and allows each hologram
to stand alone as a discrete, microphysically
independent volume. The dimensions of the
sample volume are also similar to characteris-
tic microphysical length scales in typical clouds,
capturing a snapshot of the complete process.
Examples of two cloud volumes are shown in
Fig. 1. The volume shown in Fig. 1a is from a
relatively undiluted section of cloud and contains
approximately 2000 droplets. Figure 1b shows
a cloud volume that has undergone significant
entrainment and dilution, with filaments of cloud
mixed with clear air evident even on the centime-
ter scale. Droplet size distributions are shown
for the individual filaments in Fig. 2b. The na-
ture of the mixing in this cumulus cloud is further
discussed in Section 3.

Time series of variables such as liquid wa-
ter content and number density can be com-
puted from local samples and compared against
those calculated by continuously-sampling in-
struments. Figure 3 compares number densi-
ties (Fig. 3a) and liquid water content (Fig. 3b)
calculated from Holodec data to values retrieved
from the CDP and king probe (respectively). The
CDP (Cloud Droplet Probe) is a forward scat-
tering cloud particle spectrometry probe capa-
ble of sizing individual particles. The king probe
is a hot-wire liquid water probe capable of mea-
suring the total mass of water striking the sens-
ing element. Both plots show reasonable agree-
ment over the length of the pass with only a few
regions (e.g. 21:50:55) of noticeable disagree-
ment. Due to the differences in sampling tech-
niques between the two instruments discrepan-
cies are anticipated, and only under statistically
stationary conditions can a careful comparison
be made.

3. MICROPHYSICAL RESPONSE
TO CLOUD DILUTION

As discussed in section 1, entrainment of dry
air has been hypothesized to result in increased
populations of large droplets in clouds. Figure
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Figure 3: Comparison of parameters computed from
Holodec II holograms to data recorded by other instru-
ments during the same time period.

2a explores this question by comparing size dis-
tributions computed from two holograms; one
taken in a dilute region (solid red) and one from
an undilute (solid blue) region. The figure illus-
trates that for these two samples, the dilute vol-
ume not only has a larger mean diameter but is
also significantly skewed to the right, with con-
centrations equalling and even exceeding those
of the undilute sample in the largest size ranges.
This is consistent with the large-drop hypothe-
sis; the dilute volume does contain a larger pro-
portion of large drops in comparison to undilute
cloud.

It is also worth noticing the size distributions
for the same time periods made by the CDP.
Each trace is computed from a 0.1 s sample, rep-
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(b) Ozone mixing ratio as a function of time compared to Holodec
II number densities. Ozone levels are the highest before and af-
ter cloud penetration with lowest values observed around 21:50:49,
corresponding with an unmixed core.

Figure 4: Ozone mixing ratio compared to liquid water
content and particle number density. Panel (a) illustrates
correlation between LWC and ozone mixing ratio, indicat-
ing its usefullness as a metric in estimating cloud dilution.
Panel (b) illustrates the correlation between ozone and dil-
lution. Elevated values of ozone in the initial penetration
(just after 21:50:32) and in the latter half of the pass indi-
cate the presence of entrained environmental air, suggest-
ing various levels of dilution should be observed.

resenting a total sample volume similar to the
Holodec’s, albeit averaged over ∼ 10 m. The
CDP data is shown in dashed lines following the
same color convention. It is immediately evident
that the CDP size distributions do not show a
large difference between the two samples, ex-

cept for a near uniform decrease in total number
density for the dilute case. This is very likely a
result of spatial averaging, including diluted and
undiluted regions of cloud. The CDP data also
shows a uniform decrease in the large-drop tail
of the distribution in the diluted sample; a direct
contradiction to the Holodec data.

It is difficult to determine unambiguously the
exact nature of the discrepancy between the
Holodec and CDP size distributions. As pointed
out earlier, each size distribution for the CDP is
averaged over ∼ 10 m of cloud, which would
smooth out the fine structure observed in Fig.
1b. Another possible explanation is the coin-
cidence effect studied in detail by Lance et al.
(2010) in which multiple small droplets in the
CDP sample volume are counted as single,
larger droplets. This tends to decrease total
counts and shift size distributions toward larger
particles, a trend observed between the two blue
lines.

To study the effects of dilution on drop size
distributions on a larger scale, ozone mixing ra-
tio is used as a tracer for environmental air fol-
lowing Pearson and Weaver (1989). The utility
of ozone as a tracer for dilution is further ex-
plored in Fig. 4. Regardless of the type of mixing
(homogeneous or inhomogeneous), diluted re-
gions of cloud should exhibit lower liquid water
contents than undiluted regions. The observed
inverse relationship between (King probe) liquid
water content and ozone mixing ratio (Fig. 4a)
illustrate that regions of dilute air correspond to
higher levels of ozone, confirming its utility as a
tracer.

When ozone mixing ratio is plotted against
cloud particle number density (figure 4b), re-
gions with varying levels of dilution are ob-
served. The expected inverse relationship be-
tween ozone and environmental air is observed
in both the regions of clear air before and af-
ter the pass, as well as the relatively low con-
centrations in the region near 21:50:49 indicat-
ing a relatively unmixed core. The higher levels
of ozone observed at cloud edge as well as in
the latter half of the pass (after 21:50:58) indi-
cate the presence of increasing levels of mixing
within the cloud.

Figure 5 shows probability distributions for
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(c) Total particle counts (blue bars) plotted with total counts of par-
ticles greater than 13 µm (red line). Large particle counts correlate
well with ozone mixing ratio (figure 4) indicating that dilution is cor-
related with their formation.

Figure 5: Cloud droplet size distributions for regions of cloud segmented by liquid water content (a) and ozone mixing
ratio (b). Plot (a) shows the presence of large drops mainly in regions with low liquid water, while regions of high liquid
water are dominated by smaller drops. Using ozone mixing ratio as a tracer for environmental air suggests that regions
with large drops are correlated with regions of high dilution. This is supported by panel (c), showing total counts of
particles greater than 13 µm peaking in regions of expected high dilution



droplet diameter for relatively undiluted and di-
luted regions of cloud, as determined by liquid
water content and ozone mixing ratio (top and
bottom panels respectively). For simplicity, three
different dilution levels are displayed. The distri-
butions show a clear tendency for large droplets
to be preferentially located in diluted regions of
cloud. This can also be seen in Fig. 5c, where
a time history of droplets with diameters greater
than 13 µm is shown. Again, there is a clear ten-
dency for large droplets to be located in heavily
diluted regions of cloud. It is interesting to note
that when an analogous plot as in Fig. 5 is cre-
ated using CDP size distributions (not shown),
the opposite pattern is observed; the tendency
is for larger droplets to be located in undilute
clouds. This is again suggestive that the coin-
cidence problem discussed above extends from
the single samples in Fig. 2a to the global pop-
ulation.

This brings us back to the holograms and size
distributions shown in Figs. 1 and 2. The undi-
luted and diluted distributions in Fig. 2a are con-
sistent with strong inhomogeneous mixing and
subsequent growth leading to an increase in
the mean diameter as well as the large droplet
tail. By further subdividing the diluted volume
into an analysis of individual cloudy filaments,
as is shown in Fig. 2b, we indeed see a strik-
ing consistency with the inhomogeneous mix-
ing hypothesis. Even at centimeter scales the
droplet size distributions are essentially iden-
tical to each other and show little or no evi-
dence of a small droplet tail resulting from evap-
oration. The transition from inhomogeneous to
homogeneous mixing (Lehmann et al. 2009) is
expected to occur at scales on the order of
l∗ = (ετ3p )

1/2, where ε is the turbulent kinetic en-
ergy dissipation rate (per unit fluid mass), and
τp ≈ (2πnDd)−1 is the phase relaxation time
(here, D is the diffusion coefficient of water va-
por in air, taking into account modifications of la-
tent heat release during droplet growth or evapo-
ration). Taking n ≈ 500 cm−3 and d ≈ 10 µm, as
well as ε ≈ 10−3 m2 s−3 obtained from estimates
from the second order velocity structure func-
tion, a transition length scale of l∗ ≈ 6 cm is ob-
tained. Considering that the homogeneous mix-
ing limit is not expected to emerge until length

scales significantly less than l∗, the local micro-
physical behavior observed in Fig. 2b is not un-
reasonable.

4. SUMMARY

Cloud particle volumes measured by the
Holodec instrument during the IDEAS4 cam-
paign are analyzed to study cloud particle size
distributions on microphysically relevant scales.
Holodec measurements are unique in that each
sample represents a statistically significant, “mi-
crophysically local” volume of cloud, allowing for
the study of particle interactions. One fifty sec-
ond pass through a cumulus cloud is selected
to study the variations in cloud particle size dis-
tributions due to cloud dilution from entrainment
and subsequent mixing.

Regions of high and low dilution are deter-
mined from this pass via analysis of liquid water
content and ozone mixing ratio: elevated ozone
mixing ratios correspond to regions of entrain-
ment and dilution. From this, dilute and undilute
regions of the cloud are identified. Analysis of
single holograms identified as dilute and non-
dilute show a larger mean diameter and large-
diameter tail for the dilute case, suggesting the
creation of larger drops through inhomogeneous
mixing processes. This observation is not seen
in size distributions recorded by the CDP for the
same areas, potentially due to spatial averag-
ing and the known coincidence problems. Indi-
vidual size distributions computed for filaments
found in the dilute case show little variation in
statistics, further bolstering the inhomogeneous
argument.

Holograms from the entire pass are divided
up into three levels of dilution based on mea-
sured liquid water content and ozone mixing ra-
tio. It is found that dilute regions of the cloud
tend to have a larger mean diameter and en-
hanced large-diameter tail than non-dilute re-
gions. When total counts of particles larger than
13 µm are compared against dilution, it is ob-
served that regions undergoing the strongest
mixing tend to contain the largest number of
large particles.

The scientific conclusions drawn here are



based on a small sample size, but they serve to
illustrate the new window that Holodec provides
into local microphysical variability. Comparing
droplet size distributions obtained through spa-
tial averaging and through local sampling by
Holodec will lead to improved understanding of
mixing and entrainment, which are known to oc-
cur on spatial scales extending all the way to the
dissipation range (mm-scales).
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1.0  INTRODUCTION 

 
Most of the observations which indicate a 
large discrepancy between observed ice 
particle concentrations and expected ice 
nucleus concentrations have been observed 
in cumulus clouds, and usually in the 
presence of large drops.  Consequently the 
subject cloud of this study should be well 
suited to the study of primary, and 
secondary, ice development. 
 
Rangno and Hobbs (1991) discussing their 
observations of high concentrations of ice 
particles in many clouds at fairly warm 
temperatures (~-10C), state that in particular 
maritime cumulus clouds, and some 
continental clouds, containing drizzle drops, 
or larger raindrops, show a propensity for 
high ice particle concentrations.  In fact most 
of the observations which indicate large 
discrepancies between observed ice particle 
concentrations and measured, or expected, 
ice nucleus concentrations have been in 
convective clouds, and usually in the 
presence of large drops (Mossop (1974), 
Koenig (1963). The production of secondary 
ice particles (ice multiplication) is usually 
invoked to explain these observations, but 
secondary ice processes require the 
development of proto ice (primary ice).  It is 
the purpose of this study to explore the 
development of the requisite proto ice in a 
cloud system that also displays copious 
secondary ice development. 
 
A deep convective cloud system was profiled 
with the instrumented NASA DC-8 on 20 Aug 
2006. Cloud microphysical data were 
obtained on five transects within 23 min., 
nominally at +11C, -2Cto-3C, -11C, -21C, 
and -34C. The focus of this study is tracing 
the development of ice in this cloud system - 
from the arrival at 0C of parcels in updrafts 
with developed warm rain distributions, to the 
copious ice hydrometeor concentrations 

observed at cold anvil levels in this deep 
convective cloud.  Particular attention is here 
focused on the development of first ice, and 
ice multiplication in the layer from -3C to-
11C.   
 
2.0  DATA 
 
Data from numerous instruments are utilized 
in this study, but the primary analysis is of the 
imaging probe data – in particular from the 
SPEC 2DS imaging probe which has a 
resolution near 10um from an 128 element 
photodiode array. In addition to the state 
parameters the high resolution air motions, 
particularly the vertical winds from the NASA 
AMES MMS provide a framework for the 
analysis of the microphysical data in this 
study.  The diode laser hygrometer DLH from 
NASA Langley provides high resolution 
relative humidity measurements in the cloud 
system.  The DC8 aircraft instruments are 
summarized at: 
http://airbornescience.nsstc.nasa.gov/namma
/instruments.html#dlh  Two soundings from 
dropwindsondes were obtained in the 
environment of the subject cloud. 
 
3.0  ORGANIZATION OF CONVECTIVE 

ELEMENTS BY VERTICAL WIND 
SHEAR 

 
 
The vertical shear of the horizontal wind 
exerts a strong influence on the organization 
of convective clouds in the tropics.  It is a 
fairly common observation that new cloud 
turret growth occurs preferentially on the 
upshear flank of a cloud system (Cotton and 
Anthes 1989)).  This organization affects 
several scales from the freshest thermals, or 
updraft pulses, which occur on the upshear 
flank of an individual cloud, to a mesoscale 
organization of individual clouds within a 
convective cloud system.  We see both of 

http://airbornescience.nsstc.nasa.gov/namma/instruments.html#dlh
http://airbornescience.nsstc.nasa.gov/namma/instruments.html#dlh


these organizations in the subject deep 
convective cloud in this study. 
 
The cloud sampling transects with the DC-8 
aircraft were made nominally aligned with the 
general shear vector.  Figure 1 is a radar 
profile showing the general shear of the cloud 
system upshear on the north, to the 
downshear anvil on the south.  It can be seen 
that the  shear creates slope of the 
precipitation cells, and presumably the slope 
of the updrafts as well. 
 

 
Figure 1  Radar profile showing general 

organization of cloud by shear 

The distributions of the high resolution 
vertical winds measured on three cloud 
transects (T=-2C, -11C, and -21C) are shown 
in Figure 2.  The combined distribution of 
these three transects is also plotted. This 
sample was limited to times that are within 
the visible cloud boundaries.  Within the  
cloud boundaries the median updraft velocity 
is very close to +1 m/s on the combined 
sample and on individual transects.  We can’t 
tell from this data set what the lifetimes of an 
individual cloud updraft are; but, it is pretty 
clear that over the 23 minutes of sampling a 
fairly similar distribution of updraft is 
occurring somewhere within this cloud.  
These updrafts are not steady state, but they 
are 

 Figure 2  Distributions of vertical winds (w) for 3 
sampling transects and the combined 
distributions. 
features that are at least quasi steady for 
periods of the order of ten minutes. 
 
4.0 CLOUD MICROPHYSICS AND 

DYNAMICS 
 
This deep convective cloud is characterized 
by a very deep layer of developed warm rain. 
Consequently, the active updrafts arrive at 
the level where T=-2C (basically the freezing 
level) with a developed high water content 
warm rain drop size distribution.  These warm 
rain distributions are formed by balance (or 
interplay  between collision coalescence 
growth, and collision breakup due to 
collisions between medium to large raindrops 
with slightly smaller drops due to their 
difference in terminal velocity.  The largest 
sizes that arrive at the freezing level are 
those sizes that the updraft velocity can loft 
to that level (updraft velocity > drop terminal 
velocity).  In these deep convective clouds 
considerable rainout has occurred below the 
freezing level.  This is apparent from radar 
data from this cloud (Fig. 1), and from radar 
data from similar deep convective clouds with 
deep layers of warm rain throughout the 
tropics, and subtropics. 
 
At levels just above the freezing level the 
terminal velocity of a 0.5 mm raindrop is 2.6 
m/s, and a 4mm raindrop 11.33 m/s.  So, the 
active updrafts in this cloud pretty well 
bracket the range of raindrop terminal 
velocities.  This very important to the ice 
development of this cloud in the layer from 
T=-2C to T=-11C. 
 



A very large fraction of the total aerosol from 
cloud base air, as well as from air later 
entrained into cloudy parcels in the updraft, is 
immersed in these raindrops at T=-2C.  The 
relevant mechanisms are condensation on 
cloud droplets near cloud base, as well as 
subsequent coalescence of raindrops and 
cloud droplets continually forming in the 
updrafts, and scavenging capture of aerosol 
by sweep out of cloudy volumes by raindrops 
falling relative to the updrafts, and 
downdrafts.  Thus, virtually all of the soluble 
aerosol, and a large part of the insoluble 
aerosol, is immersed in these raindrops 
arriving at the freezing level. 
 
Figure 3a shows the vertical wind (w), and 
the relative humidity w/r to water for the 
transect at T=-2C.  In this figure upshear is to 
the right, and downshear to the left.  There 
are two active updraft regions of cloud on this 
transect, and both display relative humidities 
above water saturation.  There are some 
missing humidity data around 65720s.  
Figure 3b shows the SPEC 2DS 
concentrations of cloud droplets in two size 
ranges, and the concentrations of rain drops 
in two size ranges.  The concentration of 
small (<25um) cloud droplets is 30-60 cm-3, 
and the concentration of cloud droplets (D 
(25-105um)) is 10-19 cm-3.  In this all water 
transect the an otherwise unedited sample 
showing the raindrops and the small cloud 
droplets sampled in their environment.  Each 
strip has a vertical dimension of 1.28 mm.  
small cloud droplets are virtually absent outof 
the active updraft regions 
 
Figure 3c shows what 2DS images look like 
in an all water warm rain active updraft 
sectionof the cloud.  These samples have 
had only obvious artifacts (splashes, etc.) 
removed, and are The small solid droplets 
are in the depth of field of the sample, butthe 
characteristic donuts are not.  Under the uni-
modal laser illumination used in this, and 
other imaging probes, any particle image out 
of  the depth of field collapses to this donut 
shape.  These are images of real particles, 
but out of focus.  A method is used in the 
data reduction to reconstruct the actual sizes 
of these particles.  This pass at T=-2C is all 
water, with the exception of the downdraft 
region near 65700 which displays some ice 
images (not shown). 

 
Now that we established that the updrafts at 
T=-2C are all water with high concentrations 
of large drops, we will explore what happens 
after the cloud parcels transit through the 
critical region from this level to T=-11C.  
Figure 4a shows the vertical wind (w) and the 
rh w/r to water for the transect at T=-11C.  
Here upshear is to the left, and downshear to 
the right.  
The rh w/r to water trace touches the 100% 
line in the active updrafts, but is not as high 
as in figure 3a.  This transect is just above 
the needle ice multiplication region (-3C to -
8C) and in the column growth region.  It is 
still a region of supercooled droplets and 
considerable riming.  The upshear regions of 
active updraft are still characterized by high 
concentrations of supercooled cloud water 
droplets, even though the humidity 
measurement only shows two incursions 
above 100% relative humidity with respect to 
water. 
 
Figure 4b contains plots of the concentrations 
of medium to large hydrometeors 405-805 
um, and >805 um, and <25 um and 25-105 
um cloud droplets.  On this transect the cloud 
is more continuous, but still divides into two 
areas, or entities.  The concentrations of the 
two sizes of cloud droplets are 80/cm3 and 
10 cm-3  in the extreme upshear edge 
updraft, then 30 cm-3 and 5 cm-3 in the 
further downshear but active updrafts, then 
very much lower in the regions just 
downshear of the active updrafts.  The 
concentration of large hydrometeors (>805 
um) are about 2/liter uniformly across the 
transect.  The concentration of 405-805 um 
hydrometeors are 40-50 /liter in the active 
updraft regions but then peak at 70-80 in the 
regions downshear of the active updraft 
regions. 
 
Figure 4c,4d, 4e, and 4f show a sequence of 
2DS image data samples across this 
transect.  First of all the large hydrometeors 
are all ice on this entire transect, and appear 
to be recently frozen but rimed drops.  The 
characteristic semicircle shape of a drop that 
shattered on freezing are fairly common 
among the large hydrometeors.  There is 
evidence of coalescence of these frozen 
drops, which is consistent with warm drop 
surface temperatures.  The image samples 



on the extreme upshear edge show drizzle 
size liquid drops, so there is some small 
amount of liquid making it through this layer. 
In the active updraft regions there is evidence 
of supercooled cloud droplets, presumably 
the result of new condensation in the active 
updrafts. But, in between and downshear of 
these active updrafts; lo and behold there are 
copious concentrations of columns.  Any 
evidence of supercooed water droplets is 
gone, and the concentration of columnar ice 
very high (Fig. 4e).  The surface of the large 
graupel in these regions displays evidence of 
columnar growth on the surface of the 
graupel (Fig.4e middle).  This clear evidence 
of ice multiplication, consistent in principle 
with the scenario outlined by Hallet and 
Mossop (1974) 
 
The two right panels of figure 4f are from a 
transect of T=-21C and clearly show dendritic 
growth spicules on the surface of this large 
graupel.  Mechanical collision fracture of 
such hydrometeors could easily be a source 
of additional ice particles at colder cloud 
temperatures. 
 
 
5.0 FREEZING DROPS AND PROTO  ICE 
 
Figures 4c through 4e strongly suggest that 
the proto ice particles in this cloud are frozen 
drops riming by collecting supercooled liquid 
cloud droplets made available in the active 
upshear updrafts.  In Fig 5a the measured 
vertical winds (w)from this transect of parcels 
arriving at(T=-2C) has been added to the 
terminal velocities of a range of raindrop 
sizes (0.3mm to3mm).  In the figure it can be 
seen that only in the active updrafts are any 
hydrometeors moving up in this cloud.  
Everywhere else raindrops of all sizes are 
moving down is space.  And in the active 
updrafts they are moving up at a velocity of w 

minus their terminal velocity.  Figure 5b is a 
plot of only the up part of curve and on the 
right ordinate axis is indicated the time it 
would take raindrops of various sizes to rise 
through (transit) a 500m vertical layer.  Of 
course this assumes a steady state vertical 
wind, or at least a quasi-steady updraft 
structure.  This is not strictly applicable 
because the cloud is a very active dynamic 
changing entity.  Even though the structure is 
not steady state the vertical wind distributions 
are stable and the lifetime of the updrafts 
probably have a lifetime of the order of at 
least 10 minutes.  The concept is that 
raindrops (hydrometeors) move through a 
layer at w – Vt.  Thus when the w 
approximately equals Vt, the motion in space 
is very slow and those hydrometeors have a 
long residence time in a layer.  The data of 
this study show that this is a very common 
occurrence in this cloud, and indeed probably 
in most maritime convective clouds. 

Figure 5a  Vertical wind minus terminal velocity 
for a range of rain drop sizes 



 
Figure 5b  Time to transit a 500m layer – moving 
up through ice multiplication zone 

 
This concept has significant ramifications for 
the freezing of rain drops. I submit that any 
place and any time in for example the -2C to 
-11) in this cloud, or any similar cloud, that 
the  updraft velocity (w) is of the same order 
as the raindrops terminal velocity, those 
hydrometeors will have a significant dwell 
time in that temperature stratum.  
 
The ramifications for freezing are that due to 
the long residence time, the temperature 
equilibration of the drop with it’s environment 
has a long time, and also the transfer of 
latent heat from the surface of the freezing 
drop also has a long time.  Likewise, the ice 
nucleation of the drop has a long time.  So, 
now nucleation can be by immersion 
freezing, contact  freezing, etc. as the time 
constraints are considerably relaxed. 
 
The ramifications for secondary ice 
production are also profound.  Say, a riming 
frozen drop (graupel or ice pellet) has a 
terminal velocity that just matches w in the 
updraft; the rate of riming is controlled 
entirely by Vt, and even though the 
hydrometeor is stationary inspace and stays 
at a constant environment temperature, this 
frozen drop will rime at a collision rate 
determined by Vt times it’s cross sectional 
area. The time spent by a riming 
hydrometeor in the layer -3C to_8C could be 
very long, and that the collision rate is 
controlled by Vt regardless of the w, has 
profound implications for secondary ice 
production by Hallett-Mossop. 
 

This concept of long residence time explains 
many of the observations in this cloud, eg. all 
large hydrometeors at the -11C level appear 
to be frozen drops.  Also, the observation that 
parcels in slightly more aged weaker updraft 
regions of the cloud contain evidence of a 
secondary ice production mechanism. 
Portions of the cloud system at -11C have 
very high concentrations (~100/l) of columnar 
crystals, consistent with an Hallet-Mossop 
secondary ice production mechanism.   
 
Summarizing the ice development in this 
cloud between -2C and -11C,  the first ice 
development  is frozen drops.  These drops 
rime heavily in the active updrafts in the -3C 
to -8C layer.  These smaller crystals grow 
rapidly to columns and populate slightly aged 
regions of the cloud at -11C.  Ice needles 
were not observed, but this could be that the 
instrument was not capable, or that the cloud 
was not observed at-5C. 
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Figure 3a  Vertical winds for cloud transect 2-3 at T=-2C  and the relative humidity w/r to 

waterUpshear is to the right and downshear  to the left.  There are missing rhw data near 65720s. 

Figure 3b   Concentrations of cloud droplets D<25 um, and D 25-105 um; and rain drops D> 

805 um and D 405-805 um 

  



Figure 4a   Cloud 4 transect at T=-11C, vertical wind and relative humidity w/r to water 

Figure 4b  Concentrations of cloud droplets D<25 um, and D 25-105 um; and large hydrometeors D> 

805 um and D 405-805 um. 

  



Figure 3c Cloud 2-3 transect  2DS image samples at 65659s, 65669s, 65672s, illustrating images in all 

rain at T=-2C.  Size is indicated by horizontal bars which are dimension of 1.28 mm apart. 

Figure 4c Cloud  4 transect  2DS image samples at 65921s, 65923s, 65928s, illustrating images in 

upshear active updrafts  at T=-11C.  Size is indicated by horizontal bars which are dimension of 1.28 

mm apart. 

 

Figure 4d Cloud  4 transect  2DS image samples at 65931s, 65934s, 65939s, further illustrating 

images in upshear active updrafts  at T=-11C.  Size is indicated by horizontal bars which are 

dimension of 1.28 mm apart. 



 

Figure 4e Cloud  4 transect  2DS image samples at 65940s, illustrating images in active updrafts  at 

T=-11C and transition to columns in images at 65960s, 65961s.  Size is indicated by horizontal bars 

which are dimension of 1.28 mm apart. 

 

 

Figure 4f Cloud  4 transect  2DS image sample at 65961s, further illustrating images in column 

region, and images from cloud transect 5 at T=-22C illustrating dendritic growth spicules on graupel 

in images at 66258s.  Size is indicated by horizontal bars which are dimension of 1.28 mm apart. 
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1. INTRODUCTION

Since the launch of TRMM satellite, it has
been possible to evaluate the 3D structure of
precipitation in the tropics by the means of
the Precipitation Radar (PR) and the liquid
and ice content in the column by the TRMM
Microwave Imager (TMI) (Kummerow et al.,
1998). With the use of the Lightning Imag-
ing Sensor (LIS) on board TRMM (Christian
et al., 1992) it has been possible to identify
and quantify the thunderstorms in the tropics.
For example, Cecil et al. (2005) found ap-
proximately 6 million storms that were classi-
fied into 5 categories according to their light-
ning severity. 97.6% of them presented weak
radar reflectivity echoes, weak microwave
brightness temperature signatures and low
lightning flashes (< 1 flashes.min-1). Over
the continent, 10-15% of the storm pre-
sented lightning, while over the ocean only
1% (Toracinta and Zipser, 2001; Zipser et al.,
2006). Petersen and Rutledge (2001) in-
spected the 3D precipitation structure asso-
ciated with thunderstorms observed in the
continent and ocean over 22 regions, and
found that maritime system do not vary con-
siderably, but the more continental storms
were associated with some variability above
the freezing level.

This work is a preliminary study that aims
to analyze the 3D vertical precipitation struc-
ture of the thunderstorms observed by the
TRMM-PR and LIS over the South America.
In this article, the 3D structure is evaluated
in respect to the number of events detect
in each lightning flash to seek some under-
standing that might explain why there flashes
with more or less strokes.

2. METHODOLOGY

To depict the thunderstorms in South
America, this study combines TRMM PR and
LIS measurements, such that for every event
detected by LIS, coincident 2A25 radar re-
flectivity profiles were extracted during the
period of 1998 and 2010. The dataset were
bounded by 10N-40S and 91-30W, covering
mainly South America and part of Central
America.

As LIS detects the momentary brightness
changes in the clouds associated with the
emission that results from the dissociation,
excitation and recombination of atmospheric
constituents, in response to occurrence of
lightning (Christian et al., 1992), several light-
ning parameters are used to characterize a
lightning stroke: Events - single pixels that
exceed the LIS threshold; Groups - clusters
of contiguous events within a frame; Flashes
- clusters of groups within 330 ms and 5 km;
Areas - clusters of flashes. For this study, we
use LIS lightning flashes that are used to de-
fine the lightning position and the number of
events within the flash to evaluate the sever-
ity of the thunderstorm.

Based on the lightning positions (lati-
tude and longitude), we extracted the near-
est (<5km) 2A25 radar reflectivity profile,
the respective rain classification (Convec-
tive, Stratiform or others), and the number
of groups and events associated with each
lightning flash. Based on this approach it
was possible to built a database of 1.375,478
radar reflectivity profiles that were associated
with lightning flashes. According to the 2A25
rain type classification, 71% of those profiles
were convective and 17% stratiform, while
the remaining 12% were classified as “oth-
ers”.
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Later, the vertical profiles were grouped
in event groups of 1-2, 3-5, 6-9, 10-17 and
greater then 17. Each event class had a rel-
ative frequency of approximately 20%. Thus,
with correspondent event profiles we created
2D histograms, known as CFADs , (Yuter
and Houze Jr., 1995). The histograms were
binned in 1 dBZ intervals for radar reflectivity
factor and 0.25 km in altitude. Finally, the his-
tograms were normalized by the altitude and
cumulative distributions for each CFAD were
evaluated as well.

3. RESULTS

The first step to explore the morphology
of South American thunderstorms will be re-
lated to the number of strokes on a single
flash as determined by LIS algorithm. In prin-
cipal, more strokes per flash would imply in
higher charge densities in the column, i.e.,
more charged particles. In theory the return
stroke lowers most of the charges from the
first charge center and if the neutralization
does not happen, sub sequent (dart leader)
strokes would lower the remaining charges
from the first center or at high levels. There-
fore, more strokes per flash could be related
to some thunderstorm severity, simply be-
cause charge density is related to hydrom-
eteor type and concentration. As conse-
quence, the profiles were sorted according
to the number of events and the main precip-
itation characteristics are summarized on the
panels of Figure 1 and Table 1.

As the number of strokes increases, the
profiles become more convective, i.e., start-
ing at 51% with 1-2 strokes up to 80% for
more than 17 events, Table 1. It is also
important to note that there is an increase
of more than 20% just from 1-2 class to 3-
5 strokes. Convective profiles are usually
associated with more ice aloft, graupel, ice
particles and super-cooled water droplets in
the mixed zone (0 to -20◦C) and higher rain
volumes. Therefore, this convective nature
would imply that higher stroke rate might be
related to the strength of the thunderstorm.
In this sense, the profiles should reveal some
of these features.

To better explore the 2D histograms
(CFADs), cumulative distributions were com-
puted for each altitude and regions with same

cumulative frequencies were plotted. By do-
ing this exercise it is easier to determine the
position of the 50% probability (median) or
the extremes. Figure 1 shows these nor-
malized radar reflectivity CFADS for all the
5 stroke classes as a function of height. The
black line in each plot corresponds to the me-
dian value.

By inspecting the regions that represent
the cumulative frequencies of 30 to 70%
(40% of the sample), orange contours, Fig-
ure 1, it is possible to note a shift on the
vertical profiles as the number of strokes in-
crease. For instance at lower levels (below
4km) and at the mixed/middle region (5-7km)
we find an enhancement of both the rain
volume and ice/graupel/super cooled water
droplets particles. At higher levels, above 7
km, the distribution gets narrow and little bit
more intense. Table 1 presents a summary
of the radar reflectivity intervals for each of
the 5 event classes.

Table 1 – Radar reflectivity interval for a
cumulative frequency of 30-70% for different

stroke classes and heights. The last two
columns show the convective and stratiform

fraction for each stroke class.

stroke 7-9Km 5-7Km 2-3Km Cv St
cls. [dBZ] [dBZ] [dBZ] [%] [%]
1-2 22-32 24-35 30-40 51 19
3-5 23-33 27-37 33-41 73 16
6-9 24-32 27-37 33-42 76 15

10-17 24-32 27-37 33-42 78 15
>17 24-31 27-36 34-42 80 15

For the profiles that had more than 3
strokes, it is possible to observe that the re-
gions of 30-70% cumulative distribution are
getting narrow at higher altitude and to a less
extent at surface. As the number of strokes
increase, the distributions are tightening to-
wards the median value with height. This
narrowing might indicate the presence of one
to few ice species in contrast to broaden dis-
tributions. As a consequence, the electrifica-
tion process might become more efficiency if
those particles collide with the graupel in the
layer below.

Despite that, it is also observed that at 2-
3 km height, the radar reflectivity increases
as the number of strokes raises and the con-
trary is observed at 7-9 km height. This pro-



file bounce could be attributed to the efficient
hydrometeor growth. The ice particles aloft
collide with the graupel and super cooled
droplets, so both accretion and aggregation
can take place simultaneously. In fact, we
do see an increase in radar reflectivity that
might be related to the appearance of large
graupel and ice splitting between 5 and 7 km
height. As the particles melt and become wa-
ter we do observe a precipitation enhance-
ment near the 0◦C isotherm and between 2
and 3 km height.

Finally, Figure 2 shows the lightning dis-
tribution and density of the flashes with the
different strokes classes. The southern part
of Brazil and northern Argentina presents the
highest frequency of flashes with one and
two strokes, Figure 2a coincide with the re-
gions that had the most intense thunder-
storms (Cecil et al., 2005). This region is
affected by Mesoscale Convective Complex
(MCC) and frontal systems that besides hav-
ing a lot of lightning discharges are known to
have more than 50% of stratiform precipita-
tion.

By increasing the number of strokes, Fig-
ure 2b-c-d, more thunderstorms are pre-
sented on the central and northern part of
Brazil, but to higher stroke density (> 18
strokes/flash), mainly Argentina and Colom-
bia show signification distributions. Central
and northern areas of Brazil have the oc-
currence of both Mesoscale Convective Sys-
tems (MCS) and localized convection and
depending on the season some of these sys-
tems are more frequent and are more con-
tinental and convective, which is consistent
with the results on Table 1.

4. CONCLUSIONS

The vertical profiles associated with
flashes that had 1-2 strokes presented the
most variabilibity in comparison with the
more intense lightning. This variability was
more evident at 5 km height, region where
we would expect the interaction between ice
particles, graupel and super-cooled water
droplets and consequently the charge electri-
fication region. Despite the fact that the verti-
cal radar reflectivity profiles presented great
variability for the weak flashes (1-2 strokes),
these profiles showed a strong signature of
less dense ice particle aloft and were con-
centrated in southern Brazil and northern Ar-
gentina. This region is known to have MCCs
and frontal systems and could explain the low
values of convective profiles found, since it
prevails the stratiform profiles.

As the number of strokes increase, the
radar reflectivity profiles enhanced in magni-
tude, specially between 2-3 km and to less
extent at high altitudes. And most impor-
tantly, the radar reflectivity distribution got
narrow with height which implies in a reduc-
tion of the number of ice species. Therefore,
enhancing the collision and charge transfer-
ring that can explain the higher concentration
of strokes.
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Figure 1: Cumulative distributions of the normalized radar reflectivity CFADs as a function of height for 1-2, 3-5, 6-9,
10-17 and > 17 events per flash. The black line indicates the median value (50%).
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Figure 2: Spatial distribution of the flashes that that 1-2, 3-5, 10-17 and more than 18 strokes. The colors represent
the relative frequency of occurrence.
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1. INTRODUCTION 
 
The use of coulomb’s law to study cloud 
structure is not new. It was employed by 
Jacobson and Krider, (1976) and 
Livingston and Krider (1978) to study the 
electric cloud structure of thunderstorm by 
using electric field network in Florida.  
 
During November and December a 
network of electric field mill and data of a 
polarimetric radar (X-band) were used to 
infer the cloud structure of thunderstorms. 
We tried to find a isolated small 
thunderstorm to simplify the problem of 
using coulomb’s law (Stolzenbourg et al 
1998, Stolzenburg, and Marshall, 1994). 
 
The approach used was to solve the 
inverse problem (Tarantola, 1987) of 
coulomb’s law. This is not a trivial problem 
and requires the knowledge of  the region 
were the electric charges could be, inside 
the thundercloud. This optimizes the 
computational effort because it localize the 
seed for start the solution of z coordinate 
too close of the true region. Radar images 
gives that seed.  
 
 
2. METHODOLOGY 
 
It was installed a network of electric field 
mill  close to a polarimetric radar in São 
José dos Campos. Four sensors with 
distance varying between 1 to 2 km were 
installed (See Table 1). In figure 1 we see 
the localization of this network and the 
Radar, represented as a white circle with 
black concentric circunferences centered 
in a position marked as XPOL. In Figure 1 

(a),  we see the representation of the 
network and radar image. The scale of 
colors represents the reflectivity of the 
radar. In Figure 1 (b) we represent the 
detailed image of radar with concentric 
circles  with radius multiple of 10 km. 
 
The thunderstorm occurred at 19:30 GMT 
and was monitored by several 
equipments, like LINET, STARNET, LMA, 
BRASILDAT.  
 
Table 1. Localization of sensor 
 
Site - name latitude longitude 

Meteorology 

(INPE) - met 

-

23.211283 

-

45.860278       

Batalhão e 

Infantaria da 

Aeronáutica 

(BINFA)- bin 

-

23.209431    

-

45.880862       

Aeroport - aer -

23.224739    

-

45.862521       

Pequenópolis 

School - peq 

-

23.201461    

-

45.873773  

 

 
A sequence of images like that presented 
at figure 1 and b were mounted at every 
six minutes and were used to estimate the 
coordinate x and y of the electrically active 
region of cloud (reflectivity greater than 40 
dBZ).  
 



 
                                (a) 
 

 
                                   (b) 
Figure 1. a) representation of network and 
radar position in a georeferenced map; b) 
the radar reflecitivy associated to the 
thunderstorm of 29 nov 2011 at 19:30 
GMT is shown right down. 
 
 
The coordinate z of the charge centers 
were chosen between 2000 and 10000, 
and calculations of electric charge q at 
every center were performed by using 
 

q = (RT.R)-1.RT. E          eq (1) 

 

 

where 

Rij 2k
zj zi−( )

xj xi−( )2 yj yi−( )2+ zj zi−( )2+ 

3

2

⋅:=

eq (2) 

 

R is a    i x j matrix and i refers to the 

position of sensor on ground and j to 

the charge center and k= (1/4πεo)  with 

εo being permissivity of vacuum; q is a 

i x 1 matrix and E is a  j x 1 matrix of 

measurements. 

 
Then we used the calculated electric 
structure to recalculate electric field on 
ground, Eci,  by using  
 
Eci =  Σij (Rij ⋅ qj)            eq.(3) 
 
and compare the measured electric field at 
every field mill with that calculated one, by 
using 
 
η = Eci/Ej  eq (4) 
 
maintaining 0 ≤ η  ≤ 0.1. 
 
We arbitrarily adopt the dipolar structure. 
The results are presented in next section.  
 
 
3. RESULTS AND DISCUSSION 
 
Figures 2, 3 and 4 shows the fit of the 
curve for 5 points.   
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Figure 2. Measured Ei (line) versus 
Calculated Eci (x) at Aeroporto position. 
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Figure 3 . Measured Ei (line) versus 
Calculated Eci (x) at BINFA position. 
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-800

-700

-600

-500

-400

-300

-200

-100

0

19 19.5 20 20.5 21 21.5 22

H o u r  ( d e c i ma l )

E 2 (V/ m)_peq

E 2cal cpeq

 
Figure 4. Measured Ei (line) versus 
Calculated Eci (x) at Escola Pequenópolis 
position. 
 
The two points that were not fitted 
between those points of figures 2, 3 and 4 
correspond to situations where it was not 
possible to localize precisely charge 
center’s in radar image.It would be very 
difficult to find a solution that could be 
physically reasonable with only few 
measurements. The last point was poorly 
fitted because of the same difficulty, and 
several essay were proceeded. The cloud 
was already  too complicated to get a 
reasonable solution. 
 
 
4. CONCLUSIONS  
 
We used data of dense electric field mill 
network (distance between sensors ~ 1.5 
km) and data of polarimetric radar to 
investigate the electrical structure inside a 
thunderstorm cloud occured in 29 
november 2011. The main conclusions 
are: 

 
1. The inverse problem of Coulomb's 

law is a reasonable tool to find  the 
structure of charges inside the 
cloud (position and magnitude of 
electric charges). 

2. Temporal data of three sensors 
(BINFA, Esc. Pequenópolis and 
Aeroporto) were  reasonably fitted 
by the recalculated electric field.  

3. Results show a cloud with inverted 
dipole with electric charge varying 
between -13 C and -78 C (heigth 
from 4800 to 7900 m),  and 15 C 
up to 54 C (height from 2800  to 
5000) for negative and positive 
centers  respectively. 
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1. INTRODUCTION 
 
The trade wind region is of great research 
interest for its significant share in the 
planetary radiation budget (Medeiros et al. 
2008), and its role in fueling the atmosphere 
overturning circulation (Tiedtke et al. 1988). 
The trade wind cumulus convection is 
important for moistening and deepening the 
boundary layer (Stevens 2005). Various 
literature has contributed to representing the 
development of non-precipitating trade wind 
cumulus (Betts 1975, Albrecht et al. 1979), 
however, the precipitating trade wind 
cumulus is less studied due to the difficulties 
in representing the precipitation process. 
 
Previous studies have assessed the 
precipitation efficiency of the precipitating 
trade wind cumulus from observations (Short 
and Nakamaru 2000, Snodgrass et al. 2009, 
Nuijens et al. 2009), and tested the sensitivity 
of the precipitation process to the 
environmental forcing and aerosol conditions 
(Stevens and Seifert 2008, Xue et al. 2008, 
Nuijens and Stevens 2012). Zuidema et al. 
(2012) documented cold pools–the region of 
drier and colder (negative buoyant) air 
relative to the environment–that associated 
with convections reaching 4-5 km and 
precipitating at rates exceeding 2 mm hr−1, 
during Rain in Cumulus over the Ocean 
(RICO) experiment. Their analysis 
highlighted multiple impacts on the boundary 
layer that related to the evolution of cold pool, 
such as the presence of multiple inversions 
within the cloud-free zones, and the recovery 
of the surface air temperature with little 
accompanying change in the surface 
moisture. Inspired by the observational 
analysis, we seek to address these leading 
scientific questions with a modeling study: 
How much do the surface fluxes account for 
the increase in cold pool stable layer mean 
buoyancy? How much impact does the cold 
pool generated mechanical lifting have on the 
convective triggering, at different stage of the 
convection? We answer these questions 
using a nested WRF simulation, focusing on 

selected 4 cases for cold pool recovery 
process study, and another 1 case for cold 
pool invigorating convection study. 
 
2. DESCRIPTION OF WRF SIMULATION 

	  
Figure 1 The location of 33 simulated cold pool at 
their initial stage as marked by closed black circle 
on top of the mean water vapor path of the day 
(shaded contours). Arrows indicate mean wind 
direction at 10 m. 

We use the Weather Research and 
Forecasting model (WRF) to simulate 30 
hours period during RICO, from 0000 UTC 19 
January 2005 to 0600 UTC 20 January 2005 
(allow first six hours for model spin-up). This 
day was selected because it has been 
previously analyzed (Abel and Shipway, 
2007; Snodgrass et al. 2009). The National 
Centers for Environmental Prediction (NECP) 
reanalyses of 1 degree resolution available in 
every 6-hour is used to supply the initial and 
lateral boundary conditions for this 
simulation. Thompson scheme (Thompson et 
al. 2008) is used for cloud microphysics, and 
the sea surface temperature (SST) is 
prescribed from the NCEP Global 
Tropospheric Analyses and updated every 6 
hours. One parent domain and four two-way 
nested domain that centered at 61.7◦W 18◦N 
were configured with nesting ratio of 1:3. The 
nested domain simulation allows the model to  
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explicitly resolve turbulent scale processes in 
the innermost domain, while also reacting to 
realistic large scale forcing imposed on the 
parent domain and transported inwardly. The 
results from the innermost domain are 
analyzed in this study. The innermost domain 
has 241×241 mesh grid, horizontal resolution 
of 100 m, and vertical resolution varies from 
6.5 to 200 m below 4 km. 
 
3. VALIDATE THE SIMULATION WITH 
OBSERVED COLD POOL PROPERTIES 
 
Under the influence of a dissipated cold front, 
the boundary layer condition was presumably 
more pronounced on the day of 19 January 
2005, nevertheless, the observation has 
reported precipitating convections all below 
the melting level (Zuidema et al. 2012). 
Therefore, the cold pools of this day are still 
representative of the cold pools generated by 
warm rain process during the observational 
period from 9 January to 24 January. The 
domain has low level northeasterly mean 
wind on this day, and in total 33 shallow 
convection cold pools, which are identified by 
their surface temperature depression (Figure 

3). Despite the subtle change in gradient of 
mean water vapor path, the cold pools are 
favorably located at the side of higher mean 
water vapor path. To acquire analogous 
result as the ship measurement documented 
in Zuidema et al. (2012), we select one grid 
point on each cold pool propagation path, 
and calculate the maximum change in 
surface property on this grid point while the 
cold pools passes over, using the surface 
property of the time right before the onset of 
surface rain as reference. The surface 
changes in temperature, specific humidity, 
wind speed, sensible and latent heat fluxes, 
and Bowen ratio are similar for the simulated 
and observed (from 16 days) cold pools 
(Figure 2). The ratio between the change in 
surface specific humidity/θe and temperature 
is slightly lower in the simulation than 
observation, with the simulated results being 
more scattered. This may be due to the cold 
front disturbances within the simulated short 
period of 24 hours. Also, similar to 
observation, the simulated change of Bowen 
ratio is more sensitive to the change of 
sensible heat flux than latent heat flux. 
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Figure 2 For 33 cold pool cases from WRF simulation (closed circles and triangles), and 37 
cases from RICO observation (open circles and triangles): maximum change of surface water 
vapor mixing ratio, θe, and surface wind speed plotted as function of the maximum change of 
temperature at 2 m (for simulation); the change of surface sensible, latent heat fluxes plotted 
against the change of Bowen ratio. Solid (dotted) lines indicate the linear square fit of data 
from the simulation (observation). 



4. COLD POOL BOUNDARY LAYER 
RECOVERY 
 
The cold pool is “a region or ‘pool’ of 
relatively cold air surrounded by warmer air”. 
In order to trace the change in mean 
buoyancy of the cold pool stable layer, we 
identify the cold pool size and average depth 
by the interface of neutral buoyancy. Where 
the buoyancy is calculated from the 
temperature and water vapor mixing ratio 
relative to the mean, plus liquid loading, 
following Weisman and Rotunno (2004). 
Within the identified cold pool volume, the 
buoyancy is negative. 
Case Number 1 

 
2 3 4 

Average 
Diameter (km) 

2.2 
 

2.9 
 

4.0 
 

3.9 
 

Average 
Depth (m) 

141 
 

219 
 

224 
 

147 

Average LHF 
(W m−2) 

81 
 

78 
 

112 
 

112 

Average SHF 
(W m−2) 

5.8 
 

6.5 
 

10.3 
 

10.7 
 

Table 1 Characteristics of the 4 cases averaged 
over the period of interest. 

In this section, we study the period with no 
precipitation upon the cold pool, so to focus 
on the recovery process of the cold pool 
stable layer, and exclude the intensification of 
cold pool due to precipitation. We examine 
the evolution of 4 such cold pool cases  
(Figure 3) from the time when the mean cold 
pool buoyancy begins to increase, to the time 
the cold pool surface area reaches the 
maximum size. The 4 cases have average 
diameter from 2.2 to 4.0 km that is 
significantly smaller than observed cold 
pools, implying faster recovery than the 
observation. 

 
Figure 4 

€ 

Δθ v  and 

€ 

Δθ v( flux ) of entire cold pool 
volume at different time (1 minute interval ). 
Different symbols represent for 4 cases. 

 
The surface fluxes and turbulent mixing with 
the environment are considered the two main 
processes of cold pool boundary layer 
recovery (Ross et al. 2004). To distinguish 
between these two mechanisms, we 
calculate the accumulated increase of mean 
cold pool buoyancy due to the surface fluxes 
at each time step (

€ 

Δθ v( flux )), and compare the 
results with model simulated values at 
corresponding times (

€ 

Δθ v ). Both 

€ 

Δθ v( flux ) 
and 

€ 

Δθ v  equal to 0 in the beginning, and 
increase with time (Figure 4). For case 2, 3, 
and 4 that have 

€ 

Δθ v( flux ) less than 

€ 

Δθ v , the 
difference between the two represents the 
least mean buoyancy change caused by the 
mixing with environment. It can be estimated 
that the mixing process accounts for about 
30% to 40% of the total cold pool recovery for 
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Figure 3 The surface negative (dark shaded) and positive (light shaded) buoyancy field of 4 cases at the 
beginning of the interested period. The cold pool surface region is stippled in red. Solid line indicate the path that 
the center of the cold pool propagates during the period of interest. 



these 3 cases. While in case 1, the surface 
fluxes are sufficient to account for the total 
change in mean buoyancy.  
	  
Cold pool that has greater exposure relative 
to its volume recovers faster. For example, 
case 4 is similar to case 1 in average depth, 
but much larger in average size, resulting in 
faster increase of 

€ 

Δθ v . For case 3 and 4 that 
have similar averaged size and surface 
fluxes, the recovery of case 4 is still faster, 
because case 4 is much shallower.  
 

 

 
Figure 5 The mean temperature (upper panel) 
and water vapor mixing ratio (bottom panel) of the 
4 cold pool cases at each time step after the 
increase of mean cold pool buoyancy. Symbols 
represent different cases as in Figure 4. 
 
The mean temperature and humidity of the 
cold pool change in different ways during the 
recovery process. While all cases have cold 
pool mean temperature increases 
continuously with time, the mean humidity 
change is inconsistent among cases (Figure 
5). This is similar to the observations during 
RICO (Zuidema et al. 2012). Since the 
surface fluxes enhance both the temperature  
and humidity, the decrease in humidity must 	  
due to the contribution from the mixing with 
drier environmental air. Therefore, in general, 
the mixing process enhances mean 
buoyancy of the cold pool mainly by 
enhancing the mean cold pool temperature. 
	  
5. INVIGORATION OF CONVECTIONS AT 
COLD POOL FRONT 
 
It is often observed in the trade wind region 

that new convections form ahead of the 
existing one, creating the updraft and 
downdraft pair following the leading part of 
the convection. While in theory the lidar-
derived air velocity cannot be clearly 
separated from the hydrometeor motions, an 
updraft region at the front of the convection is 
still clearly shown in an observed example 
from 19 January (Figure 6). The low level 
convergence at the cold pool front can 
generate updraft, thus invigorate the 
convection. However, it is rather difficult to 
judge from the observation that whether the 
updraft is merely generated by positive 
buoyancy, or with the help of horizontal 
convergence. We focus on one simulated 
case (from 1500 to 1540 UTC) that is 
accompanied with precipitation through its 
lifetime, to evaluate how much of the mean 
positive vertical velocity at the cold pool front 
is due to the convergence. 
 

	  
Figure 6 RICO ship based X-band radar SNR 
(shaded contours) and lidar observed vertical 
velocity (positive in red arrow, negative in blue 
arrow). Distance on x axis is converted from the 
time, ship speed and wind speed, increasing 
along the mean wind direction. 

Left column in Figure 7 shows the updraft at 
the front boundary of the cold pool, with the 
maximum mean low level convergence 
located roughly at the middle of x axis. Since 
the horizontal velocity along the propagation 
direction is much larger than the cross wind, 
the convergence in the cross wind direction is 
omitted. We estimate the convergence 
generated vertical velocity (“Conv w” in right 
panels, Figure 7) by calculating the difference 
between the horizontal wind averaged over 
the left 1 km and right 1 km shown in the plot. 
The result is compared with the simulated 
vertical velocity averaged horizontally over 1 
km range centering at the middle of x axis 
(“Ave w” in right panels, Figure 7). The rate of 
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Ave w increasing with height is enhanced at 
the level of positive buoyancy when the 
convection is still active, indicating the 
importance of buoyancy generating vertical 
velocity at this stage of convection (top two 
panels Figure 7). The convergence 
generated vertical velocity becomes 
prominent at later stage of the convection, 
shown as the significantly reduced difference 
between Ave w and Conv w (two bottom right 
panels, Figure 7). At 2123 and 2129 UTC, 
the cold pool substitutes the sub-cloud layer 
with negative buoyant air, suppressing the 
generation of low level positive buoyant 
updraft (two bottom left panels, Figure 7) The 
revival of Ave w from 2123 to 2129 UTC, 

which is mostly contributed by the 
convergence (two bottom right panels, Figure 
7), indicates that the convergence is able to 
support updraft even without the help of 
positive buoyancy. 
 

6 CONCLUSIONS 
 
In this abstract, we present part of our 
detailed study on simulated trade wind 
cumulus cold pools, from their recovery 
process to their influence on the related 
convections. The limited case studies we 
have examined to date suggest that, the 
surface fluxes can account for large portion 

Figure 7 Left column: the cross section (along the propagation direction) of positive (light shaded) and 
negative (dark shaded) buoyancy, and wind vectors with the hori- zontal mean subtracted from the horizontal 
component (blue arrow) from 2111 to 2129 UTC (top to bottom) with 6 minute interval. The cold pool volume 
is outlined in thick black contour. The x axis value increases along the mean wind direction. 
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of the cold pool buoyancy recovery. The 
recovery is faster for expansive and shallow 
cold pools (e.g., case 4). The mixing process 
enhances the mean cold pool buoyancy 
mainly by increasing the temperature. The 
mean positive vertical velocity generated by 
cold pool front convergence becomes more 

prominent toward the later stage of the 
convection. This is due to the suppression of 
low level positive buoyancy by cold pool 
stable layer, as the cold pool front 
propagates ahead of the convection.  
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INTRODUCTION: 

 Rain height is an important   
parameter  which  has wide applications in  
meteorology and  satellite  
communication. It  is the height of the top 
of the rain column above the mean sea 
level.   Strength  of  convective  systems is 
measured   by many parameters  and one 
of them is   rain height.  The vertical 
precipitation profiles  reflects  dynamical  
and microphysical process  in  clouds  
(Zipser and Lutz 1994).   By studying   
maximum radar reflectivity  profiles of 
convective cells  in MCSs, Zipser and Lutz 
(1994) pointed out that  profile shape  
between land and oceanic cells shows 
significant  difference  in accordance to   
different strength of the  updrafts.   Vertical 
profiles of  reflectivity (rain height) is  used 
to  estimate the   profiles of   radiative  and 
latent heating. Several studied are carried 
out  to investigate the  impact of variability 
of tropical precipitation profiles  on 
microwave  brightness temperature ( Fu 
and Liu, 2001;  Liu and Fu  2001;     
Petersen and Rutledge 2001).  Rain 
height is also  an input parameter  to get 
path length for attenuation and volume for 
backscatter.    

Studies on precipitation profiles  
have been mainly based  on surface  
radar observations  in field experiments. 
The first space borne precipitation radar 
(PR), an active microwave instrument 
aboard  the Tropical Rainfall Measuring 
Mission (TRMM) satellite, was designed to 
measure  rain and its vertical structures 
over the both tropical oceans and 

continents. TRMM PR directly observes 
the rain-top height inside cloud.   More 
recently airborne and space borne 
sensors have   provided information for 
large to global scales (  Geerts, and  
Dejene,  2005; Geerts and    Dawei,, 
2004;   Heymsfield, et al. 2000; Hirose and  
Nakamura, 2002 ).  

In the present work an attempt has 
been made  to  develop an Artificial  
Neural Network  (ANN)   based technique  
to   estimate    rain Echo Top Height    for 
20 dBZ  reflectivity threshold  (ETH20dBZ)  
with the help of    environmental  
convective parameters  for  mesoscale  
convective  systems (MCSs).  For the 
present study the 2A25 data product of 
TRMM-PR and NCEP reanalyzed data set 
are utilized.    The considered   
atmospheric parameters are (i). 
Convective  Available Potential Energy 
(CAPE)       (ii).  Convective Inhibition 
(CIN)     (iii). Wind Shear at lower height (1 
to 5 km) (SH1)    (iv). Wind Shear at upper 
height (5 to 9 km)  (SH2) and   
(v).Perceptible Water at Surface ( PW). 

For  present study   nadir looking 
beam of  PR is utilized to estimate    
ETH20 dBZ  and within a system maximum 
value of  ETH20 dBZ  is considered.. 
Precipitating  system  is considered as 
MCSs when they are characterized by an 
area of  at least 2000 km2 bounded by  
PCT 85 value of 250 0K, with a minimum 
value of PCT85 in it ≤  225 0K (Mohr and 
Zipser, 1996).  To collocate the data 
points of TRMM-PR pixels  with  NCEP 
reanalyzed data set  (Kalnay 1996)   



observation time  from TRMM-PR  and  
centre of mass of MCSs are  matched  
with  nearest  time slot  and  grid point   of   
reanalysed  data set (with a  temporal 
resolution of 6 hrs  and   spatial resolution  
of 20 x 20 grid size).     

3.    METHODOLOGY: 

The overall methodology  consist  of two  
subsection namely (i).To study of  the data 
characteristics   (ii). Estimation of  
ETH20dBZ  by using ANN technique 

    3.1  Data characteristics    

The  characteristics of input and 
output data  are studied in terms of  
maximum and minimum   value of each 
parameter  along with  the mean  and 
standard deviation. These parameters are 
provided in  Table -1 .   These values are 
conditional in the sense  that atmospheric 
parameters  are taken  only for those  
days when a MCS is detected.  A 
correlation analysis is carried out  for two 
cases. For first case,   CC is estimated  
between    input atmospheric parameters  
and ETH20dBZ.  The estimated CC values  
are provided in Table 2  The  magnitude  
of the CC is varying in the range of  0.40 – 
0.53.   The maximum and minimum 
correlation of the atmospheric parameters  
with rain height is observed for CAPE  and 
PW respectively.   For  second case   CC 
amongst the input variable is estimated. 
The estimated CC values  are also 
provided in Table 2    It is observed that 
except   for CAPE- SH1,  CAPE- SH2   
and  CAPE- CIN , the  CC is    ≤   .29,   
which  indicates that   majority  of the input 
variables are    independent to each other.  

                               Table -1 
_________________________________ 
                Min       Max      Mean       Std 
_________________________________ 
CAPE   20     1700     1121     285 
(J Kg-1) 
 
CIN      10      1045     540      138 
(J Kg-1) 
 
SH1  0.3     17.5     7.1       5.48 

(m sec-1) 
 
SH2   0      16.8    6.6        5.92 
(m sec-1) 
 
PW           17.3    63.8     43.11       8.10 
(Kg m‐2) 
 
ETH20dBZ  3.8   19.6    9.5        2.66 
(Km) 
_____________________________ 
                           

                       Table - 2 

          Correlation Coefficient Matrix 

__________________________________  

         ETH20 dBZ CAPE CIN SH1 SH2 PW 

__________________________________ 

ETH    1.00   0.53  -0.50   0.49  0.46  0.40   

CAPE  0.53  1.00  -0.63   0.41  0.31  0.29 

CIN    -0.50  -0.63  1.00  -0.14 -0.11 -0.22 

SH1     0.49   0.41 -0.14  1.00   0.24  0.22 

SH2     0,46   0.31 -0.11  0.24   1.00  0.11 

PW      0.40   0.29 -0.22  0.22    0.11 1.00 

__________________________________ 

 

3.2  Estimation of  ETH20dBZ  by   
        using  an ANN technique 

 An ANN is trained  by taking into 
account the five identified  environmental 
parameters  as an input  and   ETH20dBZ as 
an output.  The   data set is  divided into 
two parts. One part consists of  80%  data 
points which is utilized  for  training 
purpose and  the remaining 20% is utilized 
for a  validation purpose. The different  
network architectures  are  trained  in 
MATLAB tool box based on Levenberg-
Marquardt back propagation algorithm.   
The  networks with the following 
architecture  comes out to be good 
enough  to trace the  nonlinear relation of  
atmospheric parameters versus Rain 
Height .   The  architecture is provided in 
the format of :  no. of nodes  in input  layer 
- no. of  node in  1st hidden  layer  – no. of  
nodes  in 2nd hidden layer  – no. of  nodes  
in output layer.   
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The weight matrices is  developed 
for global minima. The developed weight 
matrices are utilized  to estimate  rain  
height   for a  given set of  input  values   
Performance of a    rain height  estimation 
methodology    is examined  with  error 
statistics  in  terms of RMSE, Bias and CC     
with respect  to   observed values.   

4. RESULTS AND CONCLUSION: 

 A scatter plot for a   observed and   
ANN estimated  rain height  for  training  
and validation  data set is   shown in figure  
1 (a, b) respectively.  Similarly a  scatter 
plot for  independently observed and   
ANN estimated  rain height  is  shown in 
figure.1(c)  The error  statistics is provided 
in the respective figure panels.  For an 
independent  testing of the algorithm, the 
CC is 0.71  The results are encouraging.  
Further work is in progress to   incorporate 
the all types of precipitating systems.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1:   Scatter plots for  Observed  and  
estimated ETH 20 dBZ  for (a) training set 
(b) validation set and     (c) testing set 
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1. Introduction 
 
 At the ICCP in Cancun, 2008, the 
author has tried to question the crash of a 
UFO in Roswell, N.M., in 1947, with a great 
story involving the cloud physicists Charles 
Moore and Paul MacCready and their 
adventure of deliberately flying into a 
thunderstorm with a balloon.  They were 
supposed to have run into severe icing and 
had to throw all cloud physics equipment 
over board to slow the decent.  Charley and 
Paul obviously survived.  In that descent 
phase the balloon was flattened and looked 
like a flying saucer, enhanced by a ring of 
icing.  It was a good story, but only partially 
true because it was not related to Roswell 
and occurred later.  In the meantime, I 
learned about a book of the Roswell incident, 
co-authored by Charles Moore (a very close 
friend of Bernie Vonnegut).  The book is 
entitled “UFO Crash at Roswell, the genesis 
of a modern myth” by B. Saler, C. A. Ziegler 
and C. B. Moore, published by the 
Smithsonian Institution (sic!).   
 In the 50ties and 60ties the US Air 
Force followed the many “observations” of 
UFOs through its highly secret Committee 
working on “Project Blue Book“ (Google!).  
The purpose of this undertaking was:  1) to 
determine if UFOs were a threat to national 
security, and 2) to scientifically analyze 
UFO-related data.  One of the big 
atmospheric physicists of that time, James 
E. McDonald from the University of Arizona 
in Tucson, was a member of that committee.   
At the beginning only about 70% of the 
events could be explained by physical 
phenomena – as I learned directly from Jim 
during an after-diner talk at an AMS meeting.  
The rate of unexplainable events was given 
as 701 out of 12618 sightings or 5.56%, 
according to the final report “Project Blue 
Book”, with its top secret documents that 
were made public some years ago.  Later, 
Jim got humiliated by Members of Congress, 

labeling him as a believer in the existence of 
UFOs.  While Jim’s end was tragic, it was 
not related to the UFO stories.   
   
2. The Players 
 
 Prof. Charley Moore was a pioneer in 
exploration of the atmosphere by balloon 
and was a key contributor to launching 
instruments to measure meteorological 
components.  One of the major research 
areas he had been later involved was 
atmospheric electricity and the movement of 
charges on the outer surfaces of clouds. 
 Dr. Paul MacCready, who joined 
Charley Moore on a balloon flight into a 
thunderstorm and barely got out because of 
icing, also deserves recognition as one of 
the world’s top engineers, who started with a 
degree in aeronautical engineering – and 
won the world soaring championship.  When 
I asked him how he did it, he responded that 
he developed an instrument which allowed 
him to optimally change from one thermal to 
the next.   [Rick can Tuttenhooft, # 3 in that 
championship took me up for a spin with 
Doyne Sartor’s sailplane (Doyne was a 
reknowned Cloud Physicist at NCAR, who 
had previously owned that sail plane) and 
taught me to properly fly it - with the help of a 
ping pong ball attached to the plane’s nose]. 
 The next big achievement of Paul 
came as an inspiration in a sleepless night 
when he mentally solved the problem of 
manpowered flight.  He then built a plane 
with light carbon fiber materials.  All 
members of his family flew the “Gossamer 
Albatross”, including grandmother.  
However, it took the stamina of a bicycle 
racer to keep it aloft long enough, first to fly a 
figure eight around two poles 1 miles apart – 
which netted him the first Kremer prize.  That 
venture was then followed by the incredible 
crossing of the English Channel.  With pride 
Paul told me that, seven months after the 
initial idea, the “Gossamer Albatross” was 
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hanging next to Lindberg’s Sprit of Saint 
Louis (the plane of the first trans-Atlantic 
flight). 
 Paul MacCready was also a cloud 
physicist and had a company doing weather 
modification and air pollution work.  He was 
a prime mover in the quest for a hailstorm 
penetrating armored aircraft, the T28, and 
pushed the idea of using drones in the 
exploration of clouds.  Why do I mention him 
here?  Paul also built saucer-like flying 
objects, which, with TV camera equipped, 
could be used for surveillance in big halls.    
 Prof. James E. MacDonald, see 
above.   
 
3. The Facts 
 
 At the UFO “crash” remnants of a 
radar reflector and balloon material were 
found.  It was from a contract to NYU for 
constant level balloons.  Charles Moore was 
the project manager.  Due to the Cold War 
secrecy was high and the truth was hidden 
for a long time.  The ufologists made hay out 
of this “crash” after 1970. 
 
4. The Myth  
 
 The creation of the story of the 
landing of aliens in Roswell, N.M., is similar 
to Carl Spitteler`s Noble Prize-winning story 
“Olympian Spring” (1919).  In the story the 
flatfooted inhabitants of a swamp deeply 
disliked the beautiful Apollo and the 
gorgeous Aphrodite driving the sun wagon 
across the sky.  The ugly flat-footers also 
wanted a sun-god, but one who spewed fire 
and brimstone and, most importantly, also 
stank.   In building a new vehicle, the ‘flatties’ 
realized that they needed the support and 
admiration of the masses to kotow the new 
sun god.  So they created a new religion and 
appointed a high priest.  So what is new in 
ufology? 
 

     
Fig.1. UFO on transit to Roswell, N.M., Alien 
spacecraft from Back Bench comic strip. 
 
 It is the wish of mankind to believe in 
something full of wonders and mysteries, 
something supernatural - and what is better 
than a belief in aliens who have experiences 
capabilities and powers far beyond ours.  
Like modern fairytales.  The imagination is 
boundless.  It is a credit to Cloud Physics 
that our strange broken tools and 
instruments have started such a wild cult. 
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Abstract

We investigate mass transfer during absorption of atmospheric trace soluble gases by a single droplet whose
size is comparable to the molecular mean free path in air at normal conditions. It is assumed that the trace
reactant diffuses to the droplet surface and then reacts with the substances inside the droplet according to
the first order rate law. Our analysis applies a flux-matching theory of transport processes in gases and
assumes constant thermophysical properties of the gases and liquids. We derive an integral equation of
Volterra type for the transient molecular flux density to a liquid droplet and solve it numerically. Numerical
calculations are performed for absorption of sulfur dioxide (SO2), dinitrogen trioxide (N2O3) and chlorine
(Cl2) by liquid nanoaerosols accompanied by chemical dissociation reaction. It is shown that during gas
absorption by nanoaerosols the kinetic effects play significant role, and neglecting kinetic effects leads to
significant overestimation of the soluble gas flux into a droplet during all the period of gas absorption.

Keywords: nanoaerosol, gas absorption, diffusion, free molecular flow, soluble gas, chemical dissociation
reaction

1. INTRODUCTION

Atmospheric aerosols are directly emitted into the
atmosphere from natural or anthropogenic sources
or can be formed in the atmosphere through nu-
cleation of gas-phase species. Aerosol nucle-
ation events produce a large fraction of atmospheric
aerosols. New particle formation occurs in two dis-
tinct stages, i.e., nucleation to form a critical nucleus
and subsequent growth of the critical nucleus to a
larger size (>2 – 3 nm) that competes with capture
and removal of the freshly nucleated nanoparticles
by coagulation with pre-existing aerosols (Zhang et
al., 2012). In the continental boundary layer, there
are frequent observations of the formation of ultra-
fine aerosol particles accompanied by the subse-
quent growth (Kulmala et al., 2004). Gas absorp-
tion of soluble trace atmospheric gases by the liquid
atmospheric aerosol particles including ultrafine par-
ticles plays an important role in climate and atmo-
spheric chemistry.

∗Corresponding author: elperin@bgu.ac.il

The consequence for the aerosol climate forcing
is that the cooling can be intensified with increasing
atmospheric amount of water-soluble trace gases
such as HNO3, counteracting the warming effect of
the greenhouse gases (Krämer et al., 2000). Scav-
enging of atmospheric gaseous pollutants by cloud
droplets is a result of gas absorption mechanism
(Pruppacher & Klett, 1997; Flossmann, 1990). Gas
scavenging of highly soluble gases by atmospheric
water droplets includes absorption of HNO3, H2O2,
H2SO4, HCl and some other gases. The sources
of these gases in the atmosphere are briefly re-
viewed in Seinfeld & Pandis (2006) and Hayden
et al. (2008). Soluble gas absorption by noncircu-
lating droplets was investigated experimentally by
Taniguchi & Asano (1992) where conditions of non-
circulation for falling liquid droplets were determined
by employing water droplets with Sauter mean diam-
eter equal to 0.185, 0.148 and 0.137 mm.

Gas absorption by stagnant liquid droplets in the
presence of inert admixtures when both phases af-
fect mass transfer was analyzed by Clift et al. (1978),
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pp. 54-55. Scavenging of soluble gases by single
evaporating droplets was studied by Elperin et al.
(2007, 2008).

All aforementioned works considered the trace
gas absorption in the continuous limit, where Fick’s
law relates the flux and the concentration gradient
of reactant. Recently some studies attempt to de-
scribe the reactant transport in the gaseous phase
in the free–molecular and the transition regimes,
where the droplet size is less than or compara-
ble to the mean free path of the molecules in the
gaseous phase. Comprehensive reviews of the re-
sults and approaches can be found in Seinfeld &
Pandis (2006), Clement (2007), Pöschl et al. (2007)
and Lushnikov (2012). The existing attempts to de-
scribe the transitional and free–molecule regimes
encounter some difficulties in formulating the bound-
ary conditions to the transport equations. For exam-
ple, Vesala et al. (2001) used the diffusion equations
and a microscopic boundary condition for describ-
ing the reactant transport toward the particle surface.
The rigorous approach requires solution of the full
transport problem including the reactant transport in
the gaseous phase and gas–liquid interface by solv-
ing the Boltzmann kinetic equation and the diffusion–
reaction equation inside the droplet. To the best of
our knowledge this approach was not applied as yet.

In this study we employ a different approach for
describing gas uptake by nanodroplets. We modify
the flux–matching approach of Lushnikov & Kulmala
(2004) by including the in–particle chemical transfor-
mations of the reactant molecules. The results are
applied for considering the trace gases scavenging
by atmospheric aerosols.

Let us assume that the reactant molecules (A–
molecules) move toward the droplet which captures
them. The further fate of reactant molecules de-
pends on the results of chemical reactions inside the
particle. Let us denote by n± the concentrations of
A–molecules right outside (n+) or right inside (n−)
the particle surface. Clearly these concentrations n±
depend on the nature of physicochemical processes
at the surface and inside the particle. Let n∞ be the
number density of A–molecules far from the particle.
It is commonly accepted that the concentration differ-
ence n∞ − n+ drives a flux of A–molecules towards
the particle surface. The mass of the particle begins
to increase and its chemical composition changes.
The rate of change of the number of A–molecules
inside the particle is equal to the total flux J , i.e. the

total number of molecules deposited per unit time at
the particle surface minus the rate of consumption of
molecules A by chemical reaction inside the particle.
Some fraction of A–molecules is assumed to escape
from the particles. In steady–state conditions the flux
J can be written as

J = α(a)(n∞ − n+) , (1)

where α(a) is the capture efficiency and a is the par-
ticle radius. Clearly, capture efficiency α depends on
the mass accommodation coefficient Sp. The latter is
defined as the probability for an A–molecule to stick
to the particle after a single collision. Since the inter-
face and in–particle processes determine the value
of n+ Eq. (1) can be rewritten as follows (Lushnikov,
2012):

J =
α(a)n∞

1 + α(a)ψ(a, J)
, (2)

where ψ(a, J) is a function depending on the nature
of the chemical reaction. In the case of the first–
order chemical reaction the function ψ is indepen-
dent of J . An example of such function is given be-
low. If, however, the chemical reaction inside the par-
ticle is of the higher order, then J is a solution of the
transcendent equation (2). Note that we did not yet
specify the functions α(a), ψ(a, J), and Eq. (2) con-
tains only n∞. The information on the processes at
the surface and inside the particle is carried by the
function ψ(a, J). Hence, Eq. (2) is quite general. All
further approximations concern the values of the up-
take efficiency α(a) and the reaction function ψ(a).

2. DESCRIPTION OF THE MODEL

2.1. Preliminary remarks

The characteristic times of changes of the number
density of reactant A in gaseous and liquid phases
differ by several orders of magnitude. In particu-
lar, the relaxation time inside the micrometer-sized
droplet is τL ∝ a2/DL ≃ 10−3 s, where DL ≃
10−5 cm2/s denotes the diffusivity of the reactant
molecules in the liquid phase. The relaxation time
in the gaseous phase can be estimated as τG ∝
a/vT ≃ 10−8 s, where vT is the mean thermal veloc-
ity of the reactant molecules, vT ≃ 102 m/s. Here
one can use the free molecular estimate because
the droplet size is of the order of the mean free path
of the reactant molecule. Following Seinfeld & Pan-
dis (2006) the characteristic time of diffusion in a



gaseous phase, corresponding to the time required
by gas-phase diffusion to establish a steady-state
profile around a particle, can be alternatively esti-
mated as τG ∝ a2/DG ≃ 10−8 s. As can be seen
from these estimates, the characteristic time of diffu-
sion in a gaseous phase, τG , is much smaller than
the characteristic time of diffusion in the liquid phase,
τL, which is required for a saturation of the droplet by
soluble gas (i.e., τG ≪ τL). Therefore for the large
values of t (t ≫ τG) it is reasonable to assume that
concentration profile in a gaseous phase in the tran-
sitional regime and the flux attain their quasi-steady
state values (Wagner, 1982) and are determined by
Eq. (1) (or in more general form by Eq. (2)).

The molecular mean free path in air at normal con-
ditions is ℓ ≈ 65 nm , i.e., it is comparable to the
sizes of the nanometer droplets. This implies that
the motion of the reactant molecules cannot be de-
scribed as the Fickian diffusion, and one must apply
the Boltzmann kinetic theory. However, solving the
Boltzmann equation analytically or numerically is a
formidable task.

The idea to apply the flux–matching approach in
the aerosol kinetics was pioneered by Fuchs (1964).
His reasoning was quite simple. At large distance
from the droplet the reactant transport can be de-
scribed by the diffusion equation. In the vicinity of
the droplet at the distances of the order of ℓ or less
the collisions with the carrier gas do not hinder the
reactant transport. Consequently, inside the region
a < r < R ∝ ℓ (R is referred to as the radius of the
limiting sphere) the reactant molecules move in the
free molecule regime. The value of R must be found
from different consideration. Fuchs & Sutugin (1971)
proposed to determine this value from the numeri-
cal solution of the BGK equation (see e.g., Sahni,
1966). An improved version of the Fuchs interpola-
tion formula (Fuchs, 1964) was obtained by Loyalka
(1982) in near continuum regime by solving Boltz-
mann equation using momentum method.

2.2. Trapping efficiency

The latest modification of the Fuchs theory (Lush-
nikov & Kulmala, 2004; Lushnikov, 2012) includes
the solution of the diffusion equation with a fixed flux
J in the diffusion zone r > R, the solution of the col-
lisionless Boltzmann equation in the free molecular
zone r < R, and determining the radius of the limit-
ing sphere from the condition of equality of the fluxes
in both zones. The expression for α(a) was found by

Lushnikov & Kulmala (2004) for n+ = 0 and Sp = 1:

α(a) =
2πa2vT

1 +

√
1 +

(
avT
2DG

)2
, (3)

where DG is the reactant diffusivity in the carrier gas.
The extension of this formula to the case n+ ≥ 0 and
Sp ≤ 1 reads (for details see Lushnikov, 2012):

α(a) =
Spπa

2vT

1 +
Sp
2

√1 +

(
avT
2DG

)2

− 1

 . (4)

The radius R of the limiting sphere is found from
the condition of the equality of flux in the diffusion
region to the flux from in free molecular region.
This condition yield the radius of the limiting sphere
(Lushnikov, 2012; Lushnikov & Kulmala, 2004):

R =

√
a2 +

(
2DG

vT

)2

. (5)

It must be noted that R is independent of Sp and
n+. The spherical surface with the radius R sepa-
rates between the zones of the free–molecular and
the continuous flow regimes. The value of 2DG/vT
is of the order of ℓ, the reactant molecule mean free
path. Hence, if a ≃ ℓ or less, then the radius R is of
the order of R ≃ ℓ.

The concentration profile of the reactant n(r) in the
gaseous phase inside the limiting sphere a < r < R
is continuous at r = R together with its first derivative
and is given by the following formula (Lushnikov &
Kulmala, 2004):

n(r)− n+
n∞ − n+

=

(
1− α(a)

4πDGR

)
b(r)

b(R)
(6)

where

b(r) = 1− Sp
2

(
1−

√
1− a2

r2

)
. (7)

Outside the limiting sphere at r ≥ R

n(r)− n+
n∞ − n+

= 1− α(a)

4πDr
. (8)

Note that the number density n(a) is always larger
than n+. The formula for the concentration jump at



the particle surface reads (Lushnikov, 2012):

∆a = n(a)− n+ = (n∞ − n+)

(
1− α(a)

4πDGR

)
b(a)

b(R)
.

(9)
Inspection of Eq. (4) shows that when avT/2DG ≫ 1,
α(a) = 4πaDG and Eq. (4) recovers the Maxwell’s
equation for the molecular flux in the continuum
regime Jc:

Jc = 4πaDG(n∞ − n+). (10)

In Fig. 1 we showed the dependence of the ra-
tio J/Jc vs. Knudsen number Kn for differen val-
ues of the accommodation coefficient Sp (Sp was as-
sumed to be 0.1, 0.2, 0.5 and 1.0 and DG ≃ 10−5

m2/s). As can be seen from this plot the role of the
kinetic effects can be significant for the Kn & 0.1.
Comparison of mass transfer rates as function of Kn

Figure 1: Ratio of the molecular flux to the molecular flux in a
continuum regime, J/Jc , as a function of Knudsen number Kn.

predicted by different theories (Fuchs, 1964; Fuchs
& Sutugin, 1971; Loyalka, 1982; Lushnikov & Kul-
mala, 2004) are shown in Fig. 2. As can be seen
from Fig. 2 all approaches yield approximately the
same results for small Kn numbers, Kn . 0.1, and
for Kn & 10.

2.3. Inner diffusio–reaction equation

Consider now the effect of the first order chemical
reaction, e.g., chemical reaction dissociation, inside
the droplet on the reactant flux towards the droplet.

Figure 2: Ratio of the molecular flux to the molecular flux in a
continuum regime, J/Jc , as a function of Knudsen number Kn:
—— - Fuchs (1964); – – – - Fuchs & Sutugin (1971); – · – - Loy-
alka (1982); – ·· – - Lushnikov & Kulmala (2004). Accomodation
coefficient Sp = 1.

Neglecting recombination the number density of re-
actant molecules inside the particle nL(r, t) is gov-
erned by the linear diffusion–reaction equation:

∂nL
∂t

= DL∆nL − λnL, (11)

where nL = nL(r, t) is the number density of reac-
tant molecules inside the particle, DL is the reactant
diffusivity in the liquid phase, and λ is the dissocia-
tion rate. Equation (11) must be supplemented with
the initial condition,

nL(r, 0) = 0 (12)

(no reactant inside the droplet at t = 0)and the
boundary conditions:

∂nL(r, t)

∂r

∣∣∣∣
r=0

= 0 (13)

and

j(t) = −DL
∂nL(r, t)

∂r

∣∣∣∣
r=a

, (14)

where j = j(t) is the flux density j = J/(4πa2), J is
the total flux.

Equation (11) with the initial and boundary con-
ditions (12) – (14) can be solved by the method of
separation of variables (see Appendix A). The result
is the concentration profile nL(r, t) as a linear func-
tional of j(t). Substituting the determined concentra-
tion distribution nL(r, t) into the boundary condition,



Eq. (14), yields the integral equation of Volterra type
(Apelblat, 2008) for j(t):

j(t) =
α(a)

4πa2

n∞ −H
t∫

0

S(t− t′)j(t′)dt′

 , (15)

where

S(ξ) = 2
∑
n> 0

e−[DL(µn/a)2+λ]ξ + 3e−λξ (16)

and µn is the infinite set of the roots of the following
transcendental equation:

µ = tan(µ) . (17)

Equation (15) can be rewritten in the dimension-
less form for the dimensionless flux j∗(τ) =
j(t)4πa2/α(a)n∞ , τ = DLt/a

2:

j∗(τ) = 1− g(a)

τ∫
0

S∗(τ − τ ′)j∗(τ ′)dτ ′, (18)

where g(a) =
3α(a)H
4πaDL

and

S∗(τ−τ ′) = e−Da(τ−τ ′)

[
1 +

2

3

∞∑
n=1

e−µ2
n(τ−τ ′)

]
. (19)

In Eqs. (18) and (19) Da = λa2/DL is Damkohler
number, H = (HART )−1 and HA is Henry’s law con-
stant, R is universal gas constant and T is the tem-
perature in the gaseous phase.

3. NUMERICAL METHOD

For the solution of the integral equation Eq. (18)
we use the method based on the approximation of
the integral in Eq. (18) using some quadrature for-
mula:∫ b

a
F (x) dx =

n∑
j=1

AjF (xj) dx+Rn (F ) , (20)

where xj ∈ [a, b], j = 1, 2, ..., n, Aj are the coeffi-
cients associated with a family of quadrature rules
and Rn (F ) is a corresponding residuum. Tak-
ing successively x = xi (i = 1, ..., n) and using
the quadrature formula after discarding the terms
Rn (Fi) (i = 1, ..., n) we obtain the following system
of linear algebraic equations:

j∗i − g(a)

n∑
j=1

AjS
∗
ijj

∗
j = 1 (i = 1, ..., n). (21)

Using the unequally spaced mesh with an incre-
ment hi = τi − τi−1, i = 2, ..., n and applying the
trapezoidal integration rule Eqs. (21) yield the fol-
lowing recurrence equations:

j∗1 = 1

j∗2 =
1 +

h2
2
K21j

∗
1

1− h2
2
K22

j∗i =

1 +
h2
2
Ki1j

∗
1 +

i−1∑
j=2

(
τj+1 − τj−1

2

)
Kijj

∗
j

1− hi
2
Kii

(i = 3, ..., n)

(22)

Equations (22) are valid in the case when hi ̸=
2

Kii
.

In the numerical calculations we spaced the mesh
points adaptively using the following formula:

τi = τ1+(τN − τ1)

[
1− cos

(
π

2

i− 1

N − 1

)]
, (i = 1, 2, ..., N) .

(23)
In Eq. (23) N is the chosen number of mesh points,
τ1 and τN are the locations of left and right bound-
aries of time interval, respectively.

4. RESULTS AND DISCUSSION

Using the suggested model the calculations were
performed for sulfur dioxide (SO2), dinitrogen triox-
ide (N2O3) and chlorine (Cl2) absorption by water
aerosol particles. In order to validate our model we
compared the results obtained using the suggested
model with the results obtained in our previous study
for large droplets (Kn ≪ 1)(see e.g., Elperin et al.,
2008). The calculations were performed for the SO2

absorption by a non–evaporating water droplet of 10
µm in radius. The concentration of sulfur dioxide in
ambient air was assumed to be 0.01 ppm. The cal-
culations showed that the time of the complete satu-
ration of droplet by sulfur dioxide estimated using the
suggested model is ≈ 0.08 s, while the time of com-
plete saturation of droplet by sulfur dioxide estimated



using our previous model is ≈ 0.1 s. These calcula-
tions demonstrate that the results obtained by both
models are in fairly good agreement.

The results of calculation of the total mass flux of
sulfur dioxide as a function of time are shown in Figs.
3 and 4. The calculations were performed for various
radii of water aerosol particle (from 0.5 µm to 1.0 µm,
0.07 . Kn . 0.14, see Fig. 3 and from 50 nm to 100
nm, 0.7 . Kn . 1.42, see Fig. 4).

Figure 3: Total molecular flux of sulfur dioxide as a function of
time (droplet radii a = 1.0, 0.8 and 0.5 µm)

Figure 4: Total molecular flux of sulfur dioxide as a function of
time (droplet radii a = 100.0, 80.0 and 50.0 nm)

As can be seen from these plots for small and
moderate size droplets the flux of absorbate de-
creases rapidly at the initial stage of gas absorp-
tion and approaches asymptotically zero at the final

stage of the process. The vanishing flux of the ab-
sorbate implies the stage of saturation of droplet by
gas.

The results of calculation of the dimensionless flux
j∗(τ) = j(t)4πa2/α(a)n∞ as a function of dimen-
sionless time τ = DLt/a

2 for different gases such
as sulfur dioxide, chlorine and dinitrogen trioxide are
shown in Fig. 5. Larger values of mass flux at the
later stages of gas absorption for N2O3 in compar-
ison with SO2 and Cl2 absorption can be explained
by large values of the constant of chemical reaction
for N2O3 gas absorption in water (λN2O3 = 1.2 · 104
s−1, λSO2 = 10−3 s−1, and λCl2 = 13.3 s−1).

Figure 5: Dimensionless molecular flux density j∗(τ) as a func-
tion of dimensionless time τ (radius of the droplet R = 100 nm).

Intensive depletion of the dissolved gaseous N2O3

in a water droplet due to chemical reaction leads to
the decrease of N2O3 concentration in the bulk of a
water droplet and to increase of the concentration
gradient at the interface in a liquid phase. These
both factors increase mass transfer coefficient in a
droplet and increase the driving force of mass trans-
fer in liquid.

As it was mentioned above in the case of large
droplets (Kn ≪ 1) the capture efficiency (see Eqs
(3) and (4)) can be expressed by α(a) = 4πaDG.
Consequently the flux of soluble gas in a gaseous
phase is expressed by equation similar to Maxwell’s
equation (see Eq. (10)). In Fig. 6 we showed the
results of calculation of the dimensionless flux j∗(τ)
of sulfur dioxide as a function of the dimensionless
time τ . It was assumed that concentration of sulfur
dioxide in a gaseous phase is equal to 1 ppb, tem-



perature in a gaseous phase 298 K and radius of wa-
ter nanoparticle is equal to 10 nm. The dashed line
presents the results of calculation when the capture
efficiency was calculated using Eq. (4). In our calcu-
lations we assumed that the accommodation coeffi-
cient Sp = 1.

Figure 6: Dimensionless molecular flux density j∗(τ) as a func-
tion of dimensionless time τ (plane line – α(a) = 4πaDG,
dashed line – α(a) calculated using Eq. (3)).

The solid line present the results of calculation
without using the kinetic approach, and thereby the
capture efficiency was assumed to be equal α(a) =
4πaDG. As can be seen from these plots neglect-
ing kinetic effects in the case of gas absorption by
nanoaerosols can lead to the essential overestima-
tion of mass flux.

Dependence of the average concentration of sol-
uble sulfur dioxide in a droplet vs. time is shown in
Figs. 7 and 8.

Calculations were performed for water droplets
with the radii 0.5, 0.8 and 1 µm (Fig. 7) and for wa-
ter droplets of radii 5, 10 and 20 nm (Fig. 8). In
these calculations we employed the kinetic approach
by using Eq. (4) for the capture efficiency α(a) with
Sp = 1. In Fig. 9 the dependence of average con-
centration of SO2 in a droplet vs. time was calculated
using the kinetic approach (solid lines) and neglect-
ing kinetic effects (dashed lines). Calculations were
performed for the droplets with the radii 10 and 5 nm.
As can be seen from these plots neglecting kinetic
effects leads to the significant overestimation of con-
centration of the dissolved gas in a droplet during all
the period of gas absorption. Clearly, when the dura-
tion of gas absorption t→ ∞, both approaches yield

Figure 7: Concentration of the dissolved SO2 in the bulk of a
droplet as a function of time (radii of a droplet 0.5, 0.8 and 1.0
µm).

Figure 8: Concentration of the dissolved SO2 in the bulk of a
droplet as a function of time (radii of a droplet 5.0, 10.0 and 20.0
nm).

the same result for the magnitude of the dissolved
gas concentration.

5. CONCLUSIONS

In this study we developed a model for absorption
of soluble trace gases by nanoaerosols taking into
account dissociation reaction of the first order in a
liquid phase. In the case when radius of the particle
is comparable with the mean free path transport of
reactant molecules cannot be described by Fickian
diffusion. However, application of the flux-matching
theory allowed using transient diffusion equation with



Figure 9: Effect of Knudsen layer on temporal evolution of con-
centration of the dissolved SO2 for droplets with the radii 5.0 and
10.0 nm.

the kinetic boundary conditions for the description of
gas absorption by nanoaerosols. Transient diffusion
equation was solved analytically by the method of
separation of variables. We derived linear integral
equation of Volterra type for the transient mass flux
to a liquid droplet. Integral equation was solved nu-
merically by the method based on the approximation
of the integral using the quadrature formula with un-
equally spaced mesh.

The comparison of the suggested model with our
earlier model developed for gas absorption by large
droplets (Kn ≪ 1) (see, Elperin eta al., 2008)
showed that both models yield the same time of com-
plete saturation of a large droplet by the soluble gas.

Using the suggested model we studied absorption
of sulfur dioxide (SO2), dinitrogen trioxide (N2O3) and
chlorine (Cl2) by water nanoaerosol. It is showed that
enhanced depletion of the dissolved N2O3 gas in a
water droplet due to chemical reaction leads to the
decrease of N2O3 concentration in the bulk of a wa-
ter droplet and to the increase of the concentration
gradient at the gas–liquid interface. Consequently,
the flux of dinitrogen trioxide into a droplet is higher
than the fluxes of sulfur dioxide and chlorine at later
stages of gas absorption.

It was demonstrated that neglecting kinetic effects
leads to the significant overestimation of the soluble
gas flux into a droplet during all the period of gas
absorption.

Appendix A. DERIVATION OF THE INTEGRAL
EQUATION OF VOLTERRA TYPE
FOR THE MOLECULAR FLUX DEN-
SITY

Here we give the details of derivation of Eq. (15).
Let us first remove j from the boundary condition
(14). To this end let us introduce the new unknown
function C(r, t):

nL = C(r, t)− j(t)r

DL
. (A.1)

Substituting Eq. (A.1) into Eq. (11), and taking into
account that in spherical coordinates the Laplacian
∆r = 2/r we obtain the following equation for C(r, t):

∂C

∂t
= DL∆C +

rjt
DL

− 2j

r
− λC +

λjr

DL
, (A.2)

with the following boundary conditions

∂C

∂r

∣∣∣∣
r=a

= 0 (A.3)

and
∂C

∂r

∣∣∣∣
r=0

=
j

DL

∣∣∣∣
r=0

. (A.4)

Substitution
C(r, t) =

χ(r, t)

r
(A.5)

reduces Eq. (A.2) to

∂χ

∂t
= DL

∂2χ

∂r2
− λχ− 2j +

1

DL
(r2jt + λjr2) . (A.6)

The boundary conditions to Eq. (A.6) read:

∂χ

∂r

∣∣∣∣
r=a

− χ

r

∣∣∣
r=a

= 0 (A.7)

and
χ|r=0 = 0. (A.8)

Let us introduce the eigenfunctions

d2ϕn
dr2

= −κ2ϕn , (A.9)

where the boundary conditions to the equation (A.9)
are the same as for χ, i.e., given by Eqs. (A.7) –
(A.8):

∂ϕn
∂r

∣∣∣∣
r=a

− ϕn
r

∣∣∣∣
r=a

= 0 , ϕn|r=0 = 0. (A.10)



Then the solution of the Eq. (A.9) reads:

ϕn = un sin(µn
r

a
) , (A.11)

where µ = κa is the infinite set of the roots of the
characteristic equation:

µ = tan(µ) . (A.12)

The roots µn of the Eq. (A.12) can be calculated
numerically and are as follows µ1 = 4.4934, µ2 =
7.7253, µ3 = 10.9041, µ4 = 14.0662, µ = 17.2208 etc.
The orthogonality condition for eigenfunctions reads:

a∫
0

ϕnϕmdr = δnm (A.13)

where δnm is the Kronecker delta. Equation (A.13)
allows to determine the normalization constant un:

u2n =

 a∫
0

sin2(µn
r

a
)dr

−1

=
2

a sin2 µn
. (A.14)

The eigenvalue µn = 0 (which is also the solution of
Eq. (A.12)) and the respective eigenfunction require
a special consideration. Solution of Eq. (A.9) for
µn = 0 reads:

ϕ0(r) = u0r , (A.15)

where the normalization constant u0 is determined
from Eq. (A.13):

u0 =

√
3

a3
. (A.16)

Let us now look for the solution to Eq. (A.6) in the
following form:

χ(r, t) = 2Ψ0(t)ϕ0 +
∑
n>0

Ψn(t)ϕn(r) , (A.17)

where the coefficient 2 appears due to double de-
generation of the eigenvalue µn = 0. Equation for
Ψn reads:

dΨn

dt
= −σnΨn +

1

DL
(jt + λj)bn − 2jan , (A.18)

where

σn = λ+DL

(µn
a

)2
, an = un

a∫
0

sin
(
µn
r

a

)
dr,

bn = un

a∫
0

r2 sin
(
µn
r

a

)
dr

(A.19)

and

σ0 = λ, a0 = u0

a∫
0

rdr =
1

2

√
3a,

b0 = u0

a∫
0

r3dr =
1

4

√
3a5.

(A.20)

For n > 0 we obtain:

Ψn(t) =
bnj(t)

DL
−
((µn

a

)2
bn + 2an

) t∫
0

j(t′)e−σn(t−t′)dt′

(A.21)
and

Ψ0(t) =
b0j(t)

DL
− 2a0

t∫
0

j(t′)e−λ(t−t′)dt′ (A.22)

for n = 0. The number density of molecules A inside
the particle near the surface reads:

n−(a, t) =
χ(a, t)

a
− j(t)a

DL

. (A.23)

Now let us determine χ from Eq. (A.17). Noting that∑
n≥0

bnϕn(a) =
a2

4
(A.24)

and((µn
a

)2
bn + 2an

)
ϕn(a) = 2 n > 0 , (A.25)

((µn
a

)2
bn + 2an

)
ϕn(a) = 3 n = 0 , (A.26)

Eq. (A.17) and Eq. (A.23) yield:

n−(a) = −2
∑
n>0

t∫
0

e−σn(t−t′)j(t′)dt′−3

t∫
0

e−λ(t−t′)j(t′)dt′.

(A.27)
According to the Henry’s law n+ = Hn−. Using the
equation for the flux density

j(t) =
1

4πa2
α(a)(n∞ − n+) (A.28)

we arrive at the following integral equation of Volterra
type for j(t):

j(t) =
α(a)

4πa2

n∞ −H
t∫

0

S(t− t′)j(t′)dt′

 , (A.29)



where the kernel S(t − t′) is given by the following
formula:

S(ξ) = 2
∑
n> 0

e−[DL(µn/a)2+λ]ξ + 3e−λξ . (A.30)
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Krämer M., Beltz, N., Schell, D., Schütz, L., Sprengard-
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1.  INTRODUCTION 

The occurrence and development of fogs 
result from the nonlinear interaction of competing 
radiative, thermodynamic, microphysical and 
dynamical processes and the forecasting of their 
life cycle still remains a challenging issue. 
To better understand relationships between such 
processes field campaigns are carried out at the 
SIRTA observatory in the Paris suburb area 
(France). During these experiments state of art 
measurements of particle size distribution were 
performed in addition to a suite of active and 
passive remote sensing instruments and in situ 
sensors deployed to monitor the vertical 
thermodynamic structure of the surface layer 
and the dynamic conditions. 
A strength of the instrumental set up deployed 
for the PreViBOSS project (2010-2013) is the in 
situ measurement of fog particles at ambient 
humidity. These data are investigated here to 
document the fog microphysical properties and 
to study the evolution of these properties along 
the fog life cycle. 
 
2.  DATA ANALYSIS 

The FM-100 Fog-Monitor from DMT is a 
single particle counter that provides the size 
distribution of droplet from ~2 to 50 µm in 
diameter. A PVM-100 from Gerber Scientific Inc. 
provides the liquid water content (LWC) and the 
particle surface area (PSA) over the same size 
range. Finally a Palas-2000 from Welas 
measures the size distribution of particles from 
0.4 to 40 µm in diameter. These instruments 
were installed side by side on a scaffolding at 
2.5 m AGL and operated on 24/7 during 
wintertime from Oct 1st to March 31st . 
Eighty-two fog events occurred during winters 
2010 and 2011. However due to laser failures 
only 21 events were sampled by the FM-100, 
half of them during Nov 2011. Acording to the 
Tardif and Rasmussen (2007) classification, 
most of them are radiation fogs (60%) and 
stratus-lowering fogs (20%). 
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Note however that over all the fog events the 
proportion of each of these fog type is about 40% 
as already reported in Haeffelin et al. (2010) for a 
previous experiment. 
 
For each fog case the 1 Hz size distribution 
measured by the FM-100 is cumulated every 
minute to derive the effective diameter (Deff), total 
droplet number concentration (N) and LWC 
values. The frequency distributions computed by 
using samples with N > 5 cm-3 of all the cases, 
are shown in Fig. 1 for each microphysical 
parameter: 9757 samples have been used that 
represents about 163 hours of fog. 

 

Fig. 1: Frequency distribution for the 21 fog 
events of (a) effective diameter (Deff), (b) total 
droplet number concentration (N) and LWC. 
Median values (diamond) and percentiles 
5,10,25,75,90 and 95 % (ticks on the error bar) 
are also indicated. 

a) 

b) 

c) 



The distributions of LWC and N are similar to 
those reported in Gultepe et al (2009) (their Fig. 
17) but for the ocean fog cases (FRAM-L). The 
shape of the LWC distribution exhibits an 
exponential decrease but the median value 
(0.038 g m-3) is slightly larger. The frequency of 
N is roughly constant from 50 to 150 cm-3. But 
the proportion of low values is larger, with 25% 
of the values < 30 cm-3, and then the median is 
75.5 cm-3 that is in between the values reported 
in Gultepe et al (2009) for the land (~50 cm-3) 
and for the ocean (~90 cm-3) fog cases. In 
contrast the Deff distribution exhibits a different 
shape with a pronounced mode around the 
median value (13.5 µm) and a second mode 
around 6 µm. 
The comparison of the distributions for each fog 
event reveals that there is a significant variability 
among the cases. This is illustrated in Fig 2 
where the statistics are reported as function of 
the sample number. This latter is used here as a 
proxy of the fog duration but note that the real 
duration of the event could be longer when the 
fog is intermittent. Most of the events have 
duration between 1h30 and 10h. Only one case 
lasted about 24h but during Nov 2011 some 

consecutive events are separated by just a few 
hours.  
Median values of LWC range from 0.012 to 
0.089 g m-3, except one case that reaches 0.168 
g m-3, but most of them (15 over 21) are < 0.05 g 
m-3. Concentration values encompass also an 
order of magnitude from 17 to 170 cm-3. This 
variability is reflected on the droplet size with Deff 
values that range from 6.9 to 22.3 µm. 
The shape of these distributions is also highly 
variable. For Deff for example, it can be very 
narrow with mean and 25th-75th percentile 
interval of 10.8±1.31 µm, or in contrast very 
broad as 14.1±12.56 µm with a bimodal shape. 
The time evolution of the microphysical 
parameters follow very different behaviours 
depending on the events. But at this stage no 
systematic trend along the fog life cycle was 
pointed out.  
 
Median values of N are reported in Fig. 3-a as 
function of LWC for each cases. Various values 
of N are observed for a given LWC illustrating 
the diversity of the dataset. While liquid water 
production is mainly controlled by radiative 
cooling, the number of fog droplets depends on 

 

Fig. 2: Statistics of the microphysical parameters of the 21 fog cases represented by the median 
(diamond) and percentiles 10,25,75 and 90 % of the frequency distribution (ticks on the error bar) 
of, from top to bottom: Deff, N and LWC, as function of the number of the one minute samples. The 
scale on the top indicates the corresponding cumulated duration in hours. 



the aerosol properties (size distribution and 
chemical properties). Once droplets have been 
formed during the activation they compete for 
the available water : the less numerous they are, 
the larger the size they can reach by water 
vapour diffusion growth. Fig 3-b shows indeed 
that median values of Deff decrease as the 
concentration values increase, reflecting the 
expected inverse relationship between the size 
and the number of droplets, but only for Deff > 
~12 µm. For cases with lower Deff values 
however the concentration remains surprising 
low with values less than ~100 cm-3. Fig 3-c 
reveals that LWC values of such samples are 
also rather low. Lack of available water could 
obviously limit the droplet growth. But since LWC 
depends on the cube of the droplet size, this 
factor alone could hardly explain the observed 
discrepancy. 
Comparison with measurements from the PVM 
reveal however noticeable differences. This is 
illustrated on Fig 4 that shows scatterplots of 
LWC and Deff for three fog events. PSA 
comparisons are not shown here but they follow 
the same trend as LWC. Fig 4-a indicates a 
good agreement between both instruments. In 
contrast Fig 4-b-c reveal large discrepancies 
with LWC values from the FM-100 much lower 
and larger than the PVM ones for cases on 
17/11/10 and 20/11/11, respectively. A bias on 
Deff appears on Fig 4-b. The disagreement for 
low values of Deff is more pronounced on Fig 4-c 
where median values are 8.05 and 12.56 µm, for 
FM-100 and PVM data, respectively. All the 
cases that exhibits too low values of Deff on Fig. 
3-b show similar comparisons. It is then likely 
that the FM-100 underestimates the smallest 
values of Deff in such cases. 
 
Examples of particle size distributions are 
displayed on Fig. 5. They reveal that the Palas 
underestimates the concentration of the large 
particles that confirms the assumption of Elias et 
al. (2009). In contrast the FM-100 
underestimates the droplet counts in the first two 
size classes. Otherwise Fig 5 attests a nice 
overlap of both spectra. 
These size distributions were sampled at 
different stages of the fog event on 19/11/10. At 
03:00:00 UTC a few hours before the onset of 
fog, the spectrum is mainly composed of 
submicronic deliquesced aerosols. Between 
05:00:00 and 05:30:00 the visibility at 3 m AGL 
slightly decreases from ~2 to 1.3 km. Spectra 
show a huge increase of the concentration of 
particles around 1 µm and a mode of droplets > 
10 µm diameter has also appeared. After 
05:30:00, as the visibility drops down below 300 
m, both probes indicates a third mode around 5 
µm and a large increase of the concentration of 

the largest droplets. Finally during the mature 
stage where the visibility remains below than 160 
m, concentration of the mode of the smallest 
particle has decreased while both the others 
have increased by a factor of ten. Such a 
bimodal size distributions with most of the mass 
concentrated in the large drop mode are typical 
of fog (Wendish et al 1998, Gultepe et al 2009). 

b) 

c) 

Fig. 3: Scatterplots of the median values of 
each cases. a) N vs. LWC, b) Deff vs. N and c) 
Deff vs LWC. Error bars correspond to the 25th-
75th percentile intervals. 

a) 

b) 
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4.  SUMMARY 
Microphysical measurements collected 

during 21 wintertime fog events have been 
examined to document their properties. Statistics 
of the droplet number concentration, LWC and 
effective diameter derived from the FM-100 
particle size distribution show a large variability 
of their characteristic values among the different 
cases, as well as various evolutions of these 
properties during the fog life cycle. 
Comparisons between FM-100 and PVM 
measurements however reveal noticeable 
differences depending on the events, with 
estimations of LWC that range in a factor of two. 
A bias appears on Deff comparisons under some 
circumstances which leads to a substantial 
underestimation of the FM-100 compared to the 
PVM when droplets are small. Reasons for this 
bias is not clear yet and further investigations 
are needed to validate the dataset. However the 
agreement is excellent for some cases. 

Finally, analysis of size distributions shows that 
the FM-100 underestimates the droplets number 
in the two first size bins and confirms that the 
Palas underestimates the concentration of the 
larger droplets. Otherwise the overlap is very 
nice and the evolution of both spectra during the 
fog life cycle are consistent suggesting that this 
instrumental set up is well suited to study the 
impact of aerosols on the fog life cycle. 
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Fig. 4: PVM vs FM-100 measurements of LWC 
(left) and Deff (right) for three fog events. One to 
one (dashed) and linear regression (continuous) 
lines are overlaid on the one minute samples. 
On the Deff panel median values (diamond) and 
25th–75th percentile intervals are also shown 

Fig. 5: Particle size distributions as measured 
with the Palas (dashed) and with the FM-100 
(continuous) during the fog event on 19/11/2010. 
Each spectra is an average over 20 minutes 
starting at time as indicated on the legend. 


